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SUR LA DIVISION ALGÉBRIQUE. 6l 

Sur la division algébrique appliquée aux polynômes 

homogènes ; 

PAR M. H. ΑΛΟΟΥΕΚ 

1. Soient g· et / deux formes binaires des degrés η et ρ par rap-
port aux variables homogènes x

{
 et#

2
. Soienty

{
 ety

2
 un autre couple 

d'indéterminées, covariantes aux premières, et posons, pour abréger 
l'écriture, 

(xy) = x,yi—x,y„ 
{xy)m = as'"Y™ + +...+· < ΥΓ> 

de sorte que, d'une façon générale, on a 

Y (mi / γ \p
 m (m — i) (m ~ . (m — ρ + i)

 p m
-

p 
p 1.2.3....p 

En supposant n>p, on peut déterminer deux formes q et /,, res-
pectivement des degrés η — ρ et ρ — ι par rapport aux variables a,·, 
telles que l'on ait l'identité 

g +/Z: + = °· 

Cette opération, qui est une généralisation naturelle de la division 
algébrique, est possible et possible d'une seule façon. 
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Soit en effet 

II. ANDOYER. 

g = a
0
x" ■+■ a

s
 x'l~'x.j 4-...4- α

Λ
_, χ, jpJ"' 4- a

n
x", 

f = b^xp 4 bix
p'ix.i 4- 4- bpxp, 

/, = a
0
#f -f- 4- 4-&p - 1 x p -1 

£ = βο<"' 4- β ι ̂ Τρ'1 «ί+ + β/ί-^'Γ^ 

les α et β étant des coefficients indéterminés. 
Si l'on écrit les équations d'identification, et que l'on élimine les 

coefficients inconnus entre ces équations et les deux relations écrites 
en dernier lieu, on trouve immédiatement sous forme de déterminants 
deux équations propres à déterminer q et. 

Pour plus de netteté dans l'écriture des déterminants, nous repré-
senterons par la notation 

«0 ; 
: 0> l·1) : 
: a„ 

un tableau rectangulaire de λ lignes et (JI colonnes composé de la 
façon suivante : la première colonne contient les éléments α0, an 

a.,, ..., α
Λ
_,, a,

n
 puis des zéros; la seconde colonne contient d'abord 

un zéro, puis les éléments <2
0

, a
n
 et est terminée par des zéros; 

la troisième colonne contient d'abord deux zéros, puis les éléments a0, 
..., a

n
, et est terminée par des zéros; et ainsi de suite. On a d'ail-

leurs la relation évidente 
λ — υ. = η. 

Ceci posé, les équations propres à déterminer q et/,, sont 

o=o ο ο — q x"~p xn~p ' x.2 ... ocn~p 

l0 wo 17 ο 

: (/i4-i,/>) : . : (n 4-1, η — ρ 4-1) : 

• 1 Α-ρ+\ αΛ · ν
ρ 

αη 
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et 

ο = ' xp~s xp~2x2 ... χζ"{ ~ fi ° 0 · · · · 0 

ΎΓ'+υ....·..,. a
0
 b

0 

: (/i-hi,/?) : . : (n 4-1, η — ρ 4-1) : 

• 1 n-p+,i an υμ 

Le coefficient de — q ou — /, dans les seconds membres est, au 
facteur (— 1)* près, le résultant des deux formes / et (xy)'l~p+{, 
et par suite est égal à (— en désignant en général 
par φ (γ) ce que devient la fonction <p des variables x

{
 et x

if
 quand 

on y fait = y,, x2 = y
2

. Par suite, on a 

i-OT/Cr)]'"'"? 
— !o ο ο ο x'\~p x"~p~x x

2
 ... x"~p 

X 0 Ct0 UQ !... 

: (/*4-i,/>) : . : (/* 4-1, /* — ρ 4-1) : 

' 1 //-/>+1 un ' up 

(-1) p[f(y)]n-p+1 

= xp~% xp~'2x... xp~s ο ο ο ο 

1 ο u0 u0 
" '

 ai ' ' 1 

: γ(«-^+ιι ' : j 

ce qui démontre la proposition annoncée. 

2. Gomme (xy) est un covariant, il résulte de la proposition pré-
cédente que q et f

i
 sont des covariants simultanés à deux séries de 

variables des formes g et/; q est même un covariant absolu. 
On pourra de même obtenir successivement les identités suivantes, 
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où, pour la symétrie, on a écrit /0 et q0 au lieu de/et q·, 

g -<-/.?. + (ay)" = °» 

A+f>q<+(*y)'ft =°> 

/.+/»?>+'(«/)*/> =o, 
............................................................. 

/.·-( +/i?.-t-(xy)2/,
+

, = o, 
^ 

/"P-2 ■+"//>-1 ί?/*-Ι "+" (,XX)"//> = °* 

Les y,· (sauf ^
0
) sont du premier degré par rapport aux x\ la 

fonction/,· est de degré ρ — i par rapport aux mêmes variables. 
Ces fonctions q( et ft sont d'ailleurs des covariants simultanés des 

deux formes données. Les q
t
 offrent peu d'intérêt : on les éliminera 

"en remplaçant les identités précédentes par de nouvelles identités qui 
s'en déduisent par un procédé bien connu, et dont la forme générale 
sera 

fi{xy)"~p+2i-x Gig + F,/ = o, 

les G
t
· et les F,· étant des fonctions nécessairement covariantcs, des 

degrés i — ι et η — ρ 4- i — ι respectivement par rapport aux x. 
En particulier, on a 

G„ = o, F
0( xy ) n - p - 1 

G, = ι, l· , = q
{)

. 

De la relation générale 

(xyYfi+x h-//9/+//-. = o, 
on tire 

G/
+

, H- GtÇi + (a?/)2G,_, = o, 

F/+, H- B (Çi -+- (xyy F
t
_, = o, 

et, par suite, 

G/F/+l — F/G.v, =(icy)2(G
l
-_,F/— F/_, G/) ; 
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comme on a en particulier 

G
0
F, — F,G

0
 = (xy)"~p~', 

il vient 
GiFi+1 - FiGi+1 = (xy)n-p2i-1 

Les relations 

fi(xy)"-p*s'-' -t-Gtg ·+- F,/ =o, 

/.+i (xy)'""^*' + G,
v

, g + F ,·+,/= ο 

donnent alors, en vertu de la précédente, 

fi F,-H, - O/)5/»-, F,+g = o, /,· G
1+

, - (xyffi^ G,—/ = o. 

Si maintenant on fait 

// = «<>#?' -h a,icf ' '#2 +··., 

G/ == Ρο^'Γ' + χ1
\ '

 x
-i -κ · · > 

F/ = γ0
Fi = Yoxin - p + i - 1 + yi x1n-p+i-2+..... 

et qu'on élimine les coefficients α, β, γ entre ces relations et celles que 
l'on obtient en écrivant que l'identité fondamentale est vérifiée, on 
trouve aisément 

À, ~ B, C, ~ Λ|'' 

λ, étant indépendant des a?, avec 

xll~l xp 1 'χ·
2
 ... a?£' ο o ... ο ο o o 

. 1 I) wo Do 

: (n-hi, ρ — î +1) ; : (Λ -h ι, ι) : : (Λh- Ί, Λ — -μ i) : 

Journ. de Math. (5e série), tome I. — Fasc. I, 1895. 9 
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ο ο ο χι~* χι~2χ2... χι~* ο ο ο 

τ, 1 ο wo ο
0 

: (n-hi^p — i-h ι) j : (η η- ί, ί) : : (λη-î, n — p-hi) : 

' n—p+2c—t ' ' υρ 

Ο Ο Ο Ο Ο ... Ο Χη~Ρ+1~* χ"~Ρ+1~2Χζ ... χ"'^1'* 

y<n-jn*i-i) ■ η L· 
Ci = 

: (n-hi,p — i-hi) : :(n-hi,i): : (n-hi, n — p-hi) 
' * «-ρ+2ί-ι u>n ' up 

Ces déterminants A,·, B
{
·, C,· sont d'ordre η -h i-h1; ils compren-

nent trois groupes de colonnes, composés respectivement de ρ — i -h ι , 
i, et « — ρ-hi colonnes. 

Il faut maintenant déterminer les λ,. D'abord, à cause de A0= > 
on trouve immédiatement 

yo = (-1)p/ [f(y)]n- p-1 

et, à cause de la valeur donnée plus haut de on trouve aussi 

(-1)p 
1 [/(j)]'1-7^1 ' 

On a encore, en vertu de relations écrites plus haut, 

/i(r)F/+i(r)+^(r) = °> 
/,0)Gi+,(y)-/(y) = o, 

OU 

λ Vi Ai(r)C
i+

, (/) + g(y) = 0, 

Wi A,(y) Β,·
+1

 (y) -/(/) = o. 

Considérons le déterminant d'ordre η -f- i, 

■ Yr^'. «« b
0 

Δ/ = : (n-hi,p — i) : : (ra + i, ι) ' : (λ-M, η — p-hi) : ï 

* n-pni ' un ' °p 
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une transformation évidente donne 

Ai(r)=(-i)i"<A· 

On obtient aussi facilement 

b/-h0")= (-OV(y) A·· 

Ct+i(y)>=-(-iyg(y)àt, 

et, par suite, il vient 
λ,λ,-Η Δ? = (- ι)1'. 

On a d'ailleurs 
=[/(/)]"-"> 

et, par suite, 
I (-1)p 

y1 V2
0
 ~ [/W^1' 

comme plus haut. 
Il vient ensuite 

y2~ Δ? ' Λ*- λ
β
Δ·Α|' 

7 ι 7 ι M 

Toutes les fonctions A,·, B„ C,·, Δ/ que nous avons introduites sont 
d'ailleurs des covariants. 

5. Avant d'aller plus loin, nous allons démontrer quelques propo-
sitions dont nous pourrions nous passer à la rigueur, mais qui ont de 
l'importance par elles-mêmes. 

Considérons une matrice M de pq éléments, à ρ lignes et q co-
lonnes, avec p = q: 

a\ aJ ... a\ 

M = a2 al · · ·aq2 
.... .... ..... 
aj, a\ ... a\ 
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De cette matrice on peut tirer —Ο· · ·(/»—<7 + 0 déterminants 

d'ordre q\ celui de'ces déterminants qui est formé par les lignes de 
rangs .••,iq (les indices étant supposés aller en croissant) 
ser.a représenté par (i

{
i2...iq). Plus généralement (e,ia...ï

r
) dé-

signera la matrice formée par les lignes de rangs in î
2

, ..., i
r
 du 

tableau M, les indices étant supposés aller en croissant et r pouvant 
être ^ q. 

. Nous dirons que la matrice M est nulle quand tous les déterminants 
d'ordre le plus élevé q qu'on en peut tirer sont nuls : pour qu'il en soit 
ainsi, il faut et il suffit que, M' désignant une matrice non nulle formée 
avec q — ι lignes de M, tous les déterminants obtenus en bordant M' 
avec l'une quelconque des ρ — q H- ι autres lignes de M soient nuls : 

• en tout ρ — q + ι conditions. Si toutes les matrices telles que M' sont 
nulles, il en est évidemment de même de M. Plus généralement, si une 
matrice M" à /·— ι lignes (r<Cq) tirée de M n'est pas nulle, et si 
toutes les matrices à r lignes obtenues en bordant M" avec une quel-
conque des ρ — 7*-h ι autres lignes de M sont nulles, toutes les ma-
trices à 7' lignes tirées de M sont nulles. Ces propositions sont ren-
dues évidentes par la théorie élémentaire des déterminants et celle 
des équations linéaires. 

.Nous appellerons poids du déterminant (i<i8···*?) somme 
+ i'a -l··. .4- iq'i ce poids pourra prendre toutes les valeurs entières 

depuis ^ jusqu'à
 e

n nombre total q(p — q)-\- i. 

Soient δ
σι

, £
CT{

, ..., les s déterminants de même poids ts, etX
CT|

, 
λ

σ
., ..., des nombres arbitraires tous différents de zéro : nous 

allons faire voir que les conditions nécessaires et suffisantes pour que 
la matrice M soit nulle, indépendamment de toute hypothèse faite a 
priori, sont celles du type suivant, en nombre q(p — q) -+- ι : 

y y y y y + y y+ ···■+" Ο. 

Nous allons démontrer ce théorème sur un cas particulier : la marche 
de la démonstration prouvera immédiatement sa généralité. 
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Soit ρ = 7, q = 4, et faisons les λ' égaux à l'unité, ce qui ne modi-

fie en rien la démonstration; les conditions ci-dessus s'écriront 

O =(1234), 

o=(i235), 

ο =( 1236)+ (1245), 

ο =(I237)-I-(I246)H-(I345), 

0 = (1247) 4-(1256)4-(ι 346) 4-(2345), 

ο =(1257) 4-(1347) 4-(i356) 4-(2346), 

ο =( 1267)4-(i35
7

) 4-(I456) 4-(2347)4-(2356), 

O =(1367)4- (l457) 4-(2357) H-(2456), 

0 =(1467)4-(2367)
+(24^7)4-(3456), 

ο =(1567)4-(2467) 4- (3457), 

o =(2567)4-(3467), 

o =(3567), 

o =(4567). 

Nous pouvons supposer (1)7^ o, sans quoi on serait ramené à la même 
question pour ρ = 6, q = 4· 

Soit : 
i° (12)7^0 \ (a) (i23)^o. — Les conditions donnent(is34) = o, 

( 1 2)5 ) = 0, d'où (12 345) = 0; les conditions donnent alors (1236) = 0 

et, par suite, (i23456) = o; les conditions donnent encore (i237)=o, 
d'où, enfin, on tire M = 0. 

(b) (i23)=o, (124)7^0. — Les conditions donnent (1245)= o, 
d'où (i2 345) = o; les conditions donnent alors (i246) = o, d'où 
(i23456)= 0; les conditions donnent encore (1247) = 0, d'où enfin 
M = o. 

(c) (i23) = (i24)= 0, (125)^0. — Les matrices à trois lignes 
tirées de (1234) sont nulles. Les conditions donnent alors (î256);= o, 
d'où (123456) = 0; puis (1257) = o, d'où M = o. 

(1d) (i23) =(124) = (125)= 0, (126)^0. — Les matrices à trois 
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lignes tirées de (i2345) sont nulles. Les conditions donnent alors 
(1267)= o, d'où M = o. 

(e) (i23) = (i24) = (i25) = (i26)= ο. — Les matrices à trois 
lignes tirées de (123456) sont nulles, d'où M = o. 

20 (12)= o, (i3)^o : (a) (134) 7^0. — Les conditions donnent 
(i345)= o, d'où (i2345)= o; puis (ι34β)= o, d'où (i23456) = o; 
puis ( f 347 ) = o, d'où M = o. 

(b) (ι34)=ο, (ι35)^:ο. — Les matrices à trois lignes tirées de 
(i234) sont nulles. Les conditions donnent alors (i356)=o, d'où 
(i23456) = o; puis (i35y)= o, d'où M = o. 

(c) (ι34) = (ι35) = o, (i36)^:o. — Les matrices à trois lignes 
tirées de (12 345) sont nulles. Les conditions donnent alors 
(1367)= o, d'où M = o. 

(d) (i34) = (i35) = (i36) = o. — Les matrices à trois lignes tirées 
de (123456) sont nulles, d'où M = o. 

3° (12) = (i3) = o, (14)7^ o· — Les matrices à deux lignes tirées 
de (i23) sont nulles. 

(α) (i45)=^ 0. — Les matrices à trois lignes de (1234) sont nulles. 
Les conditions donnent alors (i456)=o, d'où (i23456)=o; puis 
(1457)= o, d'où M = o. 

(b) (i45)= o, (146) 0. — Les matrices à trois lignes tirées de' 
(i2345) sont nulles. Les conditions donnent alors (1467) = 0, d'où 
M = o. 

(c) (ι45) = (ι4θ)= o. — Les matrices à trois lignes tirées de 
(i23456) sont nulles, d'où M = o. 

4° (I2) = (J3) = (I4) = Ο, (ι5)τ^ o. — Les matrices à deux lignes 
tirées de ( 1234) sont nulles. 

(a) (j56)t£ ο. — Les matrices à trois lignes tirées de (12345) sont 
nulles. Les conditions donnent alors (1567) = 0, d'où M = o. 

(b) ( 1 ;>6) = o. — Les matrices à trois lignes tirées de (123456) 
sont nulles, d'où M = o. 

5° (I2) = (I3) = (I4) = (I5) = O. — Les matrices à deux lignes 
tirées de ( 12345) sont nulles, d'où M = o. 

Cette démonstration montre clairement que les conditions sont né-
cessaires et suffisantes, comme nous l'avons annoncé, indépendamment 
de toute hypothèse. Celles, en effet, qui n'interviennent pas dans la 
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démonstration interviendraient si l'on supposait successivement 

(i)=°,. 2^0; (0 = °> (2)=°> (3)^°; 

4. Considérons la. même matrice M et faisons-en un déterminant Ρ 
d'ordre ρ, en la bordant de ρ — q colonnes nouvelles, de façon à ob-
tenir 

γ'." «; «: ... ai 

P =;Q>>/>-?):· ' 

: γ··· κ 

les Y gardant toujours la signification indiquée au début. 
Développons Ρ par rapport aux déterminants de M; soit 

^ 11 ίο · · · ~^ 

l'un de ces déterminants, avec ί(<ί2<···<!^> et faisons Ρ = Σΰδ, de 
sorte que D est le coefficient de δ dans P. 

On voit d'abord immédiatement que, si tu est le poids de δ, D est 
<7(«7—1) 7(7+11 

égal à y, 2 y
2

 2 D
0

, D„ désignant ce que devient D quand 
on y fait y, =y

2
= 1; et ceci montre tout de suite que les détermi-

nants δ de même poids sont multipliés par les mêmes puissances dey, 
ety,. 

Il nous reste à déterminer les coefficients numériques D
0

. A cet 
effet considérons la matrice 

1 1 1 ... 1 
1 2 22 ... iq~* 

M„= ! 3 32 ... 3?-< , 

1 Ρ Ρ2 · · · Pq~1 

et appelons δ
0
 ce que devient δ dans cette hypothèse; soit de plus P0 

le déterminant Ρ où l'on a fait y, =y
2
 = 1, et où l'on a remplacé M 

par M
0

, de sorte que 
p„=sD.a0. 
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On sail que, si l'on ajoute les coefficients du développement de 
(χ — a)m multipliés respectivement par les puissances ^ié,nes (ρ < m) 
de nombres entiers consécutifs, le résultat est zéro. Si donc on fait le 
carré de P0 par colonnes, on voit immédiatement que P„ est égal au 
produit de deux déterminants qui sont respectivement les carrés de la 
matrice M

0 et de la matrice complémentaire qui, avec M0. forme P
0

. 
D'après un théorème connu, on a donc 

P: = (SDA)= = SD²o * E g²o 

de cette identité entre quantités réelles, on conclut que les coefficients 
D

0 sont proportionnels aux déterminants δ0. Le facteur de proportion-
nalité est d'ailleurs facile à calculer : en effet, si 

δ„ = (ΐ23 ...?)„= (q - ^y(q — 2)-(q - i), 

011 a D
0
 = ι, et, par suite, si, en général, δ„ = (i, i

2
... î

?
)
0

, on a 

D0 . .{q — S)3(</ — 2^(7 — j)' 
avec 

I i1 l1 .... iq-1 

Go = I i2 i22 ..... = II (ir - is ( )) 

I iq i²q ..... iq 

Finalement, on obtient donc pour développer Ρ la formule 

ρ _ ν —— v
w—■— α i Î \ : , 

avec 
GJ = i, + ï2 "f" · * · iq' 

Ceci nous montre suffisamment que, écrire que la matrice M est nulle, 
ou bien écrire que le déterminant P, fonction dey, ety

2
, est.idenli-
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quemcnt nul, sont deux choses équivalentes. C'est surtout de cette 
propriété que nous allons nous servir maintenant. 

5. Revenons aux résultats obtenus au n° 2, et supposons que le 
déterminant A,· soit nul identiquement sans qu'il en soit de même 
pour aucun des A d'indice inférieur à i. Alors, d'après ce qui précède, 
la matrice 

«o ; ^0 

: (n -h /, i) : : (n -+- i, η — ρ -μ i) : 

i &a bp 

est nulle, et, par suite, A/ et /,· sont eux-mêmes nuls identiquement. 
On a donc l'identité 

Gig +F,/= o, 

et les deux polynômes g et·/ ont ρ — i-h ι facteurs linéaires com-
muns, ni plus ni moins. La condition qui exprime ce fait est donc 
l'évanouissement identique du covariant A,· à deux séries de variables, 
ou plus simplement du covariant A/ à une seule série de variables : ce 
dernier covariant est d'ailleurs aisé à développer, d'après ce qui a été 
dit plus haut. 

Si Ton a A/=o, tous les Af
+i
-'(i'>o) seront nuls ainsi que les 

A/4./·, C/+,-; il n'y a pas lieu de s'occuper des /,·+,·', F/+,·', 0,+,*; 
on a 

A,.= o, Β,·=—(— i)'4~' C, = (—ι)'·^ΐ· 

Ces dernières formules se vérifient tout de suite en remarquant 
que les ρ — i -h ι facteurs linéaires communs à/ et g sont donnés par 
l'équation = o, ou Α,·_, = o, et cela quelles que soient les valeurs 
attribuées à/, et y, : donc A,_, est le produit de deux facteurs, l'un 
fonction des χ seuls, l'autre fonction des y seuls, et il en est de même 
de B/ et C/. 

6. Reprenons l'identité 

fi (xy)n - p +2i-1+ G,g + F,·/ = o, * 
Journ. de Math. (5e série), tome I — Fasc. I, 1895. 10 
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et supposons 
g ~ (χ oe( 1 >) (χ a(a))... (χ α(Λ)), 

en faisant 
( χ a^) = a?, a2 * — x% a',", 

de sorte que g est ainsi décomposé en ses facteurs linéaires. 
En faisant χ, = α',η, x.2 = α

2
 ' dans l'identité précédente, il vient 

(__ f.(d»)(yQt.wy-P^-* ·+- F/(a(1))/(a(,,)= o, 

et Ton a des formules analogues jusqu'à 

(__ ï)"-p~{/,· (α("))(yzwy-p+ti-i F^a^/Ca^) = o. 

Supposons alors 
//=«.<■'+···> 
Κ

ί=
= γ. , 

et éliminons les coefficients α et γ entre ces diverses relations. 
11 vient 

• (— Xpx~l ··· o ... O 

Fi o ... O χη-Ρ+t-1 ... x%-P+t-l 
0= ο ... (

a
(
i
i))p-/(^

a
(i)

i

j«-p+îi-i (a1^))«-/>+<-1/(a(1)) ...(&(1))n-p+i-1f(&(1)) 
......................................................................... 

ο (
β

(η))/»-/^β(Μ))»-/Η··Μ-ι ... (χ(«))ρ-/(^
α

(«)^Λ-ρ+2ί-ι (a{«i)«-p+/-ty(«i«>) ...(&(n) )n-p+1+i-1f(&(n)) 

On en tire 

Ζ' = !/ = μ. ' 

en désignant par (A
t
· une quantité indépendante des et posant 

ai =£4 (oc11'afP~<+1^). ..(ac1 ̂ (a's^α'Ρ—,&(p-i)&(n) 

ci =^ (α(Vzip—*-*·*)),
 11

 (aclfi-'t-i-Vχ(η))-
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Les sommations sont étendues à tous les termes analogues à ceux qui 
sont écrits; dans les dénominateurs figurent les produits des détermi-
nants (α(?,α(?/)), q étant l'un des indices des α qui sont aux numérateurs 
accompagnés des y, et q' l'un des indices des α qui sont aux numéra-
teurs sous la forme /(a(ï''). 

On a ici, comme plus haut, 

μ, μ,·+ι ai(y)c
!+

, (y) + g(y) = ο ; 
soit alors 

ai\j) * («0'. , ,(aOJ—')ai"') ' 

011 a aussi 
ci+1 (y) = (-I)n-i - 1 gig(y) 

et, par suite, il vient 
μ,μ,νι £;=(- 0"~'· 

Calculons ρ0 ; on a 

ao = E (xx(1))(xx(2))...(xx(p))[(yx(1) ... (yx(p)]n - p 1 

le développement du déterminant de Vandcrmonde donne d'ailleurs 
l'identité 

f_
r
\(« "'-Y K" · y^or-"· ■ .«yv 

(x(1) &(p+1).....(x(p)) 

et, par suite, il vient 

ao = (-1)p f [ f(y)]n-p-1; 

il suffit de comparer les premiers termes de ces covariants pour véri-
fier leur égalité. 

Finalement, on a donc 

μ» = [/0,)]»-"-'' 

Quant à la valeur de δ
0

, c'est (—;ϊ){"~*)ρ/(γγ-ρ, et, par suite, on a 
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successivement 
( l)«· ( 1) n+p(n-1) 

U1 = uo g² [f(y)n-p+1] 

(X2 — g2 > 

(-1)nh² 
U3=koSÎ«ι ' 

uo go² g²o 
Γ*— Z\*l ' 

.............................................................................. 

On voit encore que les fonctions a,·, ch o( ne diffèrent des fonctions 
A,·, C,·, Δ, que par le signe, si elles en diffèrent. 

La condition nécessaire et suffisante pour que les polynômes/et g 
aient ρ — i -h 1 facteurs linéaires communs est l'évanouissement iden-
tique du covariant £,·, ce que montre bien sa forme. 

7. Soit de même encore 

f = (xB(1))(xB(2)) ... (xB(p)) 

On a des formules telles que 

(_ Ι
)«-ρ-·/.(β(·))(7β(«))«-^-. + G/(p<,9ff(P(,))= o, 

et l'on en tire, comme précédemment, 

£ = 5-' = *' 
ai bi 

en posant 

a —2d (βι1) βΐ/»-'-1"1)),. .(βη»-0 β</>>) ' 

°i — \ ') Zà ■ (pn>β(.. ( ^c/>—ί-Ηΐ) β(/>)^ 

On a la relation 
μ·/ α'ί (y) Κ» (y) - /(y )=° ; 
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en faisant 

flfV/~ 0i — it ~~ : (βΠίβΙ^-Μ-Ι). , .(£(/»-<) β(/>)) ' 

on a aussi 
^

1
ω=(-θ"-·-«;·/ω, 

et, par suite, 
Λ·Λ·

+
. *7=(-1)n-i-1 

On trouve facilement 

»'.=/[/(r) μ·'.= [/(^)]»-^-1 ' =[f(y)]"~p 

et, par suite, 
(-1)n-1 (-1)n-1 uogo² 

u1=^ ~ ν* ' 
(-,)-ι y»uo go²g²2 

^3~ μ'ο κ* ' ^4~~ δ'* δ'
3
4 ' 

· · · · 

Les fonctions a!i, b\, δ) ne diffèrent que par le signe, si elles en diffè-
rent, des fonctions A,·, B

t
, Δ,·. 

8. Supposons que l'on prenne pour forme /, 

■> =* s;sîv 

de sorte que l'on a /> = /* — i, et aussi 

bo= na
0
y, + a

x
y

a
, 

δ. =(»— i)a«y« + 2aay2, 
^ = («-2)a

a
y,-h3a

3
/2, 

.............................................................. 

En outre, si l'on fait 

g = (#α(,))(#α(4))...(#α(Λ)), 
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on a 
/ = Σ(γα(,)) (#a(a)) ... (£ca(w)). 

On a ici 
... HM) 

«/=(— i) ' * g(y)Z(xoL{,)) ... (α?α(Λ~/_,,)[(/α(υ)... ya(n-i-1)] 2i -1 

χ ( a1""0 )2... ( a(n-<) a(w>)% 

c,- = (—i)( l( + ' J #(y)S(a?a(w~,v,)) .. . (#a(M))[(ya(,))... (/a^-'1)]2'-1 

^ ^α(η-/+οα(«-»+!ΐ))2 ^ ^ .^a
(
"
_,)

a
(w)

)
a

, 

s,=(-i)lrt s ^(r)s[Cra(,))---(raiw~'~,))]2t 

χ (α{Λ"~',α(,'~,"Η))2... (a("~,1a("))2. 

En outre 
/<» = ««?(/)> 

et l'on a 

fAo==(—I) n-1, u1 = -I / g²(y)v²o 

„ _ _ "î 
o² g²(y)v²v²2 

si l'on fait 

σ, = 2[(ya(,)) ... χ (
α

("-<)
α

(«--<+-'))2.,
 t

 (α^-'^"')2, 

de sorte que, en particulier 
σ() = Λ. 

Si l'on fait encore 

φ/ = 2(#α(,)) ... (a^α(rt_^ "',,)[(yα(,,) ... (^χαίΛ_Γ~0)]2i-1 

x(a(«-0
a

(«-/+»))
2

 _
 § t

 (
α

(«-·)
α

(«))2
? 

de sorte que 
?<·(/) = ®λ 

et en particulier 

Yo = f/g(y) 
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on aura donc 

/. =g(y)<t*, 

f1= sÙRY1, 

f _ gQO Ί .2, 

/s ~~ g^y)*\*\ ?3' 
........................................................... 

De même, si l'on fait 

ψζ = ΣΓίυα'"-^0) ... (.r5t(/,))[(ya(,)) ... (ya("~l,)lî<~< 

χ ... (α^α^)2, 

de sorte que 
Ψ«·Η-.(/)=«"(/)σ.·> 

el en particulier 

Yo~ g(y)' 
on aura 

ρ.=-ΐΌ')Ψ. = - «) 

F| — ~ g(ï)"lY1, 

ρ, = -£Μϊ?ψ„ 

F = v² 
3~ gWol'W*' 

..................................... 

De même enfin, si l'on fait 

G, = jà)l* = '' 
r, — £ÎZlî» ν 

G3 ~~ ^(7)σοσΪ ^3' 
? 
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de sorte que 

Ïj— — » 
σ 

et, par suite, 

%i*<(y) = "g(y)ai> 
et, en particulier, 

y.i = *'g(y), 

on lrouvera en déterminant y( par cette relation même et faisant les 
réductions nécessaires 

χ, = Σ | \(yoL{t)) .. . Oa^)]2'-' (a
(»-'+n

a
(«-^2)yj

 # # #
 (α^α^;2 

χ Σ(γοό"~'+[)) (.χ·α(Λ~'ν2) ... (.χ'α(/,)) j 
-h 2Σ j [(χ«(,)) · · · (Ja(w~,""<))]2ί"', 

XΣ(α?α(Λ-/,)(α?α(/,~/+,)) ... (a;a("~2))(/a(""',,)'(ya("))' 
χ (

a
(«-')

a
(«-*>n)2... (α<»-3>α("-2))2 

χ (α<"-'>α(Λ-,>) («ί"-^α(,,)) ... (α'"-2^"-'1) (α!,|-2)α(Η)) j. 

L'évanouissement identique du covariant σ, est la condition néces-
saire et suffisante pour que le polynome g ait η — i facteurs linéaires 
communs avec sa forme polaire /. 

9. On peut chercher encore à exprimer les diverses fonctions que 
nous venons de considérer sous forme de déterminants. En se repor-
tant au n° 2 et faisant quelques transformations faciles à retrouver, 
on obtient les formules suivantes 

l'Il' + H 

vi = (-1)²/ ni-1 

Y Τ na0 «I 
: (η—\)ο. : 2 α, : 

; (n-hi — r,« — i — 1) : ; (n-h i — 1, i) \ (11-hi — 1, i) ' 
; vr ; nan 
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yi= (-1)n-1 + t(i-1)/ 2 

χ"~ι~χ χη~'~{ Ο <> Ο Ο 

Yf-" ηα
Λ
 α, 

! (/ι -+- /. — ι, ii — i) ! (/&■+* i ■ ι?'*) · · (/2 Η- ι ι, îy>* . 

: Υ£ΐ~ι> : «,»-1 : netn 

, Hi—11 

ψ,= (~'> . 1_ 

ο ο χ^χ.
2 rf~*x\ ... #2 — — Λ7*Γβa?a ·■·-x1x2i-1 

ΥΓΗ) ηόο α< 
: (ιι -h i — ι, it — i) : : {η -+- i — ι, i) : : (n -+- i — ι, 0 · 
: ΫχίΓ," " α»-, : 

yj = (-1)n-1 + iii-1 / 2 / ni - 2 

o o x\~y, xi;-x.
1
y
i
...xi;'y, -x!;'2x,y

t
... -aÇV» 

Y?'"1 /*«„ α, 
x : : : : : . 

; (η -t- i — ι, η — 0 ·' : (λ + ι — ι, 0 : : (λ ■+■ ι — ι, ί) : 
Y(2i - 1) 2i-1 an-1 

Ces trois dernières formes sont d'ailleurs illusoires pour 2 = 0. 

JO. Les fonctions ft dont nous venons de donner l'expression sous 
forme de déterminant, ou sous forme de fonction symétrique des 
racines de g, sont les fonctions de Sturm telles qu'on doit les conce-
voir dans la théorie des formes. Elles jouissent des propriétés de ces 
fonctions ; cependant remarquons que l'on a 

Λ _ y (r«(1)) 
g (xa(1)) 

Ce rapport change donc de signe lorsque (la forme g étant supposée 
Journ. de Math. (5· série), tome I. — Fasc. I, 1895. . 11 
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à coefficients réels) — devient égal à une racine réelle ~ de g, les 

valeurs données ày, et y
2
 étant fixes, d'ailleurs quelconques : mais la 

variation qui en résulte peut ctre perdue ou gagnée. 
Pour fixer les idées, supposons que l'on prenne toujours x.,, y2, 

αj positifs : la variation est perdue si Ton >7^? gagnée dans le 
cas contraire. 

On peut donc énoncer la règle suivante : Soit à chercher le nombre Ν 
des racines réelles de g comprises entre deux nombres a et b, tels que 
l'on ait a<^b; donnons à y, et y2 des valeurs fixes quelconques, et 

soity
2
 positif : i° si — > />, Ν est égal au nombre des variations per-

dues par la suite des fonctions g, /05 /1, /2» · · ·? quand on y remplace 
successivement — par a. et &(x*

2
>o); 20 si ̂  < a, Ν est égal au 

nombre des variations gagnées dans les mêmes circonstances; 3° si 
a— < b, désignons par ç

n
 ν

2
, ν les nombres des variations de la 

suite lorsqu on y fait respectivement = a, '-} = b, — ~ : on a 
alors 

Ν = c, -f- v3 — 2ç. 

On remarquera d'ailleurs que la suite des fonctions g·, /
0

, /,, /2, ... 
peut être remplacée dans ces opérations par la suite g*yy φο?y1, 

φ2, ..., et en particulier, quand on fera — — par la suite 1, σ
0

, σ,, 

σ2, ... ; ceci résulte des formules données plus haut. 
Si, en particulier, on veut avoir le nombre total Ν des racines réelles 

de g, on fera α = — oo, & = H- oo ; alors c, -t- v.
2
 = /«, nécessairement, 

et Ν = η — % ρ; ainsi, comme on le sait, chaque variation dans la suite 
ι, σ

0
, ση

 σ
2

, ..., ou plus simplement à cause de σ
0
 = η, dans la suite 

riy σ,, σ
2

, ..., σ
Λ
_

η
 indique la présence d'un couple de racines imagi-

naires, et.cela quelles que soient les valeurs attribuées ày, ety
2

. 
On obtiendra les fonctions de Sturm ordinaires en faisant y

t
 = r, 

y
2
 = o, et le nombre des couples de racines imaginaires sera celui des 
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variations de la suite η, «3, ..., s
a

, où l'on a 

Si = Σ(α·2"α<2*> ... eV*-'-1,),,(e('|-,,aln-<+l))' ... (au~1) 

lia ο ο ο «ι ο ο 
7(i+i) (η-ι)αι ηα0' . 2«8 «ι ' . ' ! 

~ m-* \ : ' · . · : : . · . : 
(λ—2t-+-i)a8/_i (n — 2i+2)au-i'"(,n — i)ai 2ια8ί· (ai— ι)α8/-ι ... (t-ι- ι)α<·+ι 

le déterminant étant d'ordre ι i. 
Faisons encore 

xx = a?, χ., = i, 

et 

H
t
· = Σ(α(

2
η ... »(«-/+»))»... (α

/ί
_1αΛ)2(£ρα(

2
1)— α^1') ... — α'/1 J) 

xn-i-i xn-i~i a? ! ο ο ο ο 
Ο Ο · · · Ο Ο TZ&q ·»·»■········· ···»··»»·»·»«· « 

/>■1 Ι : : : 
(—Ο

 2 1 0 ... Ο Ο . . . : 

~ Λ/-ι ο ι ... ο ο ' (n + i— ι, i) .' ' (η-h ι — ι, ί) ; 

ο ο ... ι ο ; · · I 
ο ο ... ο ι · α/ι-ι * η α,. 

les véritables fonctions de Sturm seront alors 

s -, = g, 

S,~S' 

S,= — R,, 

c, n2 a0 — ~7T~ 2 j 

S3 =n*a
a
st ̂  

Si l'on pose 
7(1 + 1) 7(7 + 1) 

s. — tlli-l—d. R _ (—0 ' £) 
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on a d'une façon générale 

lij-n V ) ntao d\d\...d\i ' 

S
a

/ =(— O'rtaoDa/^^j ...rfj'J" 

Les D, et d,· sont les déterminants qui figurent dans R, etleur 
composition est facile à retenir. 

Les résultats précédents sont connus : je les ai rappelés ici pour 
réunir ensemble les principales formules relatives à cette théorie. 

11. Apropos des fonctions de Sturm, j'indiquerai encore ici un 
procédé qui permet de les calculer assez rapidement quand on est en 
présence d'équations numériques. 

Soient deux polynômes des degrés net η — ι, dont les coefficients 
successifs sont pour le premier α

0
, a

n
 a

a
, ... et pour le second ά„, 

bn bο, Faisons 
„ ai Q b,· 

ao bo 
et soit 

c
0
 = β, , e, — (L = β

;
, α

3
, · · · î 

faisons encore 
Ci 

il —
 r

 ' 
0 

et soit 

rfo=7i-f*i> = Ta — Pa» = Τ»— β#» ···; 

le reste changé de signe de la division des deux polynômes est, à un 
facteur près qui a le signe de a

o
c

0
, le polynome qui a pour coefficients 

successifs d0, dn d2, .... 
Les calculs se font aisément par logarithmes, et l'application répétée 

de cette règle fournit les fonctions successives de Sturm à des facteurs 
positifs près, ce qui est sans importance. 

12. Cherchons maintenant la condition nécessaire et suffisante 
pour que le polynome homogène g ait q facteurs linéaires d'ordre ρ 



de multiplicité. Connaissant cette condition, on saura exprimer que g a ses facteurs linéaires groupés en facteurs égaux de 
telle façon qu'on voudra. 

Considérons les deux formes covariantes de g, où y
i
 et y

2
, -, et z., désignent deux nouveaux couples de variables 

(ρ — ι ) ! \·^1 dx'[ 1 p-\j \ J - dx'{ 2 dxi '' /' (p — i)! \ 1 àx["1 p-\"\ d
x

p * dx
2
 · " 

CJJ' étant le nombre des combinaisons de m lettres ρ à p. 
Égalons à zéro le covariant qui exprime par son évanouissement que ces deux formes ont, quelles que soient les varia-

bles y et z, q facteurs linéaires communs : on aura ainsi la condition cherchée. 
On peut simplifier cette condition en faisant, après division par une puissance convenable de (yz), s, =y,, z.

2
 = y

2
; et 

l'on obtient un nouveau covariant égalé à zéro, et qui n'est autre que le déterminant qui exprime par son évanouissement que 
• les deux formes 

<7^11! [θ> - Orr +(p ~ ») gjpfc +···]. 

(/> — ι ) ! L y 1 dx*-* dxg ^p-*y* y - ôx'p* àxs" ' J 

ont q facteurs linéaires communs. 
Après des modifications immédiates dans l'écriture des coefficients, on obtient, en faisant i — η 4-2 — ρ — q, 

Yo : φ : 

: : : c»2„
tl
(^

r
rs + ̂ ,c^rv.+-··) : 

0 — ; (^i + 7 — ', <1 — 1) ; *-■«--/'+1 (ïyp y'* ' Qai · · ; 

: - : ('2i-hq—1, t) : · (®i-*-q — *» 0 

'· : 1 ««-/>+! „_
2
 : α,ι-ι^τ yp—g_i_ 

On peut remplacer cette condition par la suivante, qui est l'évanouissement d'un déterminant d'ordre pi -+- q i, dans 



lequel on a 
ak = (p-k-1)(p-k)/2 
et où les notations 

α ο 

: (λ, λ) : ' ■ : (λ, μ) : 
α .ο 

désignent, la première un tableau carré de λ lignes et λ colonnes dans lequel tous les éléments sont nuls, sauf ceux 
de la diagonale principale qui sont tous égaux à a, et la seconde un tableau rectangulaire de λ lignes et (x colonnes, 
dans lequel tous les éléments sont nuls : 

Yo2/' «o a
t
 .

 #

 . ap-i 

: l :->+> cy. cm,* : . · cyi,
+
,j§r, : 

: : ; : ; (2i+î '>0 : . . - (2î-t-g— ι,Ο · 
W«— /)+l * fl/i-p+î · · * ■ ' 

"· YaV C)il~p+i) · . · : a η 

Ο
 :

 "iy§ β«Χι^2 : Y»^î : ° ° ; ° ; 

: : : («', Ο : · (AO : ; (A 0 : · (AO : · ■ (AO : : (A 0 : 
° = : : : *iy\ '· βιyiy* '· γ ιy\ · ° · ·" ο : ο 

: I Ο α*γ\ ... βί^ι rs γ27ι ° ρ 

:[(/> — a) A q — ι] : : (AO : : (AO : : (AO : : (A 0 : * : (A 0 : · (AO : 
: : ό ' *iy\ '· ?*yiy2 :—*(iy\ * ·* ο · ο 

: : ο ο ο ο β/ί-2>·ι^2-·. *{p-zyî 
• : j (A 0 : : (A 0 : · (A 0 : · (A 0 : " ; (A 0 : · (A Ο : 
Ι O - Ο ' Ο ' t> · Ο * ' . . .βρ-2^Ι^2 1 Y/'-2jKl 



En effet, si l'on multiplie ce déterminant par celui-ci 

I 

• (q — i, q — 0 : ; ( q — 1 > pi) *· 
: i ° 
ο y'{-- :

 c/'-2jv''r3y-2 y'T- : » : 
: . · : (i, i) : · (h i) : ; (h 0 : :(*>*): S 
;· :· : 0-r* ·' C <}Uyï-'y«- : : ri1' ·' ° 5 
• · . . « · M 

{pi·, q — 0 : : (hi) : ; a,i) : : (hi) : : (h 0 : » 
: : ô : y^1* -*. : r§~2 a 

ο ο I F* 

: : : [(Ρ—2)h 0] : · [(ρ—*) hi)] : ; l(p — a)/, (p — *)i] : S 
ο - ο · ο · ι c3 η 

qui est égal à y2tlp~2\ on reproduit le déterminant proposé multiplié par le même facteur. 
Pour plus de clarté, appliquons ce résultat aux questions suivantes : 
i° Condition pour que la forme quintique 

u == a
0
x] -h 5a

t
x\x

2
 -h io«2^î^i IOο..

Α
χ\χ\ -f- 5a

A
x

x
x\ -+- a^x\ 

ait un facteur triple. 
oc 

vj 
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On obtient 

α„ ο ο α, ο ο a., ο ο 
3ύ5| Ο 3i3îji Cl | Ο 3 Cl 2 ο 
3 α2 3 α, iïy 3 α

3 <3^2 3â
(

f 3 α3 α.> 
α

3
 3 α., 3 α, α4 3 α., 3α2 α5 3 α, 3α3 

ο= ο α3 3α2 ο α, 3α;, ο α5 3 α., 
ο ο α3 ο ο α., ο ο α5 

χ! ο ο — χ, χ 2 ο ο χ\ ο ο 
ο χ*

2
 ο ο —a:, χ· ο ο ο χ\ ο 

ο ο «xjj ο ο — χ, χ2
 0 °x² 

ce qui, en conservant les notations de l'Algèbre supérieure de Sal-
mon, donne 

S3 — 27 T2 = o. 

En même temps que cette condition, la suivante, qui exprime que u a 
deux facteurs communs avec sa forme polaire, sera vérifiée : . 

a?J α
0
 ο ο α, ο ο 

—6χ?,χ, Î)at α0 ο 4λ2 α\ ° 
\5x\x\ 6α2 4®ι αο 4®a α\ 

ο = —ζοχ\χ] 4#s (3α
2 4^ι 4ft/, 6α3 4«* · 

15 a? J χ J α, 4^3 &ai α5 ·\α\ ^«3 
—-GxvxJ ο α., 4^3 ο α5 4^4 

χ'Ι ο ο α4 ο ο α3 

. 2° Condition pour que la même forme quintique ait un facteur 
quadruple. 
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On obtient 

α„ ο α, ο α2 ο α3 ο 
'2α, α0 2 α2 α, 2α3 α2 2α4 α3 

α2 2α, . α# 2α2 α4 2α3 α5 2α4 

ο α2 ο α3 ο α4 ο α5 

δα?® ο —23?, ο ο ο ο 
ο 5χ\ ο — 2a?,a?2 ο χ\ ο ο 

ο ο χ\ ο —2,χ{χ2 ο 3a?5 ο 

ο ο ο χ\ ο —20?,λ;
2
 ο 3#* 

ou, d'après les notations de Salmon, HS — α Τ = ο. 
En même temps, les conditions qui expriment que u a trois facteurs 

communs avec sa forme polaire, ou deux facteurs communs avec sa 
forme polaire du second ordre seront vérifiées, et l'on a ainsi : 

x\ ο a
0
 ο α, ο 

—4^2^» ao 4^2 a\ 
§x\x\ — 4#2#< ba

2
 (\a

h
 6 a

3 4^2 
—ί\χ

2
χ\ §x\x\ 4^3 6α

2 4 a 4 6 a
3 

x\ —faix] α
4
 4 α3 as

 4a
4 

o îp4 ο α, ο «5 

ou 5HS — 9&Τ = ο, avec 

#2 α
0
 ο α, ο α

2
 ο 

— ί\χ\χχ
 3α, α0 3α

2 α, 3α3 α2 

6#2#î 3α
2
 3α, 3α

3
 3α

2
 3α

4
 3α

3 

ο — '—4*^2 3α2 α4 3α3 ag 3α4 

x1ο α3 ° ο α5 

ο χ\ ο — xtx2 ο χ] ο 
ο ο χ\ ο — xtx2 ο χ\ 

ou 2HS — 3αΤ = ο. 
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Ceci nous montre que l'on a HS = ο et «Τ = o, et, par suite, 
que S et Τ doivent être nuls. On sait qu'il suffit que S soit nul, 
et l'on voit par cet exemple que l'on aura souvent des.c(ç^itions 
superflues. 


