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Methods of summability and uniform distribution
mod 1*

by
Johann Cigler

Let {z,} be a sequence of real numbers. If it has a distribution
function z(z), i.e. if

lim 3 f(@,) = [ fe)ds(a)

N-oo

exists for each continuous function f(z) with period 1, then its
asymptotic behavior is characterized to a certain extent by z(z).
If no distribution function exists, one may ask for other ways of
characterizing the asymptotic behavior of the sequence {z,}.
One possibility consists in replacing the arithmetic mean in the
definition of uniform distribution by other summability methods.
This is what we propose to do in the sequel.

The first researches in this direction have been taken up by
M. Tsuji [12]. He considered weighted means (M, 4,). As is well-
known, one says that a sequence s, is summable (M, 1,) to a
limit s, if limy,, (Zngn AnSa/Ddnsy 4,) = 5. With respect to
questions of uniform distribution one is thus led to the following
definition: A sequence {z,} has the (M, 4,)-distribution function
2(z) mod 1, if for every continuous function f(z) with period 1
the sequence f(z,) is summable (M, 4,) to the value [§ f(z)dz(z).
If z(x) = z, then one calls the sequence {z,} (M, 4,)-uniformly
distributed mod 1. M. Tsuji made the assumptions ; =4, =... =
A, =...>0and 32,1, = oo.

In the case 4, = A(n), where A(t) > 0 is a continuous decreasing
function with a continuous derivative 4'(¢) for 1 <t < co such that

n n
Sh~| At)dt > o (n — o0),
k=1 1
he proved a generalization of a well-known theorem due to
L. Fejér: !

* Nijenrode lecture.

1 Fejér’s theorem is stated in [10], II. Abschn., Aufg. 174.
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[2] Methods of summability and uniform distribution mod. 1 45

THEOREM: Let f(t) > 0 be a continuous increasing function with
a continuous derivative f'(t) for 1 =t < oo which satisfies the
following conditions:

(I) f(t) = o, as t > o©

(II)  f'(t) > O monotonically, as t - oo

(III) f'(¢)/A(t) is monotone for t = t, > 0

(IV)  F(2)/A(2) Ji At)dt > o, ast — oo.

Then the sequence {f(n)} is (M, A,)-uniformly distributed mod 1.
In particular he considered the means (M, 4,) with 1, = 1/n,
1/nlogm, . ... It follows that the sequence {log n} is uniformly
distributed with respect to the summation method (M, 1/n). On
the other hand it is known that {log n} has no distribution function
with respect to the arithmetic mean 2. This shows that there is
really a gain in considering weighted means. The proof of this
theorem uses Weyl’s criterion and Euler’s summation formula.

Further M. Tsuji proved a generalization of van der Corput’s
fundamental theorem in the case of weighted means: If for each
h=1,2,8,...the sequence {f(n+h)—f(n)} is uniformly distributed
(M, 4,), then the same is true for the sequence {f(n)} itself. For the
proof Tsuji used an analogue of van der Corput’s fundamental
inequality. Here the A, are supposed to be a positive decreasing
sequence with > 1, = c0.3)

E. Hlawka [7] has introduced the general concept of 4-uniform
distribution, where A is an arbitrary regular summability method.
If A = (a,;) then the sequence {z,} is said to have the A-distribu-
tion function z(z), if for each continuous function f(z) with
period 1 the sequence f(z,) is A summable to the value [§ f(z)dz(z),
in other words if for each such function the relation

oo 1
lim 3 g flen) = [ fedds(e)

n—+00 k=1
holds.
It is easy to see that Weyl’s criterion remains true, i.e. that
the sequence {z;} has the distribution function z(z) if and only
if for each ¢ =1, 2,8, ...

o 1
lim Y a,ém =j ™% da ().
n-00 k=1 0

® Cf. [10] II. Abschn., Aufg. 179.
* Tsuji has assumed a further condition, but it can be shown that this condition
is unnecessary. Cf. [2].
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An important task is to compare the efficiency of different
methods of summability with respect to questions of the asymp-
totic distribution of a sequence. It is quite easy to see that the
(C, k)-means and the Abel-mean are equivalent with respect to
uniform, distribution, that is to say that every sequence {z}
which has a distribution function with respect to the arithmetic
mean has the same distribution function with respect to the (C, k)-
means (k> 1) and the Abel-mean and conversely that each
sequence which has a distribution function with respect to the
Abel-mean has the same distribution function with respect to the
arithmetic mean. The first part is obvious, because the (C, k)-
means and the Abel-mean are stronger than the arithmetic mean,
in the sense that each sequence which is summable (C, 1) is also
summable (C, k) and 4 and the limits are identical. The second
part follows from a well-known Tauberian theorem (cf. [4] Th. 92),
because for each continuous function f(z) the sequence f(z;) is
bounded.

There are interesting connections between different weighted
means. Hardy and Cesaro proved the following theorem: 4

Let (M, p,) and (M, q,) be two weighted means, p,, > 0, ¢, > 0,

> p, = o and ) ¢, = oo.
If (I)

qn+1 _S_ pn+1

In 28
or (IT)

mﬂégﬂzmdm+m+-n+¢n§H%+%+-u+%
Pn 9 Pn qn

then (M, ¢,) is stronger than (M, p,), (M, q,)2 (M, p,). It follows
immediately that e.g. (M,1)C (M,1/n)C (M, 1/nlogn)C....
Another consequence is that (M, 1) and (M, n”) are equivalent
for ¢ > —1.

Using Euler’s summation formula the following theorem can be
proved (cf. [1]):

Let g(x) be an increasing continuous function, whose second deriva-
tive exists and whose first derivative g'(z) is decreasing, and let f(z)
be an increasing continuous function, whose derivative is continuous
and satisfies lim,_,, f'(z) = 0. Then the sequence {/(g(n))} has an
(M, g'(n))-distribution function z(z) if and only if the sequence

4) Cf. [4] Th. 14.
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{{(n)} has the (M, 1)-distribution function z(z). It follows that if
f(z) fulfills the above conditions then the uniform distribution of the
sequence {f(n)} implies the uniform distribution of the sequence
{{(n")} for all ¢ with 0 < ¢ =< 1. For our theorem implies that
the sequence f(n”) is uniformly distributed with respect to the
summability method (M, n°~1). On the other hand we already
know that the means (M, 1) and (M, n°!) are equivalent.

Another theorem of this kind is the following one:

Let f(z) be increasing, twice continuously differentiable, lim,_,
f(®) = oo and let f’'(x) be decreasing to zero. Then the sequence {f(n)}
is (M, f'(n))-uniformly distributed mod 1.

It follows from this theorem that e.g. {logn} is (M, 1/n)-
uniformly distributed or that the sequence {n°} (0 < 0 < 1) is
(M, n°1) ~ (M, 1)-uniformly distributed.

It is perhaps interesting to note that for an increasing twice
continuously differentiable function f(z) with f(z) — oo, f'(z) - 0
monotonically, there are only two possibilities:

Either the sequence {f(n)} has no (C, 1)-distribution function at
all or it is (C, 1)-uniformly distributed.

In fact the following stronger theorem is true: %

Let {z,} be a sequence of real numbers with lim,, _, , z, = oo and let
Z,,1—2z, tend to zero in a monotone way. If lim |n(z,,,—a,)] < ©
then the sequence {z,} has no (C, 1)-distribution function, otherwise
it is (by Fejér’s theorem) uniformly distributed.

An interesting topic is to give a characterization of all summa-
tion methods with respect to which the sequences {nd} are
uniformly distributed mod 1 for each irrational number #. We can
only specify several classes of summation methods which have
this property.

1) Let H be a Hausdorff-method 8, i.e. let H = (a,;) with

1

a,, = (:) f F(1—z)*du(z) for k=n
0

=0 otherwise,

where 4 is a positive measure in [0, 1), #([0, 1)) = 1 and p({0}) = 0.
Then for each irrational number ¢ the sequence {nd} is H-uni-
formly distributed mod 1.

For in this case we have

5 This remark is due to J. H. B. Kemperman.
s Cf. e.g. [4], [11].
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Saner = 3 (7) f (2 ) (1 —z )"+ du ()

- (zo () (we*"""")"(l—w)"-k) du(a)

= r (™ +1—z) du(z).
0
Now

lim (2" ® +1—2)* =0 for 0 <2 <1
e =1 for 2=0.
Therefore by Lebesgue’s theorem on dominated convergence we
get lim,_ ., [§ (2*™® +1—2)"du(z) = 0 (¢ = 1, 2, 8, . . .) and this
is what we wanted to prove.

2) The same method of proof applies to the so-called Henrikssen-
means ?, defined by

Y )
a”k_J-o k! € dﬂ(w),

where u is a positive normed measure on [0, c0) with x({0}) = 0.
8) Let 4 = (a,x) be a strongly regular Toeplitz-matrix, i.e.
a Toeplitz-matrix which fulfills

(*) lim z lank— 'n,k+1| = 0.

n-o00 k

Also in this case the sequences {n®} for irrational 4 are A-uni-
formly distributed.
We have to show that for each¢ =1,2,8,...

lim z aﬂkez"“k" - 0-

n-00 k

Suppose this is not true. Then there exists a ¢ and an increasing
sequence 7, of integers such that

lim ¥ a,,8"* =5 0.

l-00 &

Now it follows from (*) that also

; amia(k+1)9
lim 3 a,,e" 1 = £ 0.
-0 k

From (1) and (2) we conclude therefore s = ¢*"s which is

T Cf. [11).
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clearly impossible if s 7 0. This is a contradiction to our assump-
tion and therefore our theorem is proved 8.

This theorem can be generalized to sequences of powers of
elements of a compact group X with countable base. As is well-
known one says that a sequence {z,}, z, € X, has the distribution
measure u if for each continuous function f(z) on X

.1
®) lim & 3 f(@) = [ f@)dute).

N-oo

If x = A the Haar measure on X, then we call the sequence {z,}
uniformly distributed on X. If the limit on the left hand side in (3)
does not exist for all continuous functions f on X, then it is
always possible to choose a subsequence N, for which the limit
exists for all continuous f. The right hand side of (8) is then of
the form [y f(z) dv(z). In this case we say that » is a limit distribu-
tion measure of the given sequence. Obviously a sequence {z,}
has a distribution measure if and only if all limit distribution
measures coincide.

(A similar terminology applies if the arithmetic mean is replaced
by other summability methods). Weyl’s criterion remains true
for sequences in a compact group and may be formulated in the
following way: The sequence {z,} has the distribution measure u
if and only if (8) holds for all continuous characters y of X (in
the Abelian case) resp. for all continuous irreducible unitary
representations R(g) of X. 9)

The announced theorem may now be formulated in the following
way':

Let X be a compact abelian group and g an element of X with the
property that y(g) # 1 for each continuous character y %1 of X.
Then the sequence {g"} is A-uniformly distributed in X.1°)

The proof is the same as in the case of numbers mod 1, for all
one has to show is that for each y 3£ 1 lim,_,, D@, x(g*) = 0.
There is also a generalization to nonabelian compact topological
groups which has some connections with a theorem of G. Helm-
berg [5]. In this case we have to consider multiple sequences.
Let A, = (al;),... A, = (al;) be strongly regular Toeplitz-
matrices. Let 4 be the summability “matrix’” with general

8 By another method this theorem has been proved by Petersen [9].

* Cf. [8], [6).

10 This theorem has first been proved by B. Eckmann [8] in the case of the
arithmetic mean.
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element a},lkl ces a,‘.‘,,l . A multiple sequence s; 4, ., is said to be
A-summable to the limits s, if

00 2]
. 1 13 —_—
lim 3 ...3 aq g - Onp,Seopy...n, = S-
minn;—+00 k;=1 k=1

Now the following theorem holds:

Let A fulfill the above assumptions and let g, (1=1,2...,1) be
elements of X (a compact, not necessarily abelian, topological group
with countable base) such that for each nonirivial continuous irredu-
cible unitary representation R(xz) there exists at least one g; with
det (R(g;)—I) # 0. (I denotes the tdentity matriz). Then the
sequence {ghrgks . . . g1} is A-uniformly distributed in X.

Proor: It is sufficient to show, that for each nontrivial con-
tinuous irreducible unitary representation R

(4) lim z...Zaﬁk...a,’,kR(gi‘l...g’{')=0=f R(z)dA
minn 00 & P v x
holds. (A = Haar measure on X).
Now we have R(gh...gh) = R(g,)* ... R(g,)", therefore the
left hand side of (4) may be written in the form

14 oo
lim TJ 21 a,x, R(g:)".

minn 00 i=1 k=
(Of course the factors are to be taken in the same order as in the
left hand side of (4)).

Let v be an arbitrary limit distribution measure of the sequence
{gir...gh}). Then there exist limit distribution measures »,; of
the sequences {gf*} such that » = »,...»,. (Here the product is
understood in the sense of convolution.) By assumption (and
using the proof of the foregoing theorem) for at least one j the
sequence {gj’} has a limit distribution measure »; such that
Jx R(z)dv,(z) = 0. Therefore also [y R(z)dv(z) = 0. Since R(z)
was an arbitrary representation and » an arbitrary limit distribu-
tion measure we conclude therefore that » = 4, q.e.d.

There are many other questions which arise in considering
general summability matrices in the theory of uniform distribu-
tion. For these topics the reader may consult E. Hlawka [7], [8].
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