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On characteristic identities

for Lie algebras

D. M. O’BRIEN, A. CANT A. L. CAREY

Department of Mathematical Physics, University of Adelaide

Ann. Inst. Henri Poincaré,

Vol. XXVI, n° 4, 1977,

Section A :

Physique théorique.

ABSTRACT. - Let U(L) be the universal enveloping algebra of a complex
semi-simple Lie algebra L, and let V be an irreducible finite dimensional
L-module. Denote by ~ the map from U(L) into (End V) 0 U(L) defined
for xeL by = 1 (8) x + x (8) 1. In a recent paper, Kostant [6] has
shown that for each element z of the centre of U(L) there is a unique monic
polynomial p~ with coefficients from the centre of U(L) such that = 0.
For the case where z is the universal Casimir element, these identities
have been exploited in the physical literature for many years, and were
systematically analysed as « characteristic identities for Lie algebras »
by Bracken and Green [3] and Green [4]. In this paper we provide a common
viewpoint for these different approaches. The main aim of this paper is
to establish the existence and properties of the characteristic identity for
the Lie algebra of the general linear group, and to prove some results which
indicate the relevance of these identities for infinite dimensional repre-
sentation theory.

RESUME. - Soient U(L) l’algèbre enveloppante d’une algebre de Lie
L semi-simple complexe, et V un L-module irreductible, de dimension finie.
On note par 9 l’application de U(L) dans (End V) 8&#x3E; U(L), definie pour
tout x E L par è(x) Recemment, Kostant [6] a montre
que, pour chaque element z dans le centre de U(L), il existe un polynôme pz
avec coefficients appartenant au centre de U(L), tel que pz(az) = 0. Dans
le cas particulier, ou z est 1’element de Casimir, les physiciens ont utilise
depuis longtemps telles « identites caracteristiques ». On peut voir Bracken
Annales de l’Institut Henri Poincaré - Section A - Vol. XXVI, n° 4 - 1977. 27



406 D. M. O’BRIEN, A. CANT AND A. L. CAREY

et Green [3] et Green [4] pour une analyse systematique des « identites
caracteristiques pour les algebres de Lie ». On donne ici un traitement
unifié pour ces approches divers. Le but principal de cet article est 1’etablis-
sement de l’existence et des proprietes de « l’identité caractéristique » .
pour l’algèbre de Lie gl(n). On demontrera aussi certains resultats qui indi-
quent l’utilité de ces identites pour la theorie des representations de dimen-
sion infinie.

1. INTRODUCTION

Suppose that Q denotes the rational field and that gl(n, Q) denotes the
Lie algebra over Q with basis

and Lie products

Let U denote the universal enveloping algebra of gl(n, Q) and Z the centre
of U. Finally, let A denote the n x n matrix over U with entries 

The aim of this paper is to demonstrate the following facts.
1) A satisfies an nth degree monic polynomial identity,

whose coefficients cl, c2, ..., c~ are elements of Z.

2) A does not satisfy a polynomial identity of lower degree, so equation (2)
is the only nth degree monic polynomial identity satisfied by A. p(A) is

called the characteristic polynomial of A and equation (2) the charac-
teristic identity of A.

3) U can be embedded injectively in an algebra U over Q in which p(A)
can be factorized : 

n

The roots of p(A) satisfy

for all u E U.

Annales de l’Institut Henri Poincaré - Section A



407ON CHARACTERISTIC IDENTITIES FOR LIE ALGEBRAS

4) al, a2, ..., an are distinct elements of 0.

5) A has a spectral representation,

where the projection matrices E 1, E2, ..., En over 0 satisfy

6) Suppose that F is any field which satisfies

If À = (~,1, ~2? ..., Àn) E Fn, there exists (up to isomorphism) one and only
one irreducible UF-module with highest weight £, denoted by Vp~), and
al, a2, ..., an can be reordered so that

7) The values of the roots of the characteristic polynomial in a parti-
cular irreducible representation determine, and are determined by, the
infinitesimal character of the representation.

8) Let G be any field such that Q ~ G ~ C. Then all the results 1) to 7)
hold for the Lie algebra gl(n, G) if we replace Q by G throughout. Note
the following points :

a) We shall only prove 1)-7) for gl(n, Q), as the extension to gl(n, G)
is immediate.

b) Similar results hold for all the classical subalgebras of gl(n, G).
(Compare Green [4] and Kostant [6].)

c) In a particular representation of gl(n, G), the matrix A may be regarded
as a « matrix of operators », in which case it may satisfy a polynomial
identity of degree less than n. We do not pursue this point here, but it is
often important in applications [4].

Identities of the form (2) have a distinguished history. The first person
to exploit them was Dirac [1], who wrote down what amounts to the cha-
racteristic identity for the Lie algebra so(3,1). This particular example
is intimately connected with the problem of describing the structure of
relativistically invariant wave equations. Later, it was shown by Lehrer-
Ilamed [2] that n2 elements chosen from the universal enveloping algebra
of any Lie algebra satisfy n2 identities. He also noted that in certain cir-
cumstances the n2 identities can be written as a single polynomial identity
of degree n for an n x n matrix, analogous to the Cayley-Hamilton identity
Vol. XXVI, n° 4 - 1977
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satisfied by a matrix over a commutative algebra. The first major steps
in the analysis of the general problem were taken by Bracken and Green [3]
and Green [4], [5], who gave the identities for the classical Lie algebras,
and employed them together with some of the results listed above to syn-
thesize irreducible representations (over the complex field) for these alge-
bras. The techniques devised by Bracken and Green are powerful and are
quite straightforward to apply. However, the correct algebraic framework
for their results needs clarification, and this is carried out in this paper.
Some recent unpublished work by Hannabuss has shown how the

matrix A over gl(n, Q), or the corresponding matrix over any of the classical
subalgebras of gl(n, Q), can be interpreted as an operator on the tensor
product module V(À) @ V, where V(À) and V are both finite dimensional.
By this means we show how to connect the above results with an important
recent paper by Kostant [6].

In Section 2, we give a general discussion of Kostant’s results, and derive,
as a corollary, the most general theorem on the existence and factorization
of the characteristic identity of a complex semisimple Lie algebra. At the
same time we discuss an extension of Kostant’s results to real forms, and
conjecture, on the basis of our analysis of gl(n, Q), that they extend to
reductive Lie algebras over any field F which satisfies

Q~F~C.
In the subsequent sections the results listed at the beginning of the intro-

duction are proved. A number of conventions are employed there and we
list them below.

1) F will denote a subfield of the complex field C which includes the
rational field Q.

2) The statement « K is an algebra » will imply that K is associative
and has an identity element.

3) If K is an algebra over Q, the statement « V is a KF-module » will
imply that V is considered as a vector space over F.

4) Unless explicitly stated otherwise, Roman indices will take values
1, 2, ..., n and the summation convention will apply to repeated Roman
indices.

2. THE APPLICATION OF KOSTANT’S WORK
TO POLYNOMIAL IDENTITIES

Our notation follows that of Humphreys [7]. Let L be a complex semi-
simple Lie algebra of rank I, let U(L) be the universal enveloping algebra
of L, and let Z(L) be the centre of U(L). Select a Cartan subalgebra H of
L, with dual space H*, and let C denote the set of roots of L relative to H.
Let A = ~ a 1, Ll2, ..., be a base of C. We denote the set of positive
(negative) roots relative to A and take 5 to be half the sum of

Annales de l’Institut Henri Poincaré - Section A



409ON CHARACTERISTIC IDENTITIES FOR LIE ALGEBRAS

the positive roots. Let A~ c H* be the set of dominant integral linear
functions on H. Finally, let W denote the Weyl group.
We are interested in the structure of the L-module V(£) (8) V, where V(l)

is the finite dimensional irreducible L-module with highest weight 
and V is any L-module (possibly infinite dimensional) which admits an
infinitesimal character x. This means that, for every zeZ(L),

where

is an algebra homomorphism. This condition on V is not very restrictive
because Dixmier [8] has shown that every irreducible L-module admits
a character. A well-known theorem proved by Harish-Chandra [7] asserts
that any character x is equal to the character xu of an irreducible L-module
V(p,) with highest weight p E H*, However, p is only determined up to link-
age, where ,u, /1’ E H* are linked, written p - /1’, if there is some U E W
such that /1 + ð = + ~).
We denote the representations of L afforded by V(À) and V by 03C003BB and 03C0

respectively, and we let
{ v l’ V 2’ ....~}

be the set of distinct weights of V(~).
Kostant considers the algebra

(End V(~)) (8) U(L)
and defines

by

He extends 0 to a homomorphism of algebras and proves the following
theorems.

THEOREM 4 . 9 [6]. - Let z E Z(L). Then there exists a unique monic poly-
nomial E Z(L) [x] such that

THEOREM 5.1 [6]. - Let z E Z(L) and put z = (8) ~c)(z). The operator z
in V(À) (8) V satisfies the identity

In order to relate these results to previous work on characteristic iden-

Vol. XXVI, n° 4 - 1977
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tities, we take the special case z = eL, the universal Casimir element of L.
We know that [7]

where we have used the bilinear form ( , ) induced on H* by the Killing
form of L. The identity (4) then becomes

Following Hannabuss (unpublished), we now define the operator Av
on V(Å) Q V by

1

It is straightforward to verify that Av commutes with the L-action on
V(À) Q9 V. Furthermore, by (6),

which reduces to

This is the polynomial identity which appears in the work of Bracken
and Green [3], Green [4] and Hannabuss, under the assumption that V
is a finite dimensional irreducible L-module with highest weight 11. However
Kostant’s results show that the identity (8) is valid for any V which admits
a character.

Similarly, we can consider the operator

as an element of (End V(~)) Q U(L). Then, using (3), we obtain

We call (10) the characteristic identity. When is the natural representation
of a classical Lie algebra, AL is essentially the matrix over the Lie algebra
considered by Bracken and Green.
We see that Kostant’s results link the various accounts of polynomial

identities and show, in particular, that the characteristic identity does

Annales de l’Institut Henri Poincaré - Section A
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not depend on the choice of basis of L. This is so because CL is independent
of the choice of basis. Nevertheless, it is of interest to write AL in terms
of a basis { x2, ..., (k = dim L), of Land its dual { x 1, X2, ..., xk ~
with respect to Killing form of L. With

we obtain

For the particular case where L = gl(n, Q), we choose the basis { 
and take for 7~ the n x n matrix representation in which

where is the n x n matrix whose only non-zero element is equal to
one and lies at the intersection of the ith row and the jth column. We find

This matrix agrees with the matrix A introduced previously. (Note that
in this case the number m of distinct weights of coincides with the rank n
of Q).)
Now suppose that LR is a real form of L. The universal enveloping alge-

bra of LR and its centre Z(LR) are naturally embedded in U(L) and
Z(L) respectively. It is clear from the proof of theorem 4.9 in [6] that,
when the coefficients in the polynomial pz are also elements
of Z(LR). Thus, Kostant’s theorem can be used to derive characteristic
identities for the real forms of complex semi-simple Lie algebras.
On the basis of the results derived for gl(n, Q) in this paper, we conjecture

that Kostant’s results apply to reductive Lie algebras over any subfield
of the complex field which includes the rational field.

Henceforth we shall consider only the case of gl(n, Q) and adhere to
the notational conventions established in the introduction.

3. EXISTENCE OF THE CHARACTERISTIC IDENTITY

Lehrer-Ilamed [2] has shown that the elements of any 3 x 3 matrix
over a non-commutative algebra satisfy nine identities. His proof can be
generalized so that it applies to any n x n matrix. The starting point is the
classical Cayley-Hamilton theorem.

Vol. XXVI, n° 4 - 1977 
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THEOREM. - Suppose that K is a commutative algebra over Q. If

is any n x n matrix over K, then B satisfies

where

and

This result is well known (Greub [9] ), but there are several points which
should be noted.

1) bk is a polynomial with rational coefficients in trace B, trace B2, ...,
trace Bk. More precisely,

+ trace Bk E Q [trace B, trace B2, ..., trace (12)
where Q[Xl, x2, ..., xk_ 1] denotes the ring of polynomials over Q in
indeterminates xl, x2, ..., 

2) Each term bkBn-k is a homogeneous polynomial of degree n in the
elements of B.

3) The single matrix identity provides n2 identities between the elements
of B. The (i, j) identity can be written

In this identity,

where

Annales de l’Institut Henri Poincaré - Section A
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and

The precise form of

is not essential for the arguments which follow ; it is sufficient to know
that for each (i, j) it is an array of rational numbers.
Equation (13) possesses a simple generalization which holds when the

assumption that K should be commutative is relaxed.
Suppose that Si 1 is a finite dimensional vector space over Q with basis

Set

and construct

the tensor algebra based on S1. Define

where

and the summation is over all permutations of the set { 1, 2, ..., p }. If
vl, v2, ..., vp are arbitrary vectors in S1 with

define

It is obvious that  V1 V2 ... is independent of the order in which
... , vp are prescribed.

Vol. XXVI, n° 4 - 1977
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THEOREM 1. - If B = (biJ is an n x n matrix whose elements are chosen
from Si, possibly with repetitions, then

Proof - Set S° = Q and S 1 = S 1. The pth symmetric power of S~,
denoted SP, is the subspace of T with basis

Construct the graded vector space

Each element of S, say may be regarded as an infinite sequence

with cvp E Sp(p = 0, 1, 2, ...) and only finitely many 03C9p non-zero. Addition
and scalar multiplication in S are performed componentwise. Define a
bilinear map x : SP x Sq --~ by

and then extend x to a bilinear map x : S x S - S with the further
definition 

/ ’rB B

Equipped with this product, S is a commutative algebra over Q. The matrix B
is a matrix over S, provided bi j _ ~ b‘~ ~ is identified with

so the Cayley-Hamilton theorem asserts that

Since

equation (14) follows directly from (15) and the proof of the theorem is
complete.
As a corollary of this theorem, the elements of any matrix B over the

universal enveloping algebra of any Lie algebra over Q satisfy the n2
identifies (14). To prove this, simply let S1 be the subspace spanned by
the elements of B. For the matrix A over U, this result can be sharpened.

Annales de l’Institut Henri Poincaré - Section A



415ON CHARACTERISTIC IDENTITIES FOR LIE ALGEBRAS

THEOREM 2. - Set tk = trace Ak. The matrix A over U satisfies the poly-
nomial identity

in which

p(A) is called the characteristic polynomial of A.

Proof - Set

Thus, bl, b2, ..., bn are the coefficients which appear in the Cayley-
Hamilton theorem and certainly satisfy (17). According to theorem 1,
the elements of A satisfy

where x denotes a permutation of { 1, 2, ..., n ~. Alternatively,

The commutation relations (1) permit (19) to be cast in the form

where

and qij is the sum of all those terms produced by reordering the factors
in (18). hij is a homogeneous polynomial in the elements of A with degree
n, but qij is not homogeneous and its degree is (n - 1) at most. Write

where (qm)ij denotes the contribution to q~~ from

Vol. XXVI, n° 4 - 1977
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is a sum of monomials of the form

The coefficient of each monomial ensures that one superscript is equal
to i, one subscript is equal to j, and each of the remaining superscripts
is contracted with one of the remaining subscripts. Thus (qm)ij is the (i, j)
element of a polynomial in A with coefficients in Q[tl, t2, ..., tn] ;

It follows from (20) that qm(A) has degree (n - m) at most, so

The only term in (19) which involves An has been absorbed into h(A), so

Furthermore,

because has degree (n - 1) at most when regarded as a polynomial
in the elements of A. If

then A satisfies (16). Finally, it is clear that ci, c2, ..., cn satisfy (17).
A similar proof can be devised for the case in which the matrix A is

replaced by the matrix AL E (End V(~)) (8) U appropriate to a tensor repre-
sentation of gl(n, Q) in V(~). Naturally the proof is more complicated, and
so will not be given here. However, Green [4] does treat this extension.

4. FACTORIZATION
OF THE CHARACTERISTIC POLYNOMIAL

The characteristic polynomial of A cannot be split into linear factors
in the algebra of n x n matrices over U. Nevertheless, it is in factorized
form that p(A) is most useful for the construction of irreducible gl(n, Q)-
modules. In this section we shall injectively embed U in an algebra LJ
over Q so that p(A) factorizes in the algebra of n x n matrices over U.

LEMMA 1. - If q(A) is any polynomial in A with rational coefficients,
then .

Annales de l’lnstitut Henri Poincaré - Section A
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Proof - The result is obvious when the degree of q(A) is equal to one.
Induction on the degree of q(A) establishes the result generally.

LEMMA 2.

Proof - According to lemma 1,

Thus, tm E Z and so Q [t] £; Z.
If z E Z, then z cannot have any free indices. Every fully contracted ele-

ment of U can be reduced to a polynomial in t1, t2, ... by repeated use of
the commutation relations. Because A satisfies an nth order polynomial
identity with coefficients in Q [t], the elements tm + 2, ... must also
lie in Q [t]. Hence, Z ~ Q [t].
Now, Z is an integral domain, because Q is a field. The field of quotients

of Z can be identified with Q(t), the field of rational functions of t with
rational coefficients. Let Z denote the minimal extension field of Q(t) in
which the polynomial p(x) splits into linear factors :

Finally, set a = (al, a2, ..., an).

LEMMA 3. - Z = Q(a).

Proof - Jacobson [10] shows that Z = Q(t, a). It is obvious that

Q(a) ~ Q(t, a) ,
so it is only necessary to prove the opposite inclusion. Each of the coeffi-
cients ci, c2, ..., c~ in (21) can be expressed as a symmetric function of
al, a2, ..., an, denoted by

ck = ck(a) E Q(a) .
Theorem 1 asserts that

ci + t1 E Q ~ Q(a).
Thus,

t 1 E Q( a) .
Similarly,

2cz 
so

.

Vol. XXVI, n° 4 - 1977
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The argument can be repeated to prove

Hence,

and so

Although the polynomial p(x) can be factorized in Z, it is not correct

to say that p(A) can also be factorized, because a meaning has not yet
been assigned to products uai and aiu, u E U. However, this is easily remedied.
T pt

where the tensor product is that of Z-modules. The maps

are injections and, once LJ is endowed with the obvious multiplication,
they become injective algebra homomorphisms. The factorization of p(A)
now follows simply.

THEOREM 3. - The matrix A, considered as a matrix over U, satisfies

al, a2, ..., an are called the eigenvalues of A.

5. RELATIONSHIP BETWEEN EIGENVALUES
OF A AND HIGHEST WEIGHTS

Let F be any field satisfying Q ~ F ~ C, and let H be the Cartan subal-

gebra of gl(n, Q) with basis

DEFINITION. - Suppose that V is an irreducible UF-module which con-
tains a vector vo such that

vo is called a maximal vector of highest weight ~,, where A is the linear func-
tion from H to F given by aii - ~,i. We shall write VF(~,) for such a V.
The main result of this section is the following theorem, whose proof

will be given in a sequence of lemmas.

Annales de l’Institut Henri Poincaré - Section A
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THEOREM 4. - Suppose Å = ~,2, - - -, Up to isomorphism
there is only one irreducible UF-module VF(~,) with highest weight /L The
eigenvalues of A can be reordered so that

where

Note that the expression (25) is compatible with the expression which
would be expected on the basis of Kostant’s results, namely,

Here, vi, v2, ... , vn are the weights of the contragredient of the natural
representation of gl(n, Q).

Let us begin with the case F = C. Harish Chandra has proven the exis-
tence of an irreducible Uc-module with highest weight A [11].

LEMMA 4. - Suppose that vo is the maximal vector of and that s(x)
is a polynomial in Z [x].

1) [s(A)ij, akl] = 03B4kjs(A)il - 03B4ils(A)kj.
2) s(A)ijv0 = 0 if K 7.
3) s(A)i ivo = (JiVO , (Ji E C (no summation).

Proof - All three results are obvious if the degree of s(x) is one. Induc-
tion on the degree of s(x) then establishes the results generally.
We now set

Lemma 4 shows that vo is an eigenvector of with some eigenvalue
E C. Because C is algebraically closed and is irreducible, the

eigenvalues of A are represented by scalars ;

akv = for all v E 

where ak E C.

LEMMA 5. - The eigenvalues of sj(k) satisfy the difference equation,

and the following boundary conditions,

Vol. XXVI, n° 4 - 1977
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~’roof. - We have

Since alkvO = 0 for 1  k, the summation over I can be restricted to the

range 1 ~ k. Thus,

where part (1) of Lemma 4 has been used to commute the factors. Since

it follows that

Hence,

It is clear that

Also, satisfies the difference equation

which has the solution

consistent with (26).
We note now that the ordering of al, a2, ..., an is arbitrary, because

these quantities appear as the roots of a polynomial equation.

LEMMA 6. - We may reorder a1, a2, ..., an so that

Furthermore, if 1) is non-zero for k  j  n, then

Proof - Because s 1 (A) = 0, ~ 1 (k) = 0 for all k.

Annales de l’Institut Henri Poincaré - Section A
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Now,

so Àn must be equal to one of the scalars a2, ..., an. Relabel a 1, a2, ..., an
so that Àn = an. Then,

Now use induction. Suppose that al, a2, ... , an have been reordered so
that = 0 for 1 Since

we have, for 1 k - 1,

Thus,

and so either 1) = 0, or

or both. In the first case, we can say nothing. In the second case, relabel
the roots ..., ak - 1 so that

Since

we have in either case that

Note that the relabelling of ..., ak-1 does not alter the labelling
of ak, ak+ 1, ..., an. Hence, the lemma is established..

LEMMA 7. - Suppose that is such that but 

Vol. XXVI, n° 4 - 1977 28
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for any j &#x3E; k. Then there is a polynomial xk, ..., xn], where
xk -1, xk, ..., xn are indeterminates, for which

If C" is equipped with the Zariski topology, the set of Å E Cn such that
- 1) # 0 for any j is dense in Cn.

1) is a polynomial in ak, ak + 1, ~ ... , an and ~,k _ 1, ~,k, . - . , ~,n
with coefficients in C. Because 1) # 0 for k  j, lemma 6 asserts
that

Hence, 1) can be rewritten as a polynomial in ~_i, Àk, ..., Àn.
Denote this polynomial by qk. Let Ik denote the ideal in x2, ..., xJ
generated by qk and let Mk denote the closed subset of Cn determined by Ik.

n

Then Mk is also closed. Its complement Mo. which is open, is neces-
k= 1

sarily non-empty, for otherwise we would cover Cn by closed sets, none
of which is equal to Cn, contradicting a well known property of the Zariski
topology [7]. Mo consists of those elements of Cn for which (Jij - 1) # 0
for any j. Any non-empty open subset of Cn is dense in the Zariski topology.

Define an equivalence relation on Fn as follows. If a, {3 E Fn, write a - {3
if and only if

where x is a permutation of the set {1, 2, ..., ~}. Let S denote the equi-
valence class which contains a, and let Fn denote the set of all equivalence
classes. Lastly, if g is a symmetric polynomial function on Fn, define g :
Fn --~ F by g(a) = ~(S). Note that the symmetry of g is needed if g is to be
well defined.
We have constructed a map fc : Cn -~ Cn where = &#x26;, by taking

A E Cn to the uniquely determined module Ve(À) on which

where and a = a2, ..., an) uniquely determines &#x26;. We have

shown that a 1, a2, ..., an can be reordered so that

on a (Zariski) dense subset of Cn. The next step will be to equip C" with
a suitable topology and show that fc is continuous.

Let C[x] denote the ring of symmetric polynomials in indeterminates
x = (xi, x2, ..., xn). If I is any ideal in C [x], let

We impose a topology on Cn by declaring the sets M (I) to be closed.
Annales de l’lnstitut Henri Poincaré - Section A
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LEMMA 8. - fc is continuous.

Proof - Consider the following polynomial in C[x, y],

where

It is well known that every symmetric polynomial in xi, x2, ..., xn can
rearranged as a polynomial in s2(x), ..., sn(x). Thus ê[x] = C [s(x)]
where s = (S1, s2, ..., Theorem 2 shows that

so C [s(a)] = CM. Hence CM = C[t]. If g E let g’ denote the same
polynomial regarded as an element of CM.

Suppose that M( I) is a closed set in C" and that M ~ Cn is its preimage
under fc. This, if there exists such that

If g E I, then

By direct calculation we see that

and in general

where E C [x]. Hence, (L 1, z 2, ..., 

Let I denote the ideal in C[x] generated by the set

We have established that, if ~, E M, then

so M is closed in the Zariski topology of Cn. Thus., fc is continuous.
Vol. XXVI, n° 4 - 1977
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COROLLARY. - The roots al, a2, ..., ~ of the characteristic identity
may be reordered so that

Proof. Define

It is clear that gc is continuous in the Zariski topology. gc coincides with fc
on an open (and therefore dense) subset of Cn, denoted by M. Let hc = gc - fc
and suppose 0. The set

is open in Cn, because { 0} is closed in C" and hc is continuous. Thus, we
have written Cn as the union of two disjoint, non-empty, open subsets,
namely, .

Since

M and N are also closed. However, Cn cannot be covered by two closed
subsets, neither of which is Cn itself [7]. Consequently, N is empty and fc
coincides with gc on Cn.
We have therefore established theorem 4 for the case F = C. We shall

now show that it remains true for any field F which satisfies Q ~ F ~ C .

LEMMA 9. - For any Å E Fn, there exists up to isomorphism only one
irreducible UF-module with highest weight A, denoted Vp(~). The maximal
vector vo with weight A is unique. For any zeZ,

where ( e F.

Proof - Let denote the irreducible Uc-module with highest
weight A. is spanned by the set

Because A E Fn, all weights of lie in Fn. Let VF(~,) denote the vector
space over F spaned by B. It is clear that VF(~,) is a UF-module and is irre-
ducible. The uniqueness of VF(~,) follows from the uniqueness of 
The maximal vector in is unique. Suppose vo and ~o are both

maximal vectors in Extend the field of scalars from F to C. Both

vo and vi remain maximal vectors and so vo = ~o’
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Suppose zeZ and 0. Since

is a maximal vector with highest weight /L Hence,

where the case ~ = 0 may now be included. Because VF(~,) is an irreducible
UF-module, the commuting ring of is a division ring, so (z - ~)
is either invertible or zero. The first possibility is obviously not true, so

The proof of theorem 4 can now be completed. Define a map fF from Fn
to C" by the sequence

which is to be understood as follows. A uniquely determines Vp~). As in
lemma 9, is obtained from On 

Finally, a = (ai, a2, ..., an) uniquely determines 5. Consequently,

Hence, al, a2, ..., an can be reordered so that

It follows from a result of Dixmier [8] that, if V is any irreducible Uc-
module, then Z is represented by scalars in V. Because C is algebraically
closed, Z will also be represented by scalars in V. This property is so useful
that it is advantageous to isolate those Up-modules in which it continues
to hold even when F # C.

DEFINITION. - Suppose that V is an irreducible UF-module and that x
is the representation of U afforded by V. V will be called a scalar UF-module
’ 

(where lv is the identity operator on V) .
This definition will prove useful in the next section.

6. CHARACTERS
AND THE SPECTRAL REPRESENTATION OF A

If V is a scalar UF-module, then
akv = for all v E V ,

where a~ E F. Theorem 4 shows that, if V has a maximal vector of highest
weight ~,, then the roots al, a2, ... , an may be reordered so that
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This suggests perhaps that the numbers al, a2, ..., an, suitably ordered,
might generalize the labelling of irreducible Up-modules by highest weights,
because ai, a2, ..., an are always defined and, as will be shown below,
are distinct elements of Z. However, lemma 10 below shows that al, a2, ..., an
provide essentially the same information as the character on V.

LEMMA 10. - Every scalar Up-module V admits a character x. If

akv = for all v E V ,
then &#x26; uniquely determines x and, conversely, is uniquely determined by x.

Proof. - Because V is a scalar UF-module, z. v = x(z)v for all v E V
where x(z) E F, implying that V admits the character x : Z -~ F given by
z - x(z). As tk is a symmetric polynomial function of a, &#x26; uniquely deter-
mines

x(~) _ x(t2)~ ..., 
which in turn uniquely determines x because Z = Q [t]. Conversely, the
coefficients of the characteristic polynomial of A are elements of Z, so x
uniquely determines &#x26;.
We now proceed to a discussion of some results of Green [5] for which

the algebraic framework developed above seems appropriate.
LEMMA 11. - The eigenvalues al, a2, ..., an are distinct elements of Z.
Proo, f. Suppose the contrary, that ai = a~ for some i ~ j. There exists

an irreducible Uc-module Vc(~,) whose highest weight ~, satisfies

~i_i~~~_.7. (27)
Theorem 4 asserts that

which contradicts (27).
This result allows a spectral representation of A to be written down

immediately. Define the following n x n matrices over LT :

Note that these matrices are well defined because ai # a~ if i # j.

THEOREM 5. - The matrices Ei, E2, ..., En satisfy :
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The matrix A has the spectral representation

Proof - 1) It follows trivially from the identity (24) that

If q(A) is a polynomial in A with coefficients in Z, it is elementary to esta-
blish by induction on the degree of q that

In particular,

2) The Lagrange interpolation polynomial of degree (n = 1) to the cons-
tant polynomial 1 in Z [x] is

The interpolation is exact because the degree of the constant polynomial
is zero and therefore certainly less than n. Thus,

The steps in the proof of the ancient result still hold in Z [A], provided 1
is reinterpreted as the unit matrix over Z. Thus,

3) The spectral representation of A follows simply from (28) by multi-
plication by A :
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THEOREM 6. - A does not satisfy any identity of the form

in which

Hence, 2) is the only nth order monic polynomial identity satisfied by A.

Proof - Suppose that (29) and (30) hold. Since

and the spectral projections are mutually annihilating,

and so

Thus, al, a2, ... , an are all roots in Z of the polynomial equation

q(x) = 0 .

However, al, a2, ..., an cannot satisfy any polynomial equation with
coefficients in Z of degree less than n, because they are distinct, so this
contradicts the initial assumption.

If s(x) is an nth order monic polynomial in Z[x] and

s(A) = 0, 
’

then
(p - s)(A) = 0 .

Since degree (p - s)(x)  n, it follows from the first part of the theorem
that p(x) = s(x).

7. APPLICATIONS

In this final section we shall briefly outline some areas in which the results
of this paper can be applied.

Firstly, we are interested in the explicit construction, by algebraic
methods, of infinite dimensional modules for the classical Lie algebras.

Secondly, Kostant has already demonstrated the importance of an
analysis of the structure of L-modules (L reductive or semi-simple) of
the form V(Â) (8) V, where V(Â) is finite dimensional with highest weight ~,
and V is infinite dimensional but admits a character. For the case of the
Lie algebra of the Lorentz group, recent work by Bracken (private commu-
nication) analysing indecomposable modules of the form V(Â) 0 V has
relied heavily on characteristic identity techniques.

Thirdly, in the case where V is realised as a function space, the elements
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of Q9 V are « wave functions » and we may investigate the existence
of L-invariant wave equations. We define a wave operator to be a first
order differential operator D on V(Â) Q9 V which commutes whith the L-
module action, that is,

D E EndL (V(L) Q9 V) .

It is clear that Av always belongs to EndL (V(L) Q9 V), and, in certain cases,
is in fact a wave operator. For example, when L is the Lie algebra of the
de Sitter group and V(Â) is the spin representation of L, this fact was exploited
by Hannabuss [12] to derive the Dirac equation in de Sitter space. Conse-
quently, we expect Av and its characteristic identity to be of general interest
in the theory of L-invariant wave equations.

Finally, characteristic identities have been applied to state labelling and
reduction problems [13].
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