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RECHERCHES

EQUATIONS AUX DERIVEES PARTIBLLES

DU SECOND ORDRE,

PAR M. E. GOURSAT.

1. Jaiexposé en détail, dans un OQuavrage récent, la méthode d’intégration des
équations aux dérivées partielles du second ordre, dont le principe est dit a
M. Darboux. Cette méthode constitue jusqu’ici le moyen le plus puissant de
ramener l'intégration d’une équation aux dérivées partielles du second ordre a
I'intégration d’équations différentielles ordinaires, lorsque la chose est possible.
On ne connait malheureusement, en dehors des équations linéaires, qu’un petit
nombre de types d’équations auxquelles cette méthode s’applique avec succes.
Le probléme général, qui consisterait a délerminer toutes les équations du
second ordre intégrables par cette méthode, parait difficilement abordable.
Celui auquel je me suis restreint dans ce travail esl sans doute bien particulier,
mais la solution trés compléte que j'obliens fournira peuat-étre des indications
pour traiter des cas plus étendus.

Une équation de la forme s = f(x,y, 5, p,¢q) a ses deux [amilles de caracté-
ristiques distincles, et les équations différentielles de ces caractéristiques admet-
tent respectivement les combinaisons intégrables dx =o0, dy=o0. Sl existe
pour chacun de ces systémes une autre combinaison intégrable, ne renfermant
que x, ), 5, p, ¢, ’équation peut, comme il est bien connu, étre ramenée a la
forme s=o0. Le probléme le plus simple que I'on puisse se proposer sar ces
équations est donc le suivant :

Déterminer toutes les équationss = f(z, y, z,p, q) telles qu’il existe, pour
chacun des systémes de caractéristiques, une combinaison intégrable autre
que dr=o0 ou dy = o, dans laquelle ne figure aucune dérivée d’ordre su-
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peérieur au second, l'une d’elles au moins renfermant une dérivée du second
ordre. '

On connait déja quelques équations jouissant de celte propriété. Les solutions

nouvelles que jobtiens peuvent se ramener & quelques types trés simples (*).

2. Nous démontrerons d’abord le lemme suivant :

Etant donnés un systéme de n + 1 variables indépendantes (T, &2y -y T, 3)
et un systeme complet de n équations
of of
X = e— A3 =
l(f) oz, -+ (A4 +Bl)d: 0,

Xg(f):ﬂ—f—(A?s—l—Bg 0f:o,

(') dxs 73
; 9 J
X"(f): '()Tf +(AIL:+BH) 5{2 o,

»
ot les coefficients A;, By ne contiennent pas z, ce systéme admet une inité-

grale linéaire par rapport a z, qui s’obtient par deux quadratures.
En effet, pour que le systéme (1) soit complet, il faut que I'on ait

Xi(Aps +Bp) =X, (A;z2+By) (i, k=1,2...n),

ou, en développant,

dA/c - dB/. o N ()[\i i dBt | )
()_.1‘7‘ -+ E -+ A/.-(Azé +B,) f— ()xk“ —+ d£k+At(A/,o —|—Bk)’
c’est-d-dire
01\:‘ . ()Ak 0Bz . 0B, )
07/»'-_ ()--_Z’:’ ()_‘p;+Ai]3/V—(‘fr_?+I‘kBl,

si toutes ces condilions sont vérifiées, on s’assure immédiatement que la (onc-
tion

S =As+B,
ot l'on a

—fA,r{.v"+.‘.+A,Ld‘z',,
e s

A=
B :—fA(Bx dz, - Bydzy+ . . .+ B, din,

salisfait aux équaltions (1).

(1) Les principaux résultats de ce travail ont été résumés dans une Note présentée i
I'Académie des Sciences (Comptes rendus, t. CXXVII, p. 854-855; 28 novembre 1898).
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Cela posé, considérons d’abord une équation du second ordre de la forme
(2) s=ppqg—+ap+ bg +c,

0y @, b, ¢ étant des fonctions de z, y, 5. Si cette équation admet une intégrale
intermédiaire du premier ordre

(@, y,5,p) =X,

ot X est une fonction arbitraire de z, elle doit étre identique a I'équation

Uk 99 _
(3) )
( 9% - (ap+e) 22 =o;
y P o
pour que ces deux équations admetlent une autre intégrale que ¢ =z, il est

nécessaire qu’elles forment un systéme complet. D'aprés le lemme qui vient
d’étre démontré, elles admettent donc une intégrale linéaire en p, et toute inté-

grale intermédiaire du premier ordre d’une équation de la forme (2) peut
s’écrire

(4) Ap +B=X,

A et B étant des fonctions de z, y, 5 seulement. La réciproque est évidente.
Considérons, en second lieu, une équation du second ordre

(5) S:f(x,)/,s’]’;f]),
ou la fonction f est de forme quelconque. Soit
(6) ®(x,y,z,p,r)=X

une intégrale intermédiaire du second ordre de cette équation ; les deux relations
(5) et (6) doivent former un systéme en involuation, quelle que soit la fonction

arbitraire X. Il faut, pour cela, que la valeur de 0;3 » déduite de I'équation (5),

soit identique & la valeur de la méme dérivée obtenue en différentiant 'équa-
lion (6) par rapport a y, c’est-a dire que l'on ait identiquement

W@ 90 ob . ob/of  of of of

Fac.de T.,2*S., 1. 5
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la fonction @ doit, en outre, éire indépendante de ¢, et 'on est ramené a recher-
cher les intégrales communes aux deux équations linéaires
0 00 od a0
~A((l))._~— /—|— f—ir-——l[:o,
) s ar
’ ob

( B((D):E;:

en posant, pour abréger,

=9 df o .. of ,

Des équations (7) on déduit successivement
()(D de of . o0 oH
()/) ()// dr ()f]

5’2 of 9P H
dp dq*  dr dg*

C(®) =B[A(®)] — A[B(®)] =

C, (@)= B[C(®)] — C[B(D)] =

Si 3—{/‘,[ n’est pas nul, les trois équations A(®)=o, C(®)=o0, C,(P)=0

sont distinctes, et 'on en tire, puisque H cst une fonction linéaire de r,

LI B
\0[)+(a, +b)W_
X ol oP
(8) "\;)? +(a,r—+—b,)W:0,
0D ' o0
a a;+(02/+01) P

les coefficients @, b, @,, by, as, b, ne conlenant pas r. Ces équations devant
’ ’ ) Clay U2 q

admettre une autre intégrale que l'intégrale évidente ® =z, il est nécessaire

qu’elles forment un systéme complet; il en résulte, d’aprés le lemme précédent,

qu’elles admettent une intéerale linéaire en r, et I'intégrale intermédiaire (8)

1 ) ) 8 \

peut étre mise sous la forme
(9) Pr+P,=X,

P et P, étant des fonctions de x, ¥, 5, p seulement.
0 f
d 2
J = aq + b, etles équations A(®) = o, C(®) = o donnent ici

La conclusnon est la méme, si ——= est nul. Dans ce cas, f est linéaire en ¢,

00 00 db  9b db a0
MA@ =G b+ (52 Sop+ G rras) Sl =o,
B, (® 0—@4 ob (M+dg gfr ANCA
(@) = dp+ oz T ol T ap +a> 5 = O
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si ces deux équations ne forment pas un systéme complet, on en déduira trois
équations de la forme (8) formant un systéme complet, et le raisonnement s’achc¢ -
vera comme tout a ’heure.

Le seul cas qui demande un examen particulier est celui ol les deux équations -
précédentes formeraient un systéme complet. Il en est alors de méme des deux
équations

9_(2+bgil)_ Ie) @_'_ag?-q_
ady - T ap 7’ Js op

O,

(qui déterminent les intégrales intermcdiaires du premier ordre, et I'équation pro-

posée admet une intégrale intermédiaire telle que

O(x, v, 5, p)=X.

Toute équation de la forme
b b o
F(q), J‘;—FFZ-I)—'F-&;’) -—-X

est une intégrale intermédiaire du second ordre de I'équation proposée
s=aq + b, et il y en a évidemment une infinité qui sont linéaires par rapport
a r. Ceci est bien d’accord avec une propriété générale des équations du second

ordre (1).

Remarque. — La propriété précédente se généralise facilement. Si I'équa-
tion (5) admet une intégrale intermédiaire d’ordre £ telle que

Jds 0%z 0"z .
‘I’(l‘,_}’, I, (H’ IR a—J—’"> -= X,

dux

on peut toujours supposer que le premier membre de cette équation est de la

dnz 0"z .
forme A -— -+ B, A et B ne contenant pas ~—— . 1l résulte aussi du lemme dé-
dxn dxn
montré plus haut que, lorsqu’une équation s = f(z, 3, 3, p, ¢) admet une intégralc
intermédiaire d’un ordre quelconque, cette intégrale s’obtient par deux quadra-

tures.

3. Revenons au cas ou I'équation (5) admet une intégrale intermédiaire du se-
cond ordre que nous pouvons, d'aprés ce qui précéde, supposer mise sous la

forme (g) b P <
r+ri=»N,

P et P, ne dépendant que de z, y, 5, p. En écrivant que les équations (5) et (g)

(1) Legons sur l’intégration des équations aux dérivées partielles du second ordre
@ deux variables indépendantes, t. 11, n% 161-164.
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forment un systéme en involution, on est conduit aux deux relations

[ 0P oP of _

o 85)7—1—5—5— f+P op o,

10
opP, d_P, ()P1 af  of of N\
',0v+ 22 7 f+P<d +—d—_p+(—)(—1f>_o,

qui doivent admettre en P, P, des solutions indépendantes de ¢. En posant

Py =P, on peut remplacer la seconde des équations (10) par la nouvelle équa-
tion, ne renfermant que A,

LN YN s
(E) oyt o1 o Thop T as T sl g =0

Si (P, Py) est un couple de solutions des équations (10), il en est de méme de
(P, Py+ C), ot C est une constante quelconque. L’équation (E) admettra donc
Pintégrale
p C
A= ! + =

PP
qui dépend d’une constante arbitraire. Inversement, si ’équation (E) admet deux
intégrales distincles A, et Ay, A, C(%, —X,) est aussi une intégrale; la diffé-
rence A, — A, satisfait & ’équation

, Do o
(E") @—F&‘]-*’a;f ap

—o,

que nous appellerons 'équation en A sans second membre. Cette équation se dé-

. .\ , . i
duit de la premiére des équations (10) en y remplacant P par 5 de sorte qu’en

posant
—_ I D — }
P‘L_M’ ‘“h—h

on aura un systeme de solutions des équations (10). Tout revient donc a chercher
a quelles conditions I’équation (E) admet deux intégrales indépendantes de ¢.
Lorsqul en est ainsi, I’équation (E') doit admettre & son tour une intégrale in-
dépendante de ¢, autre que A = 0. On peut donc toujours commencer la discus-
sion par I’examen de ’équation (E’).

Tout pareillement, pour que ’équation s = f(«z, ¥, 3, p, ¢) admette une inté-
grale intermédiaire du second ordre de la forme

(9)' Qt‘l_Ql:Yy

ou Q et Q ne dépendent que de z, ¥, 5, ¢, et ou Y est une fonction arbitraire
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de y, il faut et il suffit que 'équation (E),

n_ o 0f

(E), ()—.—r+ dqf 7\ —+

U 4 9
0z —l-d'—Pf—O

admette deux intégrales indépendantes de p. Nous désignerons encore par (E"),
I’équation déduite de (E),, par la suppression des termes indépendants de }.

Remarque. — Sil'équation (E) admet une intégrale indépendante de ¢, dé-
pendant de plusieurs constantes arbitraires, ou d’une fonction arbitraire, il en
sera de méme de 'équation (E'). Or on démontre aisément que ceci ne peul avoir
lieu que si la fonction f est de la forme f= ag + b, et sil’on a de plus

b da __ Jda db

ds  dp 9y dp

c’est le cas déja signalé ou I'équation s = aq + b admet une intégrale intermé-
diaire du premier ordre.

%. Si I'équation (E’) admet une intégrale indépendante de ¢, différente de
A = o, cette intégrale satisfait aussi aux équations

o, &f

9: " op Jdp dq dpdq =%
A
dp dq* 0pog?
.02 03/ 02 o . )
S voit que le rapport m: —()—(11,,. doit étre indépendant
de q, c cst a-dire que I'on doit avoir
02 dﬂf .

G AR

d—‘}; doit donc étre de la forme
02

(]l) d—q'é’—_ﬁ(x,)*,syp)(?:(l‘,)’, 5’(1)7

2
et cette forme comprend évidemment le cas ot 2/

a9*

tion (E), admet deux intégrales indépendantes de p, g_pé doit étre de la forme

a-

J
(12} dp{_fg(x’ Y 5 P) o2y, 5, q).
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Des conditions (11) et (12) on tire

o0f _ 9fi
op*dq* — dp?

0%,
o=\, —dq?;-

Ecartons d’abord le cas ot 'un des produits f, 2, f2%, serait nul; on peutalers

écrire
0"’f, 0%,
op: _ 9g* 1
T

k étant une simple fonction de z, y, 5. De la on tire

_ . 2N _ .99
Jo=k 0/)2’ o=k d(];’

et les équations (11) et (12) deviennent

Pf i oy 020 zrf N
()—qg—k(ly%ﬂflT’Z) ()_l)g_A(x’.y?")d—[)zq"z’

dont P'intégrale générale est
JS=k(z,y,3) fi(z,y,5,p)9:(2, ¥,5,9) +ppq +ap + bg + ¢,

¢» a, b, c étant des fonctions de z, y, s.

Supposons, en second lieu, que I'une des deux dérivées secondes, gq{ par
exemple, soit nulle. Il faut alors que I'on ait
*f L0y
ooy o
SR I fonction linéaire de ¢ et £ est de la f
i 0, ©, est une fonction linéaire de ¢ et f est de la forme
S=/(2,y,3,p)(aq+B)+ppg+ap+bg+c,
2, 8, p, a, b, c élant des fonctions de x, y, z.
- . a*f 0 ST
Enfin, s1 fo=o, PRE et 9 sont nuls et f est une fonction linéaire de p et de ¢

S=ppq+ap+ bg+c.

En résumé, toutes les équations du second ordre s = f(xz, y, z, p, q) qui
admettent deux intégrales intermédiaires distinctes du second ordre, corres-
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pondant aux deux familles de caractéristiques, sont de la forme
(13) s=o (@, y,5,p)¥(x,y,2,q)+opg+ap+byg+c,

e, @, b, c étant des fonctions de x, y, s.

Nous aurons a distinguer plusieurs cas dans la discussion, suivant la forme
des fonctions » ct 4. Nous traiterons d’abord le cas général ol o n’est pas
une fonction linéaire de p, ni ¢ une fonction linéaire de ¢, puis le cas ou une
seule de ces fonctions est linéaire, et enfin le cas ou I’équation se réduit &
s=opqg—+ap—+ bqg + c.

Itemarque. — Une équation de la forme (5) ne change pas de forme, quand
on fait un changement de variables tel que

(1) x'=X(x), Y=Y, s'=F(r,y,z),

ou encore quand on permute les variables z et 3. Nous ne considérerons pas
comme distinctes deux équations qui peuvent se déduire 'une de 'autre par une
transformation de cette nature. Ce sont d’ailleurs les transformations de contact
les plus générales quine changent pas la forme de I'équation (3), lorsque celle-ci
n’admet pas d’intégrale intermédiaire du premier ordre. Par exemple, dans
I'équation (13), on peut, sans diminuer la généralité, supposer p = o, car il suffit,
pour élre ramené a ce cas, de prendre pour nouvelle fonction inconnue une
fonction O(x, y, ) satisfaisant a la condition

29 e_fp az

ds
3. Dans le cas général, on peut donc supposer 'équation (3) de la forme

(15) s=o(we,y,5p)b(x,y,5q9)+ap + bg +c,

aucune des fonctions o et ¢ n’étant linéaire en p ou q. L’équation (1Y) correspon-
dante devient ici

DYS)) o\ , . (09 N
;);+‘2’1+5,3(7’4’+“/’+b‘/+")—"<()_p4’+“)’*0’

en différentiant par rapport a ¢, on en lire successivement

0_1+0_1< M ) 90 9

os  op\Tay opog "
ﬂo—l%——
op ()(]_O'
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. N dlo ., . .
Si I'on pose h = e, ——df—ﬁ? = ¢, ces trois équations deviennent
du o du be du (ap +¢) o +
ap "’ P oy T ap +¢) @
et des trois conditions d'intégrabilité de ce systtme on déduit que I'on doit
avoir
0 da —|—0c+ab ab da
PN dy 2z
L da ,, . Ly . .,
Si 55 Wétait pas nul, on en déduirait que ¢ est une fonction linéaire de p,
. . . . da , . . " \
contrairement a I’hypothése; si %: était nul, sans qu'il en fat de méme de
dc b . S,
% 4 ab— ==, on aurait ¢ = o, et o serait indépendant de p. Il faut donc que
0z dy ]
P'on ait a la fois
da_o ()b__ab+dc
Jd= 0 ady 05’

et, par raison de syméirie, on aura aussi

=o ()—a—ab—i—ﬁ
3~ dx Jds

Q,‘Q:
>

e db da
On déduit de la o= 0w

fonction des deux variables z et y,

» de sorte que a et b sont les dérivées partielles d’une

WU U
~—dy’ — oz’

el I'on a ensuite
(29, vy
“\ozdy dxdy)” J

Changeons dans I’équation (15) = en e'z; celte équation est remplacée par une
équation de méme forme pour laquelle les coefficients @, b, ¢ ont les valeurs

suivantes
a=o, b=o, c=V(xz,y)e "
1l suffira de changer ensuite z en 5+ F(z, y), ot F(z, y) est une intégrale

particuliére de I'équation
02F

K — V(o —U
dx dy = Vi@ y)e

pour arriver en définitive a une équation de la forme

(15) s:(P(x’y’Z’P)“P(x».}”z’ q).
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6. Pour une équation de la forme (15), I'équation (E') est

n o o do .
y+()v —-|—(—);—) (.!J—)xa;q)-——oo

e . . N 0?
En différentiant deux fois de suite par rapport a ¢ et observant que d(]‘f n’est
pas nul, on en déduit les trois conditions

oh o oA Jdo
— —o, — =o0 = — =L =

dy e sde ap ©

. R . . dlogo . . . .
qui ne peuvent étre compatibles que si 91989 11e contient ni ¥, ni 35 on voit

Jp
donc que ¢ doit étre le produit d’une fonction de x, y, z par une fonction de
et de p, et 'on verrait de méme que ¢ est le produit d’une fonction de x, y, =
par une fonction de y etde g, de sorte que ’équation (15) peut encore s’écrire

(16) s=H(z, y,3)9(2, P)¥(¥, 9)-
Considérons maintenant I’équation (E)

an N o df B

en posant

k= O, O

d' +0—(]f.

+
Toute intégrale indépendante de ¢ doit satisfaire en méme temps aux deux
relations
oL d) of f oK
0z " opag "opog T ag T
o 9 f »f PK

o 0% " Mapog T o =°
la dérivée (();7{ n’étant pas nulle, cette derniére relation peut s’écrire
0*K
i (e )« oy =
o7

et, en différentiant une nouvelle fois par rapport a ¢, on en conclut que le rap-

port 2f doit étre indépendant de ¢. Soit

?)F

2’K
()q —‘R('T 1)”71)) 0q27

Fac. de T., 2 S., 1. 6
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on en déduit, en intégrant deux fois de suite,

oK o of _
‘E%R(‘ﬂ’y;‘,[))@ +Rl(xv}/,~’a[)),
(17) K=R(z,y,5p)f+Ri(z,y,35p)7+Ri(2,7,3p).
Les trois équations auxquelles doit satisfaire la fonction A deviennent alors, en
JK 9K
remplacant f, K, ag 97 par lears valeurs,
L dlogo L
9p — 2 o +R (z,y,5,p)=o,
(18) —(;—§+R1(x,)’,5,l)):0’
dh
()-_"y" +R2(m7)’ “’)]))—Oa

ces équations devant admettre une infinité d’intégrales dépendant d’une constante
arbitraire, il faudra que les conditions d’intégrabilité soient vérifiées identi-
quement.

D’autre part, si, dans la condition (17), on remplace K et f par leurs expres-
sions développées, on aboutit a la relation suivante, qui devra se réduire & une
1dentité,

dlogH ay
-+ + Ho =+
e " dq

dlogH . dlogo
dx ox
(17) ¢

( =R(z,y,5p)+ Rile,y, 5 p)g 4Rz, 0y 5 ),

Hoy

Si, dans cette identité, on attribue aux variables x, z, p des valeurs constantes

quelconques n’annulant pas He, comme 4 ne dépend que de y et de ¢, on est
conduit & une relation de la forme

W Yo+Yyqg o
(19) _ @——T+\z,

Yo, Y., Y, désignant des fonctions de y. La fonction ¥ (y, ¢) ne peat donc étre
quelconque, mais doit vérifier une équation différentielle de cette espéce.

. L d4 .
Supposons qu’il en soit ainsi; remplacons bg par la valeur précédente
dans (17); il vient

/dlogH  dlogo dlogH (Yo +Y,q .
ox " ow P s +H?< U +L">

Ri(z, y,3,p)g +Ro(z, 7,5 p)
Hed

(17)"
=R(x,y,5,p)+

— .
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Siles deux membres n’étaient pas identiques, quels que soient ¢ et ¢, on en

conclurait que ¢ est une fonction linéaire de ¢, contrairement a I’hypothése; en

égalant les coefficients de ~> de L et les termes indépendants de ¥, on obtient

¢ ¢
les valeurs de R, Ry, R, :

__dloglH  dlogo JdlogH .  rae ey
R= or - T on TPy +HoY,, R,=H?¢%Y,, R,=H2¢%Y,.
Remplacons R, R, R, par ces valeurs dans les équations (18) et posons A= —zv,

¢ désignant une nouvelle inconnue; il vient
[dv 1 dlogH 1 dlogo p JlogH
;)-;—-a oz —|—C~P ox —|—HY2—|—CP~—-—-—03 ’
(20) R
z_; —HoY,.

Avant d’écrire les conditions d'intégrabilité de ce systéme, observons que la
fonction ¢(x, p) doit vérifier une équation différentielle, analogue & 1'équa-

tion (19),

(2r1) %—M+

dq — CP X2’
Xo, Xy, X, étant des fonctions de z. On le démontrerait, en partant de 1'équa-
tion (E),, comme on a établi la relation (19) en partant de I’équation (E). Cela

posé, les conditions d’intégrabilité du systéme (20) sont les suivantes :

d*logH JH

1 potlogHh .. Xo+ Xy p
o dwos T 9z Y TgTgm —HY o X
1 9*logH 9 potlogH Xo+ Xy p
e dwdy oy M)+ 0 s —HYO(—“¢—+X2>7
0 ryav \ oH
?},(H Yl)—‘ZHYO()_G'J

© n’étant pas, par hypothése, une fonction linéaire de p, les deux premiéres con-
ditions d’intégrabilité se dédoublent en trois relations distinctes, ce qui fait en
tout sept conditions :

J?logH . d0*logH
dros Vil S =X,
0% logH 2
() (GraR=Xvem, PNy g
.o _x v 9 (HY,) =X, Y, H 9 (H2Y,)= -1y, 8
2(};—421 ’ dy 2) — Al ’ d}’ 1) — ods'
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Par raison de symétrie, en se servant du second systéme de caractéristiques, on
obtiendrait de méme sept équations de condition, dont les trois derniéres seule-
ment sont nouvelles, B

JH
3

, Jd d oH
3 X, = ) > H? — ,) = 2 — (H? =2} —
(23) 2 X, Y. H, ()x(HX,) X, Y, Hz, dx(HlXO 2 X, H 7
Tout se raméne donc a rechercher pour quelles formes des fonctions X,, X,
X, Yy, Y,, Yy, les dix équations (22) et (23) admettent une solution commune
en H(z, y, 5). Lorsqu'il en est ainsi, I'équation du second ordre

s=H(z,y,3)0(z,p) ¥ (¥ q)

admet deux intégrales intermédiaires distinctes du second ordre; on les obtiendra,
comme il a été expliqué plus haut, par l'intégration du systéme (18) ou du sys-
téme équivalent (20), et du systéme analogue provenant de I'équation (E),. Si
les équations (22) étaient satisfaites, et non les équations (23), il n’y aurait qu’une
seule intégrale intermédiaire du second ordre; ce cas sera laissé de coté.

Nous allons passer en revue les différentes hypothéses qui peuvent se présenter
dans la discussion du systéme des équations (22) et (23), et rechercher, en parti-
culier, toutes les formes distinctes auxquelles peuvent se ramener les équations
du second ordre répondant a la question au moyen des transformations de la
forme (14).

7. Observons d’abord que l'on peut toujours multiplier ¢ par une fonction
quelconque de z, et & par une fonctlion quelconque de y, ce qui revienta changer
la fonction H(x, », z). Or si, dans 'équation différentielle

().—? = z(———-——o_'— XIP +X2,
dp ¢

on change o(z, p) en f(x)o(x, p), elle se change en

o X,+X;p X

p fa)e @)

clest-a-dire que X, et X, sont divisés par f2(x), et X, par f(z). Si 'une des
fonctions X; ({ = o, 1, 2) n’est pas nulle, on peut donc, sans restreindre la géné-
ralité, la supposer égale a un; et, de méme, si I'une des fonctions Y; (i =o, 1, 2)
n’est pas nulle, on peut la supposer égale & un -

Observons encore que, si X, n’est pas nul, on peut supposer X,==o0; car, si

(1) Si 'on ne veut employer comme multiplicateurs que des fonctions réelles, et si les
fonctions X; et Y; sont réelles, on pourra toujours supposer X, et Yp égaux a —+1, si ces
tonctions ne sont pas nulles, mais il faudra prendre pour X, Xy, Yo, Yy les deux valeurs == 1.
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Pon change 5 en z—fro dz, Péquation du second ordre ne change pas de
1

forme et p est remplacé par p — 3—(%; de méme, si1 Y, n’est pas nul, on peut sup-
poser Y,=o.

Remarquons enfin que, si X,= o0, on doit avoir, d’aprés les conditions (23),
X, Ys=o0, et X, Yo =o0; comme on ne peut avoir en méme temps X,= X, = o,
il s’ensuit que ’on doit avoir Y,= o, de sorte que les fonctions X, et Y, sont
nulles en méme temps, ou toutes les deux différentes de zéro.

Cela posé, la discussion comprend plusieurs cas.

Premier cas. — Soient X,= Yy==0, X, = Y, = o. D’aprés la remarque qui
vient d’étre faite, on peut supposer Xy=1, Y,=1; on en déduit

o=vVayp+flz), b=VaVg+/fi(y)

et, en remplacant z par ;+ff(x)dx—|—ff,(y)(ly, on voit que l'on peut
prendre o = \/E, = \/ﬁ Les équations (22) et (23) se réduisent a deux :

oH do*logH ..

B0 amay =
, . . VXY . .
I'expression la plus générale de H est donc H = Xy’ X étant une fonction

arbitraire de x et Y' une fonction arbitraire de y. L’équation cherchée est de la
forme

o 2VXY'Vpg.

T X+Y

si 'on prend X et Y pour variables indépendantes, elle prend la forme simple

I . 2\/["] .
(1) §= — H
c’est une équation que j’ai déja étudiée en détail (*).
Deuxiéme cas. — Xy=Y,=0, X,Y,5£0. On peutalors supposer X, =Y =1,

Xy=Y,=o0. Les équations (22) et (23) se réduisent a Lrois :

oH oH 0%logH

Z =0 gy =% Tam —HY

(1) Lecons sur l'intégration des équations aux dérivées partielles du second ordre a
deux variables indépendantes, t. II, n°* 171 et 191 (Bulletin de la Société mathéma-
tique, t. XXV; 1896).
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I'intégrale générale de la derniére équation, qui s’oblient aisément, est donnée

par la formule
2(C

T eb(z—5,) . e—C(a—3,)’

C et 3, étant deux constantes arbitraires. On peut toujours supposer 3, = o, car
cela revient & changer z en 5 + 3,; on peut aussi, en changeant s en «z, donner
a la constante C telle valeur que I'on voudra, par exemple C =1 ou C=. Dans

I v . Ly
——— et H= —— dans le second cas; ils se dédui-
sinhz sins

le premier cas, on aura H =
sent d’ailleurs 'un de l'autre en changeant s en 3. Dans le cas limite ot C serait

nul, il faudra prendre H =

.

|-

Quant aux fonctions ¢(z, p), 4(y. ¢), elles doivent vérifier respectivement les

deux relations
do _p oy

) '(']‘
dp o dg — Y’
on en déduit
o=Vp+fl@), Y=V@&+/i(»)

et 'équation du second ordre proposée est de la forme

s=HE) P+ (@)W + f1());

en prenant pour variables indépendantes f\/f(x)dx et f\/f. (¥)dy, I'équation

se réduit a
s=H()Vp+1Vg +1.

Dans le cas qui nous occupe, on peuat donc toujours, par 'emploi de transfor-

I3

mations de la forme (14), ramener 'équation du second ordre a l'une des deux

suivantes

e 2T 2
(1) =iV
(IIT) s— M\/_I_j—_f

sinsz

7

les intégrales intermédiaires sont, pour I’équation (1I),

r_ _ Vitp
Vit p? s
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~J

et, pour I'équation (III),
——L———-—l—\/l—kp?cotz:x,
Vi+p?
L L VTEFoots =Y,
Vig

X et Y désignant deux fonctions arbitraires de z et de y respectivement. Sil'on
ne voulait employer que des transformations réelles, il faudrait ajouter aux

types (II) et (IIT) les équations obtenues en remplagant sinz par sinkz, \/p2+1
par\/p2-—1, et\/q'-’—f—l par\/qz—l. .
Troisieme cas. — Xo=Y,=0, X;=0, Y, 0. On peut alors supposer

Xo=1, Yy=1, Y,=o. Les équations (22) et (23) sont incompalibles, car elles
donneraient

oH d*logH _ .,
0z @ dx ds 1.

Cetle hypotheése ne donne donc rien; il en serait évidemment de méme si I'on
supposait Xo=Y,=o0, Y, =0, X% 0.

Quatrieme cas. — Supposons X, et Y, différents de zéro, ainsi que X, et Y.
On peut alors supposer X, = Y, =1, X,=Y,=o0. Les équations (22) et (23)
nous donnent

oH JH

Yo oo = X X, oo = L HY

ona donc Y,=1= X,, et, comme l'on peut toujours changer ¢ en — ¢, a condition
de changer H en — H, on peut supposer Y, = X, la valeur commune de ces deux
fonctions étant une constante K, différente de zéro. Les deux fonctions o(z, p),
(), ¢) doivent alors vérifier respectivement les deux relations

do __p I g -
A i — 2T 1 .
(24) T o
quant & la fonction H(z, y, z), elle doit satisfaire aux quatre équations

dor — 7 dy — 7 s

Jd*logH

i, ds

oz,
qui sont compatibles et admettent l'intégrale générale

— 1

H=

.

5 — 3

On peut évidemment supposer 5, = o, et 'on a un nouveau type d’équation du
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second ordre admettant deux intégrales intermédiaires distinctes du second ordre
(1V) ss+o(x, p)Y(y, g)=0o,

les fonctions ¢ et § vérifiant respectivement les deux conditions (24).
Les deux intégrales intermédiaires, que I'on obtient par I'application de la
méthode générale, sont ici

T [rdlege  x
° "3 f@ o WX
t ¢y [rdlegd o
s f¢ oy =Y

Sil'on ne voulait employer que des transformations réelles, il faudrait joindre
a I'équation (IV) 'équation
vy sz —¢(x, p) Yy, q) =0

et remplacer les équations (24) par les suivantes

) do _ p W _ g

Cinquiéme cas. — Soient X,Y,5% 0, Xy =Y, = 0. En multipliant » et ¥ par
deux facteurs convenables, on peut supposer X, =Y, = 1. Les équations qui
déterminent ¢ et ¥ sont alors de la forme

do X,

WY,
L + 1 , — T
dp 9

= 2 4

dg — v 7

et 'on en déduit que I’équation cherchée est de la forme
q q

(23) s=H(z, y, 2)o(z, p) (¥, )
© el ¥ étant racines des deux équations transcendantes
o — X L(Xo+¢@)=p+ f(x),

Y=Y L(Yo+d)=q+/i(y);

on peul faire disparaitre f() et fi()) en prenant pour fonction inconnue

;+ff(x)dx—|—ffx()’)d)"

Si I'on suppose que l'on ait effectué au préalable cette transformation, les
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équations qui déterminent o et ¢ sont respectivement

o — X, L(X,+0)=p,
U—Y,L(Y,+d)=q.

Prenons maintenant deux nouvelles variables indépendantes

x':fxodx, y’::fYOdy;

ds 0s 0%z
P=gpXe 1= gpYe S Gargy

on a

et I’équation (25) se change en une équation de méme forme

0%z
oz d_}7’ =H, (=, y', z)(PlLPn
ot l'on a o =X 0, 4 =Y.
Les équations qui déterminent ¢, et ¢, sont alors

Z

CPI—L(I+ @) = oz + L(X,),

bi— L(1+0,) = ;’7 S L(Ya);

enfin, sil’on prend pour nouvelle fonction inconnue

z—|—fL(X0)dw'+fL(Yo)d.7”

on voit qu’aprés toutes ces transformations on peut prendre I’équation (25) sous

la forme
s=Ho(p)d(q),

o (p) et 4 (q) étant délerminées par les deux relations

o (p) + 1=,

(26) | U(g) +1=ebn-1,

ce qui revient & supposer X, = Y,=r1. Les équations qui déterminent H(x, 5, 3)

sont alors :
oH oH oH

e 0*logH
PR il U

I Szoy

= H?;

on en tire, en négligeant une conslante que I'on peut toujours ajouter a z + y,
Fac. de T., 2* S., 1. 7
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—1I

x-}—y

H=

» et 'on a le nouveau type d’équation

(V). stz +y)+o(p)d(g)=o,

2(p) et Y(q) étant déterminées par les relations (26). Les intégrales intermédiaires
sont respectivement ’

Q
+ ——— =X,

r v _
(; T4y -+ =Y.

I3
¢ty

On pourrait prendre aussi pour forme canonique de cette classe d’équations
I'une ou l'autre des formes suivantes

(V)Y s(y—x)y=o()¥(q), ou 'on a o=—1+4 e?P, =1+ erY,

T

(VY s(z+y)=o0(p)d(g), oulona o= 1-er9, =1+ erY,
ce qui permet d’éviter 'emploi des transformations 1maginaires.

Siziéme cas. — Soient X, 0, Ya7#£0, X;=0, Y, 32 0. On peut supposer
Xo=Y,=1, et les équations (22) et (23) donnent des conditions incompatibles
oH oH o .
o= =% gz ni

Cette hypothése ne donne donc rien; il en est évidemment de méme, si 'on

suppose X,2 0, Y320, X,20, Y, =o.

8. Supposons maintenant que I'une seule des fonctions ¢ et ¢ soit linéaire,
par exemple ¢. On a encore deux cas & distinguer, suivant que ¢ contient effec-
tivement ¢ ou ne dépend pas de ¢. Nous examinerons d’ abord la premiére hypo-
thése; I'équation du second ordre peut alors s’écrire

(27) s=o(z,y,5 p)(qg+a)+ap+bg+c

a, @, b, ¢ étant des fonctions de x, ¥, 5, et nous allons d’abord montrer que 'on
peut supposer @ =0b=o. Prenons, en effet, une nouvelle fonction inconnue « en
posant z = 0(x, y, u); 'équation du second ordre devient

00 00 90 ) /90 ’—|—£)—®+a
()us_(P Y ’dx+dttp out? ay
00 . 90 '+ 00 .
ou® P'd 0)’dup ()up

les termes non écrits étant du premier degré en ¢'. Si 'on choisit la fonction ©



RECHERCHES SUR QUELQUES EQUATIONS AUX DERIVEES PARTIELLES, ETC. I

de telle fagon que 'on ait

=o,

2’0 0@) Q_Q( 00 0*0 >
oz \* " dy + ou _a(ﬁ "~ dydu

on pourra réunir au premier terme les deux termes en p'q’ et en p', et la nouvelle
équation aura encore la forme (27), mais on aura pour cette équation @ = o. On
peut aussi I’écrire

(27) s=¢(x, y, 5 p)(g+a)+c

ce qui revient a remplacer ¢ par ¢ + b et ¢ par ¢ — bo.
Cela posé, I'équation (E)" déduite de (E), (n° 3) en supprimant le terme indé-
pose, leq i PP
pendant de X est ici
Jr 0

_+.—

gz Tz Pt g lela @) rel—le=o;

cette équation doit admettre une intégrale indépendante de p, différente de A=o.
Cette intégrale satisfait, par conséquent, aux deux relations

N o d(,’) N 9% <p_ .

0% - Cp. . .
comme 517‘2 n’est pas nul, on en conclut que A satisfait aux trois relations

a _ 2 oh ﬂ_'_ ch
dg g+ a PR or  qg+a

o,

et les conditions d’intégrabilité donnent

do
e

Q«!Q}
R

&

=o, = —

Si I'on prend pour fonction inconnue z —|—fa dy, I’équation du second ordre

devient
(28) s=qo(x, ¥, 5 p)-
L’équation (E), est alors

Jar  dA < 7))
—+

= 37

+ oko do —%
doz a9z P -

99
q—1)<p+q0]+q <a sEn

et, en raisonnant comme au n° 6, on démontre que I'on doit avoir deux relations



52 E. GOURSAT.
de la forme

J
533, =r(z,y,3)0+1 (2, y,5)p + r:(x, ¥, 5),
(29) )

i"+<p—z R(z, , 5)0 - Ry(2, 3, 5)p + Ro(, 3, ),

et 'on a, pour déterminer }, les trois équations

JA

‘/‘()7/_1+r (m,)’f"")f/+1‘ (z,y,3)4*=o,

7))
E -+ "l(x’ Ys 5)[/"— Rl(xa _}/9 5)72:0’

ok ‘
prian ro(z, ¥, 5)q + Ry(z, y, 2)g>=o.

Pour que ces équations forment un systéme complétement intégrable, il faudra
que 'on ait

01‘ _or ar,  0r, JR JR
o, _— = =, Ri=—> R2:—;
0 dx dsz ds dx

ry et ry doivent étre les dérivées partielles d'une méme fonction S(z, y, z) et r
doit se réduire a une fonction de la seule variable y, de sorte que la fonction
¢(z, ¥, 5, p) doit satisfaire aux deux équations simultanées

3 dy — P ozt oz’
30
(5) do do JR JR

0 Tegp TR T p P g

ou R et S sont des fonctions de z, y, 5. En partant de méme de 1’équation (E),
» Y 2 q

on trouve, pour déterminer X, les trois équations

o a0 do 0o
d‘}/ =0, EE—I-—— ——)»W)—F +()—]J+(P 0O,

ok 0o J*0 <()co+@ _‘_@2)_0.
d}/ de TP T) =0

op dy " dpdy dy

.0 .
en écartant d’abord le cas ou d—j’i serait nul, on en conclut, comme plus haut, que

I’on doit avoir des relations de la forme
g—ﬁ =u(x, 5, p)o+ u (z, z, p),
()co ()qo

()‘L (),—"@——‘U(‘T""p)?_‘_Ul(x N,P);
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et les équations en A deviennent

o N

—d—}—/__o, b?—u(x,z,p))\—i—U(x, z, p)=o,

JdA
E u(zy 5, p)h+ U (2, 5, p)=o.

Les conditions d’intégrabilité sont ici

J du oU JU
gg:-()—l‘ll)—l; —d—z——lllU-—-d—P}—uul,

on y satisfait de la facon la plus générale, en posant

JT arT A% OV
:5[;, U= 5= U=e'—, U,—_—er?:

u
T et V désignant des fonctions de z, z, p. La fonction ¢(z, y, 5, p) doit donc
satisfaire aussi aux deux équations simultanées
‘9o 9T oT

(31)
ik d2 oV ()V>
S )

— e 2— LT 2
ox TPz TY=C <()[)<P+ d3

et nous sommes ramenés a rechercher les solutions communés en ¢ aux équa-
tions (30) et (31).

9. Supposons d’abord que Y ne soit pas nul; de la premiére équation (30)
on déduit que ¢ est de la forme

q;:ejw'yF(x, s, p)+ap+b,

@ et b élant des fonctions de z, y/, 5. En prenant pour variable fY dy au lieu

de y, 'équation du second ordre conserve la méme forme et 1’on a
(32) o=e"F(x,z, p)+ap+ b.

D’autre part, la premiére des équations (31) nous donne, en remarquant que T
ne dépend pas de y,
%9  IJT do ?o _ JT d%9
, dpdy — dp dy’  Opdyr dp dy*’
et, par suite,
d9 o d*o 0o

(33) 9o P9 _ o9 do _ .
dy dpdy*  dy® Op Iy
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remplagons 9 par 'expression obtenue plus haut dans cette condition, il vient

de[ <da d’a) Q_I)_ ﬁ] yF<di’a 0a> db d*a  da 0*b

“opl\oy T a9) Ty T o dyf dy) T dy oyt oy 9yt

En différentiant par rapport a p, on trouve

=o,

da ?a b 0%b
(5 = %)~ 5~ o
ou

0*b __ 0b d’a __ Oda

o oy’ 9Ty

les coefficients @ et b sont donc de la forme a=Aer+ B, b = Cer+ D, A, B,
C, D étant des fonctions des variables z, 5, et en réunissant, dans Pexpression
de ¢, tous les termes divisibles par 7, on peut supposer que, dans la formule (32),
a et b sont indépendants de y. En substituant cette expression de ¢ dans la seconde
des formules (31), on voit que la variable y n’y figurera que dans e, et le coeffi-
cient de e27 sera I'2. On serait donc conduit 4 poser F = o, de sorte que v serait
une fonction linéaire de p.

Nous devons donc supposer Y = o; la formule (32) est remplacée par la sui-
vante :

(34) ‘ o=F(x,3, p)+ap+ b,

a et b étant des fonclions de z, y, z dont I'une au moins renferme y. On ne peut
avoir @ = o, car on en déduirait

2'[—0 0_2(8__——02:11——0
ap 7’ Jp* T opos

La condition (33) nous donne

= 0,

et 'on en tire
b=a{(x,3)+ Y (2, 5),

et I'expression de o peut s’écrire
¢ =F(=z, 5 p)+alp+ (=, 3]
Comparons cette expression de ¢ avec la premiére des formules (30); il vient

oa_ 08 oa, 08
dy — 95’ dy * oz’
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et, par suite,

g;:¢(x>5)3'—§
On a donc
28
ofo2\_, o s s s s
dy\ o8 | 05 dxdy dx dyds
\05

I'intégrale générale de cette équation de second ordre, qui s’obtient facilement,

est donnée par la formule
S=0[y, ¥(x,3)],

® et W désignant deux fonctions arbitraires. La premiére équation (30) est donc

do _ 00 (¥ oW
dy — W\ 0s Pz )
et I'on en tire

v o )

~ J— '()(D ’
CP—F(x’”’P)+H[*)’IF($’~)]<_(EP+_d? ou H—.—jd—lp-d)

Observons maintenant que, si I'on prend pour inconnue W(z, 3), 'équation
du second ordre proposée se réduira a la forme

s=[F(x,z p)+H(y,s)plq,

la fonction F n’ayant plus la méme signification que tout a I’heure.
Des conditions (31) on déduit que la fonction F(x, 3z, p) est de la forme

F(x, 5, p) =A(z, 5)p +B(x,z)pLp,
et les formules du bas de la page 52 nous donnent alors
u:}), u; = B(x, z), U=2BpLp+..., U=—Bp*(Lp)*+...,

les termes non écrits dans U étant du premier degré en p, et ceux de U, étant du
premier degré en Lip. Les conditions auxquelles doivent satisfaire ces fonctions
sont incompatibles, a moins d’avoir B = o.

10. Lorsque I’équation du second ordre est de la forme

(35) sS=qe(x,5p),

elle admet toujours une intégrale intermédiaire du premier ordre F (z, 3, p) = X,
la fonction F étant déterminée par la condition

JF  OF
o =o.
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Pour qu’il y ait aussi une intégrale intermédiaire du second ordre correspon-
dant a I'autre systéme de caractéristiques, il faut et il suffit, d’aprés ce qui pré-
céde, que la fonction ¢ vérifie une relation de la forme
) do JR oR

5;+c,a-‘:ch+—p+~—,

(37) dap ds dx

ou R(x, z) est une fonclion quelconque de x et de z. La fonction R est, en effet,
déterminée par la condition

0? (0:9 ()@>__R¢)?cp

opi\os T%ap )T Nopy

et, par conséquent, ne peut pas dépendre de y. Inversement, si la fonction ¢ sa-
tisfait & la relation (37), I’équation du second ordre proposée (35) admet I'inté-
grale intermédiaire du second ordre

(38) -;-—R(x,;)qzv,

ot Y est une fonction arbitraire de . Choisissons comme inconnue une fonction
Jf(z, ) satisfaisant a la condition

o f INZ/A NN
=2 —l—l{(.r,ﬁ(ds)._o,

la nouvelle équation sera de méme forme que la premiére et admettra U'intégrale
intermédiaire ¢ = ¢ Y. On aura, pour cette nouvelle équation, R = o, et la fonc-
tion o (z, 3, p) devra satisfaire a la condition

_()_?_+@_()_(? =0
s  Tdp 7

elle sera donc définie par une relation de forme arbitraire entre z, ¢ et p — z9,
telle que p — z2 = f(z, 9), et 'équation du second ordre pourra s’écrire

(VI) p=si=f(2);

inversement, quelle que soit la fonction f(x, 5>’ I’équation (VI) admet l'inté-

grale intermédiaire du premier ordre

X/ X/
(39) P=3x +f<x,§>’

ot X est une fonction arbitraire de x, et 'intégrale générale est donnée par la
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formule

(40) z:XY—l—Xff(w, —§>%;

Y étant une fonction arbitraire de y. Pour faire disparaitre le signe de quadra-
ture, il suffira d’intégrer I’équation de Monge

(41) XX, = /(= )

c’est-a-dire d’exprimer z, X, X, par des fonctions explicites d'un paramétre a,
d’une fonction arbitraire de « et de ses dérivées du premier et du second ordre.
On sait que ce probléme se raméne lui-méme a I'intégration d’une équation aux
dérivées partielles du premier ordre & deux variables indépendantes.

11. Supposons maintenant que la fonction ¢ ne dépende pas de ¢, de telle sorte
que 'équation du second ordre proposée soit de la forme

SZ(P(x,,}’, Z’P)—‘-— b(/’

© n'étant pas une fonction linéaire de p. L’équation (E), déduite de (E,), en sup-
primant les termes indépendants de A, est ici

or  dh o\

- + 5= - bg)— Ab=o0;

gz "ozl T gg e oD ;
cette équation doit admettre une intégrale, autre que A = o, indépendante de p.
On en déduit successivement

D doe_ Do
Jds  dgdp 7 dq dp*
et, par suite,
oL JN ab
7= 3= 3s =0

Il suffira de remplacer 5 par zef4= pour faire disparaitre le terme bg, et I'équa-
tion du second ordre prend la forme

(42) s=9(x, y,3, p)-

En se servant, comme plus haut, de I'équation (E), on démontrera que la fonc-
tion ¢ doit satisfaire a deux équations de la forme

99 _98 . 98

(43) 07 oy
99 99 _ (9T, OT
dx+pds_e<dpcp+ﬁ>’

Fac. de T., 2°S., L. 8
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Set T étant des fonctions de x, y, p, et, en se servant de (E),, on verra, de

méme, que ¢ doit vérifier deux équations de la forme

% _y, o0 o
46 Jds ‘+dsp o7’
! £+@0?—U _\_(.)_V. _.}_Q_Y
\dy  Tdp LR O P

U et V étant des fonctions de z, y, 5. On déduit de la premiére des équations (43)

d¢ _ 98 dy Po_ _ IS 0%
dpos  dp ds opos*~ op 0s*

et, par suite,
o iy 0y Py
ds dp o> 7

dp 0z 052
02

c’est-a-dire
<10 —d—c'p— =o0
op 05 89:) =%

et de la seconde, on tire de méme

9 ox (22 9 1og (92 =
oz oz 28\ gz ) TP g8 g5 ) T O

En différentiant la seconde par rapport a p et tenant compte de la premiére,

il vient
2106 (22) =71 (%) o,
032 8 05 ) Jdxds 8 0z =9

il s’ensuit que I'on a
()CP Y, 2
2 = ens g (@, )

La fonclion ¢ a donc I'une des trois formes suivantes

<P:F(x,}’,P)5+Fl(x7}’,P), o=F(z,y,p);

o=e"*F(x,y,p)+F(z,y,p),

nous examinerons successivement ces trois hypothéses.

12. Premier cas. — Supposons que 9 soit de la forme

o=e"*F(z,y,p)+F(z,y,p);

en prenant Y, z pour nouvelle inconnue, on peut supposer que l'on a Y, =1. De

la premiére des équations (44) on tire

dS(P . deq)
op*os Y ap*’
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c’est-a-dire

_°F [ 0°F  9F,
e —d—[?é ——-Y<6z dp2 +'d'p_—2 >)
ou .
_O°F L 0'F,
(5 dp2 (I—Y)—Y—()’T,

ce qui exige que 'on ait

0?F,
ap*

=o, Y=1, ou bien g—_—o, Y —o.
ap .

Adoptons la premiére hypothése; la fonction ¢ est de la forme
¢ =eF(z,y,p) +ap+0,
a et b étant des fonctions de x et y. La premiére équation (44) est alors

99 _
d;—@_ap b’

et 'on doit avoir
U0 U

E.v—a, ﬂ_:_b'

da
oz
que a soit une simple fonction de y, ¢(y). Si dans I’équation du second ordre

Pour que ces équations soient compatibles, il faut que 'on ait — = o, c¢’est-a-dire

s=eF(z,y,p)+4(y)p+ b,

on remplace 3 par 5+ z,, 5, étant une intégrale particuliére de Péquation
s =14(y)p -+ b, on fait disparaitre le terme b, sans changer la forme de I’équa-

. . .  Symdy o, .
tion. Enfin, si 'on prend pour nouvelle inconnue z e-}d’ e I’équation du second

ordre prend la forme
s=e“*F(x,y,p).

L’équation en A pour le premier systéme de caractéristiques est alors

dl Q\ d)\ Y:z . Yg:()F_ Y,;()F Y3 —
“d]’_l_ds{]_*_@e.F 7\e W e da;‘+Y2e PP—O,
on en tire
Roo, P, Rp MR yrp—o

dy ] dp dp  dx

et, par suite,

’
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On en conclut que logF est de la forme f(p, z) + fi (z,¥), et la seconde équa-
tion devient

0 f,

m‘FYzP:O; .
on a donc
. 3 f
YQ—O, W——O

L’équation du second ordre peut donc s’écrire

s=XYe f(x,p),

et il suffira de remplacer les variables z et  par deux nouvelles variables conve-

nablement choisies pour étre ramené a la forme
(45) s=ée f(z,p).

Cette équation admet toujours, quel que soit f(z, p), une intégrale intermédiaire
du second ordre

(46) r="F(z,p)+f(x,p) X,
la fonction I étant déterminée par 'équation

o U p_9 iF.)_!i L
ol T ox o dp<f T s

Pour savoir a quelles conditions il y aura aussi une intégrale intermédiaire
correspondant a 'autre systéme de caractéristiques, reprenons les équations (44)
dont la premiére se réduit ici a d—,qi =¢. On en conclut que U est une simple
fonction de y. De la seconde on tire ensuite
eﬂz 03 2 02

U _ ey O

2 Jdp? ap*’
: : 0 f2

comme U et f ne renferment pas s, il faut que I'on ait U = o, r 0, ou que
JS? soit une fonction entiére et du second degré de p

Sr=Xpt+2Xp+ X,
et la seconde équation (40) donne alors

_ oV oV ov _ A -
e?z(Xp—l—X,)_&p—i—% ou %_ezx, gz —¢ X;.

Ces équations sont compatibles pourvu que I'on ait 2 X, =X/, et en définitive
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I’équation du second ordre cherchée peut s’écrire

s=erVXpr+ X'p +X,,

les fonctions X et X, étant quelconques. Toutes ces équations peuvent étre ra-
menées A une méme forme canonique; d’abord, en changeant 5 en s+ f(z), on
peut faire disparaitre X, sans changer la forme de I’équation. En prenant en-

suite X pour variable indépendante, on aboutit enfin & I'équation
(VII) s=e*\xp'+p,
qui admet les deux intégrales intermédiaires

x eEZ.
2

t:%—k— +Y, r=p*+ X\/p*z +p.

2
On verrait de la méme fagon que '’hypothése Y = o, gpl: = o conduit & des con-

ditions incompatibles.
Deuxiéme cas. — Soit
¢ =F(z,y,p)s +Fi(2,7,p).
La premiére des relations (44) donne

2 2 2
dF:Y<ﬂs+dF'>»

»F
op? =%

ce qui exige que I'on ait

et © est de la forme
o= {(ap+b)s+F(z, y,p)-
On en déduit

u_, W,
dz 7’ dx
et, par suite,
da _ 0db
d--—flz' - a—; —= 0.

Si @ n’est pas nul, ¢’est donc une fonction de la seule variable y, soit Y,. En
prenant pour inconnue Y,z au lieu de 5, et changeant ensuite 5 en 5 + A, on
peut ramener Véquation du second ordre a la forme

s=ps+ Fi(z,y,p).
La premiére des équations (43) devient

s 08 J8
5+ ap _dP(PZ+F1)+(—)Ty7
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ct 'on en tire
05 _ 1 0S_oR _F
dp p dy —dp p
et, par suite,
IS _ 0 (o _F)
dydp — dp\dp  p) 7
de sorte que F, est de la forme

Fi=A(z,y)p +B(2,y)pLp,
tandis qu’on a
S=C(«,y)+ Lp.
La seconde des équations (43) est alors

0A JoR L (0T aT
5;17—!—%pr—l—p?:peC"’H<aﬁ(pz+...)+——>v

On en déduit

oT _ 1 P JA B
W_O’ ;y.-e Y <p—l—?+—-Lp>,

et ces conditions sont évidemment incompatibles.

Si I'on avait @ = o, la premiére des équations (43) donnerait

Z—?:g;(bz—i—f\)—i—g,
ou
o5 _ o8 _om,
op dy — 0op
et, par suite, :
o*F, 0S8
op* _()ydpwo’

de sorte que F, serait une fonction linéaire de p.

Troisieme cas. — Soit
¢ =F(z,y,p).
L’équation
s=F(z,y,p)

admet toujours une intégrale intermédiaire du premier ordre ®(z, y,p) = X,
ot & est déterminé par la condition
ob 0D

‘d‘—'y +%F:O.
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Pour qu’il existe une intégrale intermédiaire du second ordre pour le second
systéme de caractéristiques, il faut que la fonction F vérifie aussi les relations (44)
pour des formes convenablement choisies des fonctions Y, U(x, y, 5), V(x, y, 5).

Ces équations sont ici
oU aU

YF + PERARab Ll
aF  oF . oy oV

uisque, par hypothése, F n’est pas une fonction linéaire de p, on déduit de la
puisque, par hyp ) p Py

.\ U U .
premiére Y = o, =0 g =0 de sorte que U est une fonction de Ja seule

variable y. La seconde donne alors, en différentiant, par rapporl & z
Y ) ) Pp P

0tV 02V
0zt & dros @ V=Ffi(y)s+®(z,y)

et, en définitive, la fonction F(z, y, p) doit satisfaire a une relation de la forme

OF  9OF . o
oy + ;;pl‘ =fIF+Li)p+ 52+
Lorsqu’il en est ainsi, I'équation s =F(z, y, p) admet bien l'intégrale inter-
médiaire
‘:f(.}’)Q‘*‘fl()’)z'P-‘l’(x,.}’) +Y’

Y désignant une fonction arbitraire de y. Toutes ces équations peuvent encore
étre ramenées a une forme canonique simple. Soient z, et z, deux intégrales
distinctes, indépendantes de z, de I’équation différentielle linéaire

9%z oz .
W:f()’) ay +/1(y)5;

Z .
prenons pour variable indépendante 2 au lieu de y, et changeons ensuite z en z, z;
“1

la nouvelle équation, devant admettre les deux intégrales 1 et y, se réduira
, 0%z
a S

ox?

partielles du second ordre, I'intégrale intermédiaire du second ordre devient

— 0. Si 'on applique les mémes transformations & I’équation aux dérivées
Ppi1q

t:‘l’(x,()”) +Y,

et il suffira de changer encore z en z + p.(x, ), en choisissant . convenablement,
pour qu’elle devienne ¢=7Y. Toutes ces transformations ne changent pas la
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I3

forme de ’équation du second ordre considérée; on devra donc avoir ﬁnalemeﬁt
F oF
TR
c’est-a-dire qu’on sera ramené & une équation du type suivant
(VII) p—sy=f(zs).
Cette équation admet P'intégrale intermédiaire du premier ordre
p—Xy=f(z,X),

et I'intégrale générale est donnée par la formule

z:Xy—l—Y—i—ff(x, X') da.

Pour avoir des formules débarrassées de tout signe de quadrature, il suffira
d’intégrer I'équation de Monge
Xi=f(x, X').

13. 1I ne nous reste plus qu'a examiner le cas ou les deux fonctions o et §
sont linéaires en p et ¢ respectivement. L’équation peut alors étre ramenée a la

forme
s=ap+ bg +c,

a, b, ¢ étant des fonctions de z, y, z. Nous distinguerons encore plusieurs cas
dans la discussion.

Premier cas. — Soit %c_f = %iz =o. En changeant s en zefbdx, on fait dispa-

raitre le terme en ¢, de sorte qu’on peut prendre l’équation sous la forme
s=ap -+ c.
L’équation (E) est ici
ok O\ 7)) da  dc de

(—,;+3z~q+;,;(ap+c)—al+pd—x+5;+p0—5:o;

on en déduit
oh_, 9rge  de | dc_
0: " Opoz: dwos Lo

et les coefficients de la derniére équation doivent étre indépendants de =

——02 1 9e =o o (10 @ =o0
020z \ B gz ) =% 0= \1%8 5z )=
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Lcartons le cas oti ¢ serait une fonction linéaire de z; on tire de ces équalions
c=e R+ Ry(2,y);

en prenant pour inconnue Y s et changeant cnsuile 5 en 5+ u(a,y), on peut
ramener I’équalion & la forme

s=ap -+ ez—f—li(r.yu
Les équations qui déterminent % sont alors

0. Jk JR a2 .. [Oa oR\
— =o, op TP+ 57 =0 57~—a7.—~ap-—e—p oz " %ox) =9

et les conditions d’intégrabilité donnent
el

0*R
a—o, = o0;

();u')vy ’
I'équation du second ordre se raméne a I'équation de Liouville

(IX) s=e".

. . db da . .
Deuzxiéme cas. — Soient ==% gz # 0. On peut encore prendre I'équation
sous la forme simple s = ap + ¢. Une discussion analogue aux précédentes con-

duit & la seale équation (')
(X) s=é€3p,

qui admet l'intégrale intermédiaire du premier ordre ¢ = e? + Y, et I'intégrale
intermédiaire du second ordre 1 = p? + pX. L’intégrale générale est donnée par

la formule
eA(X—Y)=Y".

e s . da ab - , . \
Troisiéme cas. — Souenlb—~ # o, oz #o0. En écrivant que I'équation (E)

admet une intégrale indépendante de ¢ et I'équation (E) une intégrale indépen-

S

dante de p, on arrive aux condilions suivantes

b:——ﬂ/—l a:———d—k’ c:(lll——i)/—l:/)/c—%

Js’ ds dy ox’

(1) Cette équation appartient a la classe générale étudiée par M. Moutard (Comptes
rendus, 1870). Voir la note de M. E. Cosserat, dans le Tome IV de la Théorie générale
des surfaces, de M. Darboux.

Fac.de T., »*S., 1. . -9
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ou I'on a posé

dc 0b dc da

— 4+ab— = +ab— —

Rt T E R

= T
)3 Js

n égalant les deux expressions de ¢, on a la condition

ok _ 0k _ ok ok
dx 05 dy 0z

qui exprime que les deux équations

o
PERRE

9f a2
0z — k5

dv Js

=o,

forment un systeme complet. On a donc, en désignant par U (z, y, z) une solu-

tion de ce systéme,

Iau . oU

_ dx Oy
e e
J3 0z

et les formules précédentes donneront les expressions de @, b, ¢ en fonction de U
et de ses dérivées. On vérifie facilement, en se servant de ces expressions, que,
si I'on prend pour inconnue nouvelle la fonction U (z, v, 3), I'équation du second
ordre prend la forme simple

(47) s=apq.

On démontre ensuite, en se servant des équations (E), (E), elles-mémes que

’équation doit étre de la forme

(s v

X désignant une fonction de x et Y une fonction de y~. Si 'on prend p(mr va-

riables indépendantes ces fonctmm X et Y elles-mémes, I'équation peut s'écrire

I T
S:<x+~ y+z>p(/7

enfin, si I'on prend pour fonction inconnue
u=1L < >
. Y+
elle devient

. Pu < et > _(2_( e >_0
(X1) dxdy Oz d —y)

Cl
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Cette équation rentre dans la classe des équations de M. Moutard, et son in-
tégration se raméne a celle de I'équation linéaire (')

d;‘))\ + I Q—l— )\
drdy =~ x—y dy (x—y)*

= 0.

14. En définitive, si nous faisons abstraction des équations linéaires et de celles
qui s’y raménent par un changement de fonction inconnue, toutes les équations
du second ordre cherchées peuvent, par une transformation ponctuelle de la
forme (14), étre ramenées a 'un des types ci-dessous :

(1) S-—E_@.

=

(I1) s= VPVt g,

(111) §— \/‘—_'*"’2*\/""(/:
sSinz

(1v) s5+¢e9(z, p)Y(y, q) =o,

(ou l'on a
do p . oy q :
T — 2 X — 4 —
p <p+k’ dp_eqz_'_K’ e—=m=

K est une constante différente de zéro);

(V) s(z+))=0e(p)d(g), o o(p)=1+er2w),  {(q)=1+er¥,

- S S
(V1) p—55:f<x,5>;
(VII) s=eap+p;
(VII) pP—sy=J(z,s);
(IX) s=e%;
(X) s = pe*;
(XD =5 (555) Ty (55) =

On connait déja sous forme enti¢rement explicite I'intégrale générale des équa-
tions (I), (IX), (X), (XI). Les équations (VI) et (VIII) sont intégrables par la
méthode de Monge, et I'on a déja fait remarquer qu’on peut obtenir I'intégrale
générale sous forme explicite, moyennant I'intégration d’une équation de Monge.
Il ne reste plus a étudier que les équations (1I), (IIT), (IV), (V) et (VII).

I : g s . . sy,
L’équation (V) peut se ramener a une équalion intégrable par une transforma-

(1) Voir la note déja citée de M. E. Cosserat, p- 410 et suiv,
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tion de Biacklund. Introduisons deux variables auxiliaires « et ¢ en posant
p—2p)=u,  qg—Vblq)=1r;
des équations qui définissent ¢ el 4, on tire inversement
o(p)=1-+e*, p=1+4u-+e", Y(g) =1+ e, g=1-+¢-+e".

L’équation du second ordre peut s’écrire

s do 1+ e
- =8 — S5 = -—)
. @ dp — x+y
c’est-a-dire
0 du 1+ e
/8 —_
(48) O‘y( ?)= T x—+y 4y
et 'on a de méme
v 1+ et e”
/ v
(49) oxr o+ ¥

de sorte que I'intégration de I'équation (V) est ramenée a celle des équaltions si-
multanées (48) et (49). L’élimination de ¢ conduit a Péquation

*u 0 e 1
drdy W(Tﬂfﬁ S (ewy)?
et, si l'on pose
u=L(z+y)+¢

on arrive, enfin, a 'équation (X)) signalée plus haut

J*t , 0L
—=e
dx dy ay’

dont I'intégrale générale est donnée par la formule

fp(ll—l—(/(ly_.(x—l—y)L( >+j[(—\)[[l +/L(—Y’)dv
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Pour faire disparaitre les deux signes de quadrature, il suffira d’introduire
deux paramétres variables 2 et B en posant

N'=—et,  Y=—eb, a=f(a)+/(2), y=¢(2)+¢B)

ce qui donne

X = [Xdo == [er]f (@) 4 f ()] de == e*f"(@),
fL(—X'wx:fa[f"(a) ()] da = af (2) — f(2)+af"(2) — [ (),

et 'on aura de méme

Y= [Ydy=—ebor(p),
fu* Y')dy = B¢/ (8) - a(B) + 3o (B) — o/ (B),

et il suffira de remplacer 2, y, X et Y par ces expressions dans la formule qui
donne z pour avoir les expressions explicites de z, y, 5 en fonction des deux
paramétres «, 3, et des deux fonctions arbitraires f(2) et ©(#3) et de leurs dérivées.

15. L’équation (VII) peut aussi, par une transformation de Bicklund, se ra-
mener a une équation admettant une intégrale intermédiaire du premier ordre. 1l
suffit de prendre une nouvelle fonction inconnue A en posant

px—+1 1

— 22 —_ .
r = o p=ay——s

I'équation proposée donne alors

o\
— 2k
ou, en remarquant que s = %/;/- = (—)\—2—_—%
a0
. )
C=gy

On en déduit, en différentiant par rapport a z,

o*r ., dA dh or
ezd_:_—_mzd————xdj(l—x)—l—zd—y(z)\d—x——l)—— —ua};
oz (M— )2 T (R—a)



70 E. GOURSAT.

ou

02 oo
(50) Py A L i i

Cette équalion admet Pintégrale intermédiaire du premier ordre
38 P

(51) %:X()ﬁ’-—x),

X désignant une fonction arbitraire de z, el une intégrale intermédiaire du troi-
sitme ordre que I'on obtiendra en remplagant e?, ¢, ¢ par leurs valeurs en fonction
oA 027\ 03)\
d )\,
)y ¥’

—— dans I'équation

7? x
T Ty,
2 2

L'intégrale générale de I’équation du premier ordre (51) est de la forme

0, (x
A= 9](33) -+ YT%;;_()_JT,

Y désignant une fonction arbitraire de y, et 6, 9,, f; des fonctions de z telles
dh

que )\de ne renferme pas Y. Il faut pour cela que I'on ait

- 9, 9, 7
(52) = = = — %5
5% 26,0, 5
pour satisfaire a ces conditions, il suffira d’exprimer z, 0, 0, ; en fonction d’une
variable auxiliaire « de telle facon que P'on ait

20,d6, — (6 — 26,db;+ db,= o.
1

2
x)—é2—_0,
On y arrive en posant
x .
0, — e F(a)

0, =e%, 3= — > r=— (FI ZF”)’

Fa) 2 F’3

et Pintégrale générale de I’équation (50) est représentée par les équations
8 g q p P q

g = — F'*( )[F’(oc)—zF”(cx)],

(V=D
(53) 35— e* N e*
IO RS ACI)
2

\
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F () étant une fonction arbitraire de « et Y une fonction arbitraire de y. 1l suf-
fira de remplacer X par la valeur précédente dans 'expression de z pour avoir
intégrale générale de 'équation (VIL).

La transformation de Bicklund qui nous a servi s’applique aussi a toutes les
équations de la forme s=e?f(x, p) et conduil a des équations admetlant des

intégrales intermédiaires du premier ordre.

16. La méthode précédente d'intégration de I'équation (50) s'applique aussi a
toute équation du second ordre admettant une intégrale intermédiaire de la forme

—% =X(az’+2B85+7y)+az®+2bz+c,

a, b, c,a, 3,y étant des fonctions déterminées de z, et X une fonclion arbitraire.
Si 'on effectue une transformation telle que

lz'+m

P5I+ (]’ (l":f(.:l‘),

el

on peult ramener cette intégrale intermédiaire 4 la forme

9z =Xs+ 32— o(x),

en négligeant les cas particuliers qui conduisent & des équations connues. Si l'on
. 4
pose z = e#, elle devient
du

P X +et—og(x)et,

et I’équation du second ordre correspondante est

RPu w . ou
W_[e +e ?(ﬂ?)]@,

elle admet aussi 'intégrale intermédiaire du troisiéme ordre

ﬁ‘&__g,(&)? du h__Y du\?2
dy dy* d9y? _<0_V> - <W> '

Quelle que soit la fonction ¢(z), une transformation de Bicklund permet dec

, . ) . Jdu
ramener cette équation au type (VII). Si 'on pose en effet W= e’, on a

dv 2
~—==e'+ e " o(x), e-"’———-——d‘ ¢ —=et—e "y (x)

dx
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ou

)"—-—i 01’..{-3—0 de(’ —u (1‘)_]< —v ; .
=5\ 0% oxdy) ¢ =50z T aray )

on en lire 4
re den: ’
drdy ¢ <a) —ae(x),

équation que I'on raménera a la forme (VII), comme on I'a expliqué plus haut

(n° 12).

17. 11 ne reste donc plus & intégrer que les équations (II), (11I), (1V). Je n'ai
pu jusqu’ict achever I'intégration, comme dans les deux cas déja traités. L'inté-
gration de I'équation (II1), par exemple, est ramenée i celle du systeme compléte-
menl intégrable

‘ rs =41+ p*=sy1 + p2X,
(54) ¢ $3 =V +p*) (1+¢%),

( (3 +1+ =351+ ¢*Y,
ot X et Y sont deux fonctions arbitraires de x et de y respectivement. Celte
intégration ne parait pas possible en termes finis, quelles que soient les deux
fonctions X et Y; mais on peut cependant obtenir des intégrales particuliéres en

) I L 8 P

assez grand nombre. Ainsi, pour X =Y = o, I'intégrale générale de ce systeme

est donnée par la formule
B+ 2+ Y’ oaxy +20x+2cy +d=o,
a, b, ¢, d étant quatre conslantes liées par la relation
O+ c*—a2abc+ (a®— 1)d = o.

" M 4 ’ . . . . .
D’une maniére plus générale, supposons que, pour un choix particulier de la
fonction X, on ait obtenu Dintégrale générale de 1'équation différentielle du

second ordre

(53) rs 1+ pr=s\1+ p2X,
qui ne renferme que z, 3, p, r. L'intégrale générale est de la forme

s=F(x, Y, Y)),

Y, Y, désignant deux fonctions arbitraires de ¥- En écrivant que z vérifie 'équa-
tion du second ordre proposée, on est conduit & une relation de la forme

(56) (Y, Y, Y, Y))=o,
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et 'on obtiendra une infinité d’intégrales de I’équation proposée, dépendant d’une
fonction arbitraire par I'intégration de I’équation de Monge (56). Ainsi, pour
X = o, l'intégrale générale de I’équation (55) est

s=y\2Y,+22Y — 27,

et la relation (56) devient
oY, (1— Y2)+ Y2 Y2 — 2 YY'Y, =o.
On obtiendrait d’aulres intégrales, en supposant X = C, ou X = g

Remarque. — 1l n’est pas toujours nécessaire, pour intégrer une des équations
que nous venons de passer en revue, de la ramener a la forme canonique corres-
pondante; l'intégration directe peut parfois étre plus facile. Prenons, par exemple,
I’équation

s Wi P

<

qui admet 'intégrale intermédiaire du premier ordre

V1 p?
p—\/z_ﬂ =o(x)
et l'intégrale intermédiaire du second ordre
4 q __
g s $ ()

Pour ramener cette équation a la forme canonique (VI), il faudrait (n° 10)
prendre 5% pour inconnue, mais il est plus simple d'intégrer directement I'équa-

. —_— . X . e
tion 53 = g\/1+ p?; sil’on remplace o(z) par — X’ I'intégrale intermédiaire
du premier ordre peut s’écrire
X2
apsX + X'z2= X’

et 'intégrale générale est donnée par la formule

ot (X
D S Gl

On fera disparaitre le signe de quadrature en posant z =a f"(a) — f/(2),

. 1
()

paramétre.

X > o étant un parametre variable et f(«) une fonction arbitraire de ce

Fac. de T., >¢ S., 1. 10
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18. Je terminerai ce travail par I'examen d’une question qui se raltache aux
questions déja traitées. Elant donnée une équation

(57) S:f(x’}/’zap’ q)s

s’il n’existe, pour chaque systéme de caractéristiques du premier ordre, qu'une
seule combinaison intégrable, soit dz = o ou dy = o, les seules transformations
de contact qui ne changent pas la forme de I’équation (57) sont précisément les
transformations ponctuelles (14). Mais il n’en est plus de méme s'il existe pour
I'un des systémes de caractéristiques du premier ordre deux combinaisons inté-

grables distinctes
dx =o, dlu(zx, y, 5, p)]=o.

Il existe alors une infinité de transformations de contact qui ne changent pas la
forme del’équation du second ordre proposée. Soit, en effet, F(z, «) une fonction
quelconque de z et de u; soit ®(x, y, 5, p) une seconde fonction satisfaisant a la

condition

[F, @]=0;

les formules de transformation
X=F(z,u), Y=y, ~L=0(zy,5p)

définissent une transformation de contact qui, appliquée a I’équation (57), con-
duira a une équation du second ordre pour laquelle les deux familles de caractéris-
tiques admettent respectivement les combinaisons intégrables

dX =o, dY =o.

Cette équation sera donc de la forme (57).

La fonction F(z, u) pouvant étre choisie arbitrairement, on est conduit a se
demander s’il ne serait pas possible de Lrouver une transformation de contact
ramenant 1'équation du second ordre & une forme particulierement simple, que
I'on prendrait pour forme canonique. Je n’examinerai ici que le probléme

suivant :

Etant donnée une égquation de la forme (57), qui admet une intégrale
intermédiaire du premier ordre u(x,y,s,p)=X, X étant une fonction
arbitraire de z, peut-on trouver une transformation de contact telle que
U’équation transformée admette une intégrale intermédiaire

ap'+b=X/,

a et b ne dépendant que de ', y', ', et X' étant une fonction arbitraire
de x'?
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Cela revient a trouver s'il existe deux fonctions f(x, u) et ¢(x, u), et une
transformation de contact qui les change respectivement en ap’+ b et &', a et b
étant des fonctions de 2/, ’, z'. Introduisons une notation homogéne en posant

P P

xr=x, == 5= s, p=—"5 g=—"2,
Ps Ps

’ ’

R I e [ pl I p2
X =, y——xz, 5 =&,, P =— = q =— —-
Ps Ps

Toute transformation de contact en (z, ¥, 3, p, ¢) se change en une transfor-
mation homogeéne de contact en (24, &2, Z3, Pi» P2, P3) €t inversement. Soient U
et V ce que deviennent les fonctions f(x, u) et ¢(x, 1) quand on y remplace z,
¥, 3, p, q par les valeurs précédentes; posons en méme temps

: p
— ! 1 ’ —
U'=—a(2), zy, 2y)= + b(z), zy, 73), Vi=az.
Ps

Nous sommes ramenés a rechercher s’il existe une transformation de contact

homogeéne qui change U et V en U’ et V' respectivement. Or on a

a

(U, VI)=— — (U, V'), V') =o;
Ps3

il faudra donc que l'on ait aussi ((U, V), V) = o, et le probléme revient a

celui-ci :

Posant u—= u(xq,xg, Z3, — %), v = x3, peut-on trouver deux fonctions
3

U= f(u, v), V="0(u, v), telles que U'on ait (U, V), V) = o?

La condition est suffisante. En effet, supposons que I'on ait trouvé deax fonc-
tions f(u, ¢) et ¢(u, ¢) satisfaisant a cette condition. Comme on a (V, z,) = o,
on peut déterminer une transformation de contact homogéne de telle fagon que V
se change en z', z, restant égal a z,; U se change alors en une certaine fonction

4 7
U= F<x’,, @y iy 02, &>
Ps Ps
. . ot vors e OF
Comme on a (U, z;)= o, on doit avoir aussi (U', z,) = o, c’est-a-dire 557 =0
. . P 2
et la fonction U’ ne contient pas p;. D’autre part, on a

oF

’ ’ ’ 02F
(U,, $1):W) ((U’, 1’1),‘%1):@7

2
et la condition ((U, V), V) = o nous donne gp—lz =o0; la fonction U’ est donc une
1
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fonction linéaire de p/,
’
U= al% -+ 0,

3

@ et b ne dépendant que de 2, &, 2. Si on revient aux variables primitives z,
Y5 % Py q,0n en conclut qu’il existe une transformation de contact qui change le
systéme des deux équations

dlu(x, y, z, p)]=o, dr = o,
en un systeme de deux équations
d(ap'+ b)=o, dx'—o,

@ et b étant des fonctions de z', y/, z'. La condition énoncée est donc suffisante.
Pour reconnaitre si I'on peat trouver deux fonctions f(u, ), o (u,v) satis-
faisant a cette condition, remarquons que I'on a

(U, V)y=(f, 9) = (u, v)A,
en posant, pour abréger,

_D(fi0).
A= D(u,v)’
on a ensuite

((u, V), V)= (A(u, 9), o(u, )

. e D(4, o) do N do N
= (u, v) D, o) —i—-A-d;((u,( )y u) + Aa—u((u, 0), ‘).
Comme f, ¢, Ane dépendent que de u et de ¢, pour que la relation (U, V), V)= o
soit vérifiée en prenant pour f et ¢ des fonctions choisies convenablement, il
Sfaudra que Uon ait entre (u, ¢)?, ((uy 9), 1), ((w,9), ¢) une relation de la

Jorme suivante
(58) - A(u,v)+ B((u, 0), u) -+ C((u, 0), ()) =o,

les coefficients A, B, C ne dépendant que de u et de v.
Inversement, lorsqu’il en est ainsi, on aura pour déterminer les fonclions f

et © les deux relations

D(A, ) do Jde
D(u,v) _AT)E_A()V
(59) A - B — ¢

La fonction ¢ est déterminée par I'équation du premier ordre

cd% _p9% _,.

du  dv
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si ¢y est une intégrale particuliere, l'intégrale générale est ¢(¢,), » étant une

fonction arbitraire. On a ensuite, pour déterminer A I’équation suivante

dlogA do  dlogA do A do A do
du dv  dv du Bdu  Cov’
qui peut s’écrire
dlogA dlogA
C du —B ov A-

Si logA, est une intégrale particuliére, I'intégrale générale est donnée par la

formule
logA = logA, +logd (vy),

¥ étant une nouvelle fonction arbitraire. On a enfin, pour déterminer f, I’équa-

tion
df de _ 9f 9o __
Ju dv T ov du =A¥(v))

of 9o Of dey _  b(on)

ou

Jdu dy dv du — Tl d!(vy)

D (uy, )
D(wu,v)
générale de cette derniére équation est f= w, f,(¢,) + f2(¢,). Toutes les solu-

Si u, est une intégrale parliculiére de I'équation = A,, l'intégrale

tions ainsi obtenues

2 =109(%), S=u fi(91)+ fo(91),

ou les trois fonctions 9, f,, f, sont arbitraires, ne sont pas en réalité distinctes,
car elles reviennent a remplacer, dans l'intégrale intermédiaire ap + b =X,
z et ap+b par ¢(x) et fi(x)(ap + b)+ fa(x) respectivement, ce qui ne
donne qu’une seule équation du second ordre.

Remarque I. — Si une équation du second ordre admet I'intégrale intermé-
diaire
ap+b=1X,
en prenant pour inconnue une fonction @(x, y, z) satisfaisant & 'unique condi-

. 20 . . AT
tion 5= = a, celte intégrale intermédiaire prendra la forme

p+b=X,
et I’équation du second ordre aura la forme simple

ab ab
6 . ) —.
(60) $ 4 ~q+i)'“o'

Telle est la forme canonique a laquelle on peut ramener une équation



78 . GOURSAT. — RECHERCHES SUR QUELQUES EQUATIONS AUX DERIVEES, ETC.

s=f(z,y,3 p,q) qui admet une intégrale intermédiaire du premier ordre,
lorsque la condition exprimée par la formule (58) est satisfaite. Cette forme
canonique n’est pas unique, car on peut y changer z en z +F(z, ).

Remargue I1. — Cherchons s'il peut exister deux relations distinctes de la
forme (58), c’est-a-dire telles que les coefficients A, B, C ne soient pas propor-
tionnels. S’il existe une premiére relation de cette forme, on peut s’en servir pour
ramener I'intégrale intermédiaire & la forme canonique p + b = X. On a alors

u:b(xl’xmx3)—&7 ¥ = &y,
3
1 db
J

(u,v):—;:—; ((u,9), ¢)=0o, ((u, 0), u):

Pour qu'il existe une relation de la forme (58), différente de ((u, ¢), ¢) = o, il

((wodyw) g :
c’est-a-dire —— se réduise a une fonction de z,. On aura

faudra que T")";—’ .

donc

b=o¢(x) z;+ b (xy, 2,);
iy . ab .
I’équation du second ordre correspondante s+ 9(x)q + 5= =o peut étre ra-

dy

menée a la forme O*u =0, en posant s —= o + P
dwdy — 0 NP F=a e

———— O —————



