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Abstract. In this note, we consider an evolution coercive Hamilton-Jacobi equation posed in a domain
and supplemented with a boundary condition. We are interested in proving a comparison principle in
the case where the time and the (normal) gradient variables are strongly coupled at the boundary. We
elaborate on a method introduced by P-L. Lions and P. Souganidis (Atti Accad. Naz. Lincei, 2017) to extend
their comparison principle to more general boundary conditions and to Hamiltonians that are not globally
Lipschitz continuous in the time variable. Their argument relies on a single blow-up procedure after rescaling
the semi-solutions to be compared. In this work, two blow-ups are performed simultaneously, one for
each variable of the doubling variable method. We show a key one-sided Lipschitz estimate satisfied by a
combination of the two blow-up limits. Both blow-up limits are a priori allowed to be infinite separately. For
expository reasons, the result is presented here in the framework of space dimension one and the general
case is treated in a companion paper.

Résumé. Dans cette note, on considere une équation de Hamilton-Jacobi coercive d’évolution posée sur
un domaine et soumise a une condition de bord. On souhaite établir un théoréme de comparaison dans
le cas ol les variables de temps et de gradient (normal) sont fortement couplées au bord. Nous partons
d’'une méthode introduite par P-L. Lions et P. Souganidis (Atti Accad. Naz. Lincei, 2017) et étendons leur
principe de comparaison a des conditions de bord plus générales et a des Hamiltoniens qui ne sont pas
globalement Lipschitz en la variable temporelle. Leur raisonnement repose sur une procédure d’éclatement
apres remise a 1'échelle des semi-solutions que 'on souhaite comparer. Dans ce nouveau travail, nous
considérons deux éclatements simultanés, 'un pour chacune des variables de la méthode de dédoublement.
On établit une estimée Lipschitz unilatérale satisfaite par une combinaison des deux limites post-éclatement.
Ce deux limites peuvent a priori prendre des valeurs infinies si prises séparément. Pour des raisons de
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papier compagnon.
2020 Mathematics Subject Classification. 49112, 35B51, 35F30.

Funding. This research was funded, in whole or in part, by I’Agence Nationale de la Recherche (ANR), project
ANR-22-CE40-0010. For the purpose of open access, the author has applied a CC-BY public copyright licence
to any Author Accepted Manuscript (AAM) version arising from this submission.

Manuscript received 21 October 2023, revised and accepted 20 November 2023.

1. Introduction: a comparison principle

Given T > 0, we consider viscosity solutions of a standard evolutive Hamilton-Jacobi equation
posed in the geometric setting of a domain Q := (0, +00),

ur+H(X,uy)=0 in (0,T)xQ (1)
where X := (t, x), supplemented with the boundary condition,
ur+FX,uy)=0 in (0,T)x0Q

and the initial condition,
u@0,)=up in {0} xQ.

Since the boundary condition can be lost when characteristics reach 0, it has to be imposed in
aweak sense. When working with viscosity solutions, a classical way to handle this discrepancy is
to impose that either the boundary condition or the equation is satisfied (in the viscosity sense)
at the boundary,

{ u;+min{F, H} (X,u,) <0 in (0,T7)x0Q (for subsolutions),

u;+max{F, H}(X,uy)=0 in (0,7)x0Q (for supersolutions). @

Comparison principles are strong uniqueness results for Hamilton-Jacobi equations. In the
case of the previous initial boundary value problem, it is known (see [1-3, 7, 8]) that it is difficult
to treat the case when tangential coordinates, such as page 3, last line of Theorem 1: v(0) — v(0,)
the time variable ¢, and the normal derivative uy of the solution, are strongly coupled reaching
the boundary (0, T) x Q. It is standard to make the (strong) assumption of uniform continuity in
time ¢, uniformly in the gradient u,. Such an assumption is not satisfied by the following simple
example,

ur+a(t,x)|uy] =0 in (0,7)xQ, 3
uy +max{0,—b(t,x)u,} =0 in (0,7)x0Q ®)

when a, b = 1 are bounded Lipschitz continuous functions (here with b(t, x) = b(¢,0)).

In this note, we choose structural assumptions on H and F that encompass a large variety
of examples (including (3)) but we do not seek for generality to avoid technicalities in proofs as
much as possible. We assume that H and F are continuous in X, Lipschitz continuous and (semi-)
coercive in p, with a time dependance allowing strong coupling with the gradient variable.
Precisely, we assume that there exists a constant C > 0 such that,

H is continuous and |H(X,0)| < C and |H (X, p)-H(X,q)| <C|p-4]|

H(X,p) — +oco as | p| — oo uniformly in X @
lim|P|—'+00iane[O,T]xﬁH(X’ p) = +00

|H(s,x,p) - H(t,x,p)| = Clt— sl (1 +max(0, H) (,x, p))
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F is continuous and |F(X,0)| < Cand |F(X,p) - F(X,q)|=C|p-4|,

F isnonincreasing w.r.t.p,

F(X,p) — +oo as p — —oo uniformly in X, 5)
limy, - _ooinfxeo, 71x00 F(X, p) = +oo

|F(s,x,p) - F(t,x,p)| < Clt — s (1 +max(0, F, H) (t, x,p)).

We make artificially appear the dependence of F on x € Q in order to unify the presentation of
assumptions for H and F. Note that condition (4) is classical and already appears for instance
in [7, p. 44]. On the contrary condition (5) seems to be new.

We do not regularize the sub/supersolution by sup/inf-convolutions. In particular, we cannot
assume without loss of generality that the subsolution is Lipschitz continuous. On the contrary,
we only use a pure tangential doubling of variables, and we are able to prove the following new
comparison principle.

Theorem 1 (A comparison principle with strong time coupling). Ler T > 0, assume that (4)
and (5) hold true and that uy is bounded and Lipschitz continuous. Let u:[0,T) x Q — R (resp. v)
be a bounded upper semi-continuous viscosity subsolution (resp. bounded lower semi-continuous
viscosity supersolution) of (1)-(2). If u(0,-) < up < v(0,-) in Q, thenu<vinl0,T) xQ.

More important than the result is the new method introduced to prove Theorem 1, that can be
used and adapted in numerous other situations.

Remark 2. Here, we assume for simplicity that the initial data u is Lipschitz continuous. With
some additional (classical) technicalities, it is possible to deal with uniformly continuous uy’s and
to relax the boundedness assumption on u, v, 1y by imposing that they grow at most linearly.

Remark 3. Lipschitz continuity of F with respect to p is only used to get barriers in the proof of
Theorem 1.

Remark 4. Notice that, given (4), we can always define the state constraint boundary function

H‘(t,x,p):z%rslgH(t,x,q) for (t,x)€[0,T1x0Q and peR

and it satisfies (5). Up to our knowledge, the comparison principle was also an open problem for
F = H™ in the generality of this note.

Remark 5. Notice thatin Theorem 1, semi-coercivity of F in condition (5) can be replaced by the
weak continuity of the subsolution u on the boundary (0, T) x 092, using [4, Proposition 3.12]) and
replacing F by F; := max(F, H™).

Comparison with known results

J. Guerand [5] proved a comparison principle in our geometric setting in the case where H and F
are independent of (£, x). She also proved a comparison principle for non-coercive Hamiltonians.

P-L. Lions and P. Souganidis [8] introduced a new method to prove comparison principle
for junctions with N = 1 branches (or half-spaces) between bounded uniformly continuous
sub/supersolutions. They use a blow-up argument that reduces the study to a 1D problem. The
authors show the comparison principle in the case of Kirchoff-type boundary conditions and
non-convex Hamiltonians. As far as (¢, x) dependence is concerned, these authors can handle
Hamiltonians that are Lipschitz in ¢, see [8, Assumption (4)].

This result is generalized by G. Barles and E. Chasseigne [3, Theorem 15.3.7, p. 295] to the
case of bounded semi-continuous sub/supersolutions under three different junction conditions.
Even if they are presented for N = 2 branches, we present their results in our geometric setting: a
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junction reduced to a single branch N =1 in 1D. The three cases are the following: F is constant
in (2), the Neumann problem, and general nonincreasing continuous F. In the third case, the
normal derivative is not coupled with the tangential coordinates in F (see also the very end of [3,
§ 13.2.2 and condition (GA-G-FLT) p. 247]).

As explained above, we improve these results in the case where the functions H and F imply a
strong coupling of the time variable with the normal derivative of the solution.

Organization of the note

In Section 2 we recall the definition of (limiting) semi-differentials and we state and prove a tech-
nical lemma relating some slopes (that we call critical) at the boundary with semi-differentials
(Lemma 8). We deduce from this technical lemma a corollary about critical slopes of station-
ary semi-solutions of the boundary value problem (Corollary 10). In Section 3, we state a bar-
rier result (Lemma 12) that helps us dealing with the initial time condition; we also state a re-
sult (Lemma 13) about regularized subsolutions, that will be only used as an auxiliary result. In
Section 4, the comparison principle (Theorem 1) is proved.

2. Boundary lemmas

Definition 6 ((Limiting) semi-differentials). For a set A c Q =1[0,+00) and a point xg € A, we
define the (first order) super/subdifferential at x, of a function u in A as

Diu(xp) ={peR, suchthat 0<=x{u(xg)+p(x—xo)+o(x—x0)—ux)} in A}
and the limiting (first order) super/subdiffential at the boundary xy =0 of u in Q as
D& u(0) = {p € R, there exists a sequence p, € D& u(x,) with x, € Q and (xp, pn) — (0, p)}.
Remark 7. Note thatif p e Dau(O) and u is a subsolution of H(u,) <0in Q, then H(p) <0.
Lemma 8 (Critical slopes and semi-differentials). LetQ:=(0,+o0) and u,v: Q — RU {—00, +00}

with u upper semi-continuous and v lower semicontinous such that u(0) =0=v(0) andu < v in

Q. The critical slopes defined by
— u(x) v(x)
=1i —_—, =liminf— 6
pi=limeup == pi=lming = ©

satisfy the following (limiting) semi-differentials inclusions

RN [pB| e DhuO nDGv0) if = @

(]

RN [7,p|  DEuONDZ00) if F<p ®)

{ﬁebgu(m if PER

_ 9
peDqyv(0) if peR. ®

Proof. We first notice that (8) is a straightforward consequence of the definition of semi-
differentials.
We now focus on the proof of
RN [p,ﬁ] cDfu(0) incase p>p (10)

and will even show the following better result

RN [g,ﬁ] cD{u(0) incase p> q::liminfM (11)

— Q3x—0 X
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where the last inequality is assumed because u < v implies g < p. This claim is a variant of [8,
Eq. (18)], and its proof is a variant of [3, Lemma 15.3.1]. We give the details for the sake of
completness.
Notice that p € (g, p) means

limsu ) p>p> liminf )

i — = = —_—

QBxﬂ(? x P>pP=>4=a0n x
We deduce that for any € > 0, there exists y; € (0,€) and z, € (0, y,) such that

u(ze) op> u(yg).

Ze Ye

Hence the function {(x) := u(x) — px satisfies {(0) = 0 > {(y,). Let M := Supy, ] (= {(z¢) >0.
Hence at a p_oint Xe € (0, y¢) of maximum of {, we see tha_t pE Dau(xg). In the limit € — 0, we
recover p € Dgu(O). Then (11) follows from the fact that D;’zu(O) is closed. Then (10) holds true
for u. The similar inclusion for v implies (7) in the special case where p > p. On the other hand,
notice that (9) implies (7) in the case p = p. Hence it remains to show (9).

We now explain why the following fact holds true,

peDqv() if peR (12)
This result is a property of the critical slope for any lower semi-continuous functions. Its proof

follows exactly the lines of the proof of [6, Lemma 2.9]. A similar result holds for u and this
proves (9). O

Definition 9 (Coercive and semi-coercive functions). Consider a function G:R — R. Then G is
coercice if limp|—. 100 G(p) = +00, and semi-coercive if limy_. o, G(p) = +oo.

As a consequence of Lemma 8, we have

Corollary 10 (Boundary viscosity inequalities). Let Q and u, v be as in statement of Lemma 8.
Fory = a, B, consider continuous functions Hy, Fy : R — R with Hy, coercive and Fo semi-coercive.
Assume that we have the following viscosity inequalities for somen >0

Hy(uy) <0 on Q n{lul <+oo}
min{F,, Hy} (uy) <0 on {0} n{lu| < +oo}
(13)
Hg(vy)zn on  Qnflv]<+oo}
max{Fg, Hg} (vx) =2n on {0} n{|v| < +oo}
For p,p defined in (6), we set a:= min(p, p) and b := max(p, p). Then'p € [a, bl NR and there exists
a real number p € a, b] such that - -

either Hu(p)<0<n< (Hﬁ —Hy)(p) or max(Fy, Hy)(p)=0<n< (Fﬁ - Fo)(p).

Remark 11. Corollary 10 can very easily be extended to the case of junctions where the Hamil-
tonians Hy's are coercive on each branch and the junction function is semi-coercive in the sense
of [6, Eq. (2.2)].

Proof of Corollary 10. We sketch the proof that p € R. Because Hy is coercive and Fy is semi-
coercive, we know from [4, Lemma 3.8] that u is weakly continuous at x =0, i.e.

0= u(0) =limsup u(x). (14)

Q3x—0*

Then the proof [6, Lemma 2.10] shows additionally that p > —co. Now we claim that we also have
P < +o0. Indeed, it can be seen by contradiction, leaving fall down above the graph of u on [0, y],
some straight lines of slopes s = 10 for large positive s and using the equation satisfied by u. We
conclude that p e Rn [a, b].
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Assume first that p < p. Here (7) shows that Hy(p) <0 <n < Hg(p) and then

n<(Hp—Hy)(p) forall pe [B,ﬁ] NR

which implies in particular the desired conclusion.
If p > p, then we have [a, b] c (—oo, +0o] with a < b and

Hy(a)<0 because aeR
0<n sHﬁ(b) if beR (15)
min{Hy, Fo} < 0 <n <max{Hg,Fg} on [a,bINR

where the last line follows from (8), and the first two lines follow from (9).

Intermediate claim. Now we assume by contradiction that there exists € > 0 (small enough) such
that

and forall pela,blnR. (16)
ii) Fg—Fy<n or &<max(Fg, Hp)
Recall that the coercivity of Hy means Hy(+o00) :=liminf, ..o, Hy(p) = +o0.

{i) Hg—Hg<m—¢ or e€<Hg

Case 1. H,(b) > €. Here b can be finite or equal to +oco. We get
Hy(b)>€e>0= Hy(a)
Therefore by continuity, there exists p € (a, b) such that H, (p) = €. Hence in the last line of (15),
the first inequality implies that F (p) < 0. Because (16) i) and ii) hold true for p, we get
Hg(p)<n and Fg(p)<n
which leads to a contradiction in the last line of (15), the second inequality.

Case 2. Hy(b) <&. Then b € R and (16) i) implies for p = b that Hg(b) <n, which is in contradic-
tion with the second line of (15).

Conclusion. We just proved that (16) does not hold true. This implies that for all € > 0 small
enough, there exists some p; € [a, b] N R such that we have at p,

i) Hy=e<n—-e<Hp—Hy or ii) max(Fy, Hy) =€ <n < Fpg— Fy.

Because Hy, is coercive, we see in both cases i) or ii), that we can always extract a subsequence
as € — 0 such that p, — p € [a, b] NR. As a consequence, we get that p satisfies i) or ii) for e = 0,
which is the desired conclusion. O

3. Barriers and auxiliary tangential regularization

In the proof of the comparison principle, two standard results about the construction of barriers
and regularization of subsolutions by sup-convolution are needed.

Lemma 12 (Barriers). Assume (4) and (5) and that the initial data uy is bounded and Lipschitz
continuous. Assume that u (resp. v) is a bounded upper semi-continuous subsolution (resp. a
bounded lower semi-continuous supersolution) of (1)-(2). Then there exists some constant A > 0
such that the functions
ur (4, %) = up(x) £ At

satisfy the following barrier properties:

e ifu<ugin{0} xg, thenu<u® in[0,T) xg,

e ifv=uyin{0} xQ, thenv=u" in[0,T) x Q.
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The previous lemma is a direct consequence of the definition of viscosity solutions if 1 is C'.
In the general case, it follows by a standard approximation procedure.

We now turn to an auxiliary result about the regularization of subsolutions with respect to
tangential variables. Even if the proof is very standard, we will give below a short sketch of it.

Lemma 13 (Auxiliary tangential regularization of subsolutions by sup-convolution). Assume
that H satisfies (4). Let u:[0,T) x Q— R bean upper semi-continuous subsolution of (1) which
satisfies

lu—ugl<Cr in [0,T) x Q.

We extend u to t = T by u(T, x) := limsup{u(s, y) : (s, ) — (T, %), (s, ) € [0, T) x Q} and toR x Q by,
u(t,x) = u(T,x) for t=T,
{u(t,x)z u(0, x) for t=<0o.
Then for v > 0, we consider the tangential sup-convolution

|t —s)? |7-s]?

u”(s,x) = sup{u(t,x)— }:u(f,x)—

teR
and any such t (depending on (s, x) € R x Q) satisfies t € [s— 0", s +0"] with 0" :=2/vCr < T/2.
If IV denotes the time interval (0¥, T — 0"), then the function u" is Lipschitz continuous with

respect to t inR x Q and with respect to x in I" x Q,
61/
05| joumy = = @nd 105t vy < LY

with LY :=sup{peR, miny  ,gHX,p)= %},

Assume moreover that that u is a subsolution at the boundary (0, T) x 0Q, i.e. satisfies the first
line of (2), for some F that satisfies (5). Then u” is Lipschitz continuous in space and time on I" x Q)
of Lipschitz constant L., := max(%,LV).

Sketch of the proof. It is easy to check that u — u¥ < 2Cy which gives the bound on 8" = | — s].
Moreover the time derivative of u" is like % which gives the bound on d;u". The PDE inequality
satisfied by u” gives naturally the bound on 0, u". Finally, when F satisfies (5), we see using [4,
Lemma 3.8]) that u (and then u") is weakly continuous on " x 0Q, which implies the Lipschitz
continuity of #¥ in IV x Q. This ends the sketch of the proof. O

4. Proof of the comparison principle

Before proving our comparison principle, we describe the main steps.

We first use the doubling variable technique with respect to time with a parameter v > 0
(Step 1).

We then focus on the case where the supremum of

u(t, x) — v(s, x) — correction/penalization

is reached at some (7, §, X) with X on the boundary of Q (Step 2).

We also show a key one-sided Lipschitz estimate satisfied by the function u(t,x) — v(s,y)
(Step 3).

We then consider twin blow-ups (Step 4): one at (Z, X) for u, and one at (5, X) for v (up to some
correction terms on v). After blow-up, we get half-relaxed limits U°, V° that are globally defined
on R, x Q and satisfy U°(0,0) = 0 = V°(0,0). As a consequence of Step 3, we show the following
one-sided Lipschitz estimate

f—
U°(t,x)-V°(s,y) < Lylx—yl+ b(t—s) with bi=— 17)
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where the Lipschitz constant L, is defined in Lemma 13.

Then, considering u, the supremum in time of the map ¢ — U°(t, x) — bt and v, the infimum
in time of the map s — Vs, y) — bs (Step 5), we see that u* and v, are subsolution and
supersolution of a 1D problem with moreover the key one-sided Lipschitz estimate'

w@-v,(<Ly|x-y| with @ (0)=0=yv,(0).

This procedure reduces the study to a 1D problem that is solved using the boundary viscosity
inequalities from Corollary 10 (Step 6).

Proof of Theorem 1. The proof is split into several steps. The first two steps are standard and
new ideas appear in the next steps.

Step 1. Approximate supremum. Let 17 > 0. This parameter will be small enough but will not
vary until we prove that the following quantity is non-positive,

M= sup {u(t x)—v(t,x)— L}
te[0,T), xeQ -t
It turns out that
—hm{hm Mva} (18)
v—0
with
My o= sup Wy alt,s,0)=Y¥y4(f,5 %)
t,5€[0,T), x€Q
and (with a careful choice of the penalization term - instead of 7
t—sl? x?
Wy alt,s,x):=u(t,x)—v(s,x)— % -ag(x) - | | with g(x):= rh
Moreover all maximisers (7, §, %) in the definition of M, 4 satisfy
. lE- SI2 n
lim< lim 0, lun hm ag(x) =0, limsup4limsup ——¢<2Cr. (19)
v—0 |a—0 v—0 a—0 1I—S5

Step 2. Reduction to the case where the supremum is reached at the boundary. Using the
doubling variable technique with respect to x for # and v and considering u(t, x), v(s,y) with a
further penalization term of the form lx;g '2 , we can rely on barrier estimates close to ¢ =0 to get
estimates on maximum points (7, Xs, S5, ¥5) — (%, X,§,X) as § — 0 (for some subsequence § and

some suitable limit (7, §, X)). We deduce that in the limit, the following fact holds true,

i,5€(ty, T-1y], %€[0,pa], ($,p)eD“u(rx), |p| =Ly (20)

where L, is the Lipschitz constant of " in Lemma 13. Moreover, it is possible to choose 7;
depending on n only and p, depending on a only.?

If X > 0, then we are in the classical case where we can conclude by writing viscosity inequali-
ties for the sequence (73, X5, S5, ¥5) and by combining them in the classical way. Classical details
for this step are given in the companion paper. We are thus reduced to deal with the case where

x=0.

INotice that without the one-sided Lipschitz estimate (17), we would only get u < v and u(0) = 0 = v(0), which is not
sufficient to conclude, because we need the envelopes.
2Up to increase A and Cy in the barrier Lemma 12, and to decrease 7 in the time penalisation term, we can assume

that AT = C and it is possible to show in this case that we can choose 7y := % and pg = GCTT.
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Step 3. The key one-sided Lipschitz estimate. We set
n
A — , + —_— + .
V(s,x)=v(sx) S ag(x)

Then we have

O;u+H(t,x,0,u)<0 in (0,T)xQ
O;u+min(F H)(t,x,0,u)<0 in (0,T)x0Q

~ i 0V + H(s,x,0:V ~adxg)20 in (0,7)xQ
L +0sV +max(F, H) (s,x,0,V—adyg) =0 in (0,T)x Q.

(T-9?
We now claim the following key one-sided “Lipschitz” estimate
u(t, )~ V(s,y) < u(f,7) - VG D + s 125
’ ) =ulh ’ 2v 2v

where equality holds for r = 7, s = §, y = x = X. For clarity, the proof of (21) is postponed at the
end after Step 6.

+Ly|x—y| [3))

Step 4. The twin blow-ups. We then consider the following twin blow-ups with small parameter
£ > 0: one blow-up for u at the point (#, ¥) and one blow-up for V at the point (5, X),

Ut(r,8) = Hu(f+er,x+ed)—u(t, 0},  U0,0)=0, 22)
VE(0,8) = HV (§+eo, X +€b)-V(5,%)},  VE(0,0)=0.
Before passing to the limit € — 0, they satisfy
0:U*+H(i+eT,%+€{,0:U°)<0 in [xQ
0-Uf +min(F H) (1 +€7,%+€¢,0;U°) <0 in I x0Q
_ _ _ . . l (23)
—f+0,VE+ H(5+€0,%+€E,0;VE—ad g (X +€))=0 in IixQ
—7° +0,V® + max(F, H) (§+£0, % +€¢,0; V- a0 g (X +€¢)) =0 in I x0Q
with
FT-T ;
7 (o) ::% and If:= (—I, r) for 7=1,53.
(T-(5+¢€0)) e €
From (21), they also satisfy
2 - -
—_ t —_
UE(r,6) = VE@,0) < Lyé— (| + b —o) + e =0 with b= 125, 24)
v
We then define the following half-relaxed limits
U :=limsup*U¢, U°(0,0)=0,
e—0
V0= liminf, V¥, v°(0,0) 0.
E—
Passing to the limit we get
U°@,6)- V0,0 < LyE-{+bx-0), U’0,00=0=V"(0,0). (25)
and from (23) thanks to the discontinuous stability of viscosity solutions, we get
0;U°+ H(1,%,0:U°) <0 in ®RxQ) n{|U° <+oo}
0:U°+min(E H) (,%,0:U°) <0 in (Rx0Q) n{|U°| < +oo}
(26)

—+0, VO + H(5,%0;V°)=0 in  RxQ) n{|V?| < +oo}
—7+0, VO + max(F, H) (5,%,0:V°) =0 in (Rx0Q) n{|V°| < +oo}

with f):= 15 We used the fact that ad,g(%) = a% =0.
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Step 5. The 1D problem. We now define the following functions as supremum/infimum in time
of the functions defined in R x Q,

() :=sup{U°,&) - br}, v(&):=inf{V°(,&) - br}.
TeR - TeR
From (25), these functions satisfy
—cos—Lyl{-¢l+u) <v(@) <+oo, 0=u0)=<v0)=<0
and then %(0) = 0 = v(0). Because of this one-sided Lipschitz inequality, this is also the case for
their semi-continuous envelopes, i.e. we have
—co< —Ly|l{ - ¢l+u () <v, () <+oo, u (0)=0=y,(0). 27)

From (26), we get (again from stability) that these functions satisfy in particular for X := (%, %) and
Y:i=(5%

b+H(X,0:;u")

b+min(F, H) (X,0:u")

in  Qn{[u"|<+oo}

X,ag 0
X,0¢ 0 in 0Qn{|u"|<+oo}

INIA

(28)
-f+b+H(Y,0:v,)20 in Qn{ly,|<+oo}
—-f+b+max(F H) (Y,0;v,)=0 in 0Qn{|y,|<+oo}.

=

Step 6. Getting a contradiction from structural assumptions. We now apply Corollary 10. In
order to do so, we consider

p:=limsu LA '—liminfy*(X)
pe= an—»Op x B‘_Q”C“O X

and we get that there exists p € [a, b] "R # @ such that either
b+HX,p)<0<f<H(Y,p)-H(X,p)

, a:=min (B,ﬁ), b:= max(E,ﬁ)

or

b+max(F, H)(X,p)<0<f<F(Y,p)-F(X,p).
One of these facts are true along a subsequence v — 0. In the first case, we get from the
assumption on the Hamiltonian H, see (4) ii), that,
n<H(Y,p) - H(X,p) = C|i~5| {1+ max(0, H (X, p))}
< C|t-5|{1+max(0,-b)}

{\i—§|2 ] }

=C +|t—s| —0 as v—0
v

.

where we have used b = TS in the third line, and (19) in the last line. Contradiction because
n=n/T?>>0.

From the assumption on the function F, see (5) ii), we get a similar contradiction in the second
case,

7<F(Y,p)-F(X,p) < Clt-35{1+max(0,max(F, H) (X, p))}
< C|7 - 5|{1 + max(0,—b)}

—35°2
SC{l | +|t—§|}—»0 as v—0.
v

We conclude that M < 0. Recalling that

= _ __n
M= sup qu(t,0-v(t,x)- }50,

1€[0,T), xeQ -
it is enough to let 7 — 0 to get u < v as desired.
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Back to Step 3: proof of the key one-sided Lipschitz estimate (21). We now justify (21). Follow-
ing Lemma 13, we extend u and consider

v |- sf?
U (s,x) =supqu(t,x) —
teR 2v

and there exists some (possibly non unique) #; € [s—0", s+0"] such that U" (s, x) = u(f;, x)— %
Ifse (0¥, T-0"), then we see that f, € (0, T) and then we also have

v { It —sI? }
U'(s,x):= sup Ju(t,x)— .
t€[0,T) 2v
In particular for (s, x) = (5, %), we can choose s = f where f; is given by Lemma 13 and (7, 3, X)
appear in Steps 1 and 2. Now we choose v > 0 small enough such that 8" < 7, and we set
IV:=(0",T—-6"). Moreover we have forall se IV, ye Q
UY(s,))=V(s,)) < sup Wyal(t,s,1) =¥y q(1,5%)=U"(55%-VGE D).

t€[0,T)
Now from Lemma 13, we also know that U" is L, -Lipschitz, and then U" (s, x)-U" (s, y) < L, |x—yI,
which implies

U'(5,x)-V(s,y) <U"(5,%) - V(5X) + Lylx—yl

which gives exactly (21). This ends the proof of the Theorem 1. U
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