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COUPLED COMPLEX BOUNDARY METHOD FOR A GEOMETRIC INVERSE
SOURCE PROBLEM

LEKBIR AFRAITES*®, CHOROUK MASNAOUI AND MOURAD NACHAOUI

Abstract. This work deals with a geometric inverse source problem. It consists in recovering the
characteristic function of an unknown inclusion based on boundary measurements. We propose a new
reconstruction method based on the CCBM and the shape gradient method, the inverse problem is
formulated as a shape optimization one, corresponding to a coupled complex boundary state problem.
Well posedness and existence results are presented. A computed expression for the shape gradient is
used to implement a gradient algorithm. The efficiency and accuracy of the reconstruction algorithm
are illustrated by some numerical results, and a comparison between CCBM, Least-squares and Kohn-
Vogeluis methods is presented.
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1. INTRODUCTION

Inverse source problems is a class of inverse problems that aims to find (u, F') solution of the equation
Lu = F in , using a pair of additional data on the boundary 09 of an open bounded set €2, where L is
an elliptic linear differential operator and F' is the unknown source term. It is well known that this problem
is one of the highly ill-posed problems in Hadamard sense [10], therefore, a general source function cannot be
identified uniquely using boundary measurements, see [22] and [13].

A particular source problem where the unknown source F' is of the form pyx, (x is the characteristic func-
tion) has been studied by Afraites et al. [5] using a shape optimization reformulation, the unknown source
support was reconstructed by a gradient algorithm using the shape gradient and the adjoint method, then the
stability study was presented. This problem has been studied also by Hrizi and Hassine [20] using a topologi-
cal optimization formulation, the unknown source was reconstructed using a level-set curve of the topological
gradient. Kress and Rundell [21] presented an iterative solution method wvia boundary integral equations, by
reformulating the inverse source problem as an inverse boundary value problem with a non-local Robin condition
on the boundary of the source domain. In [27] a method for the reconstruction of star-shaped characteristic
sources was developped, by reducing the problem to an algebraic system of equations. The paper [6] traited
the inverse characteristic source problem, in the case of Helmholtz equations, from the determination of the
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barycenter of the characteristic source and the recovery of its geometry from a class of star-shaped character-
istic sources, using an algorithm based on an equivalent reciprocity functional formulation. El Badia and Nara
[14] have also investigated the inverse source problem of the Helmholtz equation, where the source consists of
multiple point sources, an algebraic algorithm was proposed to identify the number, locations and intensities
of the point sources from boundary measurements. This inverse source problem was studied also by a coupled
complex boundary method (CCBM), originally proposed by Cheng et al. in [9], it consists in recovering the
source term p in the equation Lu = py,.,, when the source support w is known, using some additional Dirichlet
and Neumann boundary conditions. The method consists in coupling the two conditions in a single complex
Robin boundary condition, and then the boundary data fitting is recast into the whole domain data fitting.
The authors have shown that the new CCBM method makes the inverse source problem more robust and more
efficient in computations. Our aim here is to apply this CCBM method to a geometric Inverse source problem,
we should reconstruct the source support w rather than the function p, and we consider the more general case
Lu = hixw + haxo\e, for some given source functions hy and hs.

Recently, the idea of using the coupled complex boundary method for solving inverse geometric problem was
proposed in [1] for solving inverse obstacle problem, the author have shown that the proposed method is feasible
and effective for such problems.

To fix ideas, let Q be an open, bounded, and connected subset of R? (d = 2 or 3) with C* boundary 5. Let
6 be a positive constant, we define the set of admissible domains denoted by €25 as the set of all open simply
connected subdomains w of  with a C*! boundary, such that d(x,d) > § for all z € w. The notation x,
denotes the characteristic function of w. For some given functions hy, ho € LQ(Q)7 and based on some knowledge
on the boundary conditions, namely the voltage f € H %(39) and the current measurement g € H *%(89), we
try to find w and wu solution of the following overdetermined problem

—Au+au = hix, + haxo\w in Q,
u=f on 012, (1)
Ohu =g on 09,

where 0,, stands for the outward normal derivative, and « is a non-negative constant.
To be more precise, the inverse source problem is reformulated as follows:

Problem 1.1.
find we Qs and u which satisfy the overdetmined system (1). (2)

Note that the right-hand side of the first equation in (1) can be re-expressed as ha + (h1 — ha)Xw-

Among the existing methods found in the literature, a robust reconstruction of the unknown inclusion consists
in reformulating the inverse problem (1) into the following least-squares minimization problem (see for example
[4,15])

1
Tus@) = [l £, Q
o0
where f is the boundary measurement and u,, is the state function that solves

{ —Aun + auy, = thw + h2XQ\U in Q’

8nun =49 on aQ, (4)

Another well known optimization approach is based on minimizing a Kohn-Vogelius functional (see [3,4, 8]),
which illustrates a more robust optimization performances, through the following optimization problem

1 «
Tev@) =5 [ V(s = u)? + 5 [ Jua =l (5)

2 Ja 2 Ja
and by splitting the over-determined boundary value problem (1) in two auxiliary problems. We denote by wu,
the solution of the first one (4) associated to the Neumann data g, and ug is the solution of the second one
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associated to the Dirichlet data f given by

—Aug + aug = hixo + haxow in - £, (6)
ug = f on 99.

We note from the above statements that the minimization problems (3) and (5) use the Neumann data g and the
Dirichlet data f sequentially. In this paper, we propose a new coupled complex boundary method (CCBM) that
uses both g and f data in a single PDE. The idea of the CCBM is to couple the Neumann data and Dirichlet
data in a Robin boundary condition in such a way that the Neumann data and Dirichlet data are the real part
and imaginary part of the Robin boundary condition, respectively. As a result, the data needed to fit defined on
the boundary 0f) are transferred to the volume problem defined on €. The coupled complex boundary method
(CCBM) was first proposed by Cheng et al. in ([9]) for solving an inverse source problem, Rongfang et al. in
([17] applied it to an inverse conductivity problem with one measurement. More recently, this method was also
applied in solving inverse obstacle problems by Afraites in [1] and used for solving stationary free boundary
problems by Rabago [26]. To the best of our knowledge, in the literature, this is the first time that the idea of
the coupled complex boundary condition has been explored for solving geometric inverse source problem.
Unlike the classical methods, the CCBM method allows us to define the cost function .J in the whole domain
Q) which brings advantages of robustness in the reconstruction compared to the Least-Squares type functions
which are defined only on the boundary. From a theoretical perspective, it is difficult to prove the superiority
of the proposed Complex coupled formulation over the Kohn-Vogeluis one. However, numerical examples in
Section 6 indicate that it leads to more robust reconstruction results for this geometric inverse source problem.

The outline of this paper is organized as follows. In Section 2, we present the new coupled complex boundary
method appropriate to our geometric inverse source problem and its reformulation at the shape optimization
by introducing the regularized Least Squares fitting for the imaginary part of the complex PDE’s solution . In
Section 3, we present the well-posedness result of the direct problem. Section 4 is devoted to the existence of
an optimal solution of our minimization problem. In Section 5 we establish the shape gradient calculus of the
cost function. In the Section 6, we give an algorithm based on the gradient method and we solve an elliptic
problem in order to find the steepest descend direction in the space of H' velocity vector field that satisfies
certain boundary conditions. Then, we present detailed numerical results. Finally, we present the conclusion in
Section 7 and elaborate the calculation of the shape state derivative in the appendix in Section 8.

2. COUPLED COMPLEX BOUNDARY PROBLEM

From now onwards, we will use the following notations, we denote by H"(G) the Sobolev space of order m,
which consist of the complex-valued functions defined on a domain G C R?, given by

H™(G) :={v e L*G): D*v e L*(G), Vk € N, |k| < m}.
Thus H°(G) := L*(G). The Hilbert space H™(G) is equipped with the scalar product
(U, V), = Z / D*u Dkvdz Yu,v € H™(G),
kl<m ¢

and the norm ||ul|m,¢ = <u,u>ir{2G Yu € H™(G). We denote by ¢ the imaginary unit.
Combining the Dirichlet and Neumann boundary data in a complex Robin boundary condition, the problem

(1) is transferred into the following complex boundary value problem

—Au+au = thw + hQXQ\w in Q, (7)
Opu+iu=g+if on 0f.
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Then, for a solution of (7), u = u; + iug, the real and imaginary parts of u satisfy

(8)

—Au1 + aup = thw + hQXQ\U in Q,
Opt1 — U2 =g on Of).

—Aus +aus =0 in  Q, 9)
Onug +up = fon ON. (

Remark 2.1. Obviously, if (w,u) satisfies (1), then (7) holds. Conversely, if ug = 0 in €, then us = dus =0
on 99, from (8) and (9), it follows that (w,u) = (w,u) satisfies (1).

From the above discussion, the Problem 1.1 is equivalent to the following inverse problem:

Problem 2.2. Given (f,g) € L?>(0Q) x L?(99) and (h1,h2) € L%(Q2) x L?(Q), find (w,u) € Qs x H*(Q) such
that
us =0 in €,

where uy s the imaginary part of the solution u = uy + ius of the complex boundary problem (7).
To solve the inverse shape Problem 2.2, we transform it into the following shape optimization functional:

1
J(w) = 5llusll5 0 (10)

and introduce the following minimization problem, find w* € Q5 an admissible shape, such that

w* = inf J(w). 11
nf J() (1)
This problems is unstable under data perturbations. Indeed, the choice of low frequency in measurements data
can often be interpreted as a regularization method. But additional regularization is usually recommended
to stabilize the numerical algorithm and obtain a satisfactory reconstruction. Thus, we consider the following
regularized shape functional

1
J(w) = 5””2”3,0 + 5PQ (w)a (12)

where P,(w) is the perimeter of w relative to 2 ([25], page 48), and ¢ is a regularization parameter (see
[2,24] for the choice of the latter).

Remark 2.3. The new method allows us to define the cost function J in the whole domain  which brings
advantages of robustness in the reconstruction such as the Kohn-Vogelius cost function Jgy compared to the
Least Squares fitting J1 ¢ which is defined only on the boundary 99 (see [4,5]). Compared to the Kohn-Vogelius
method, the latter requires two problems to be solved at each iteration, however the new method (CCBM),
needs a single complex problem to be solved.

3. WELL-POSEDNESS RESULT

Before discussing the existence of solution to our problem, we first study the well-posedness of the forward
complex problem (i.e., existence, uniqueness, and sensitivity to data).
Using Green’s formula we derive the variational formulation for (7)

Find u € H*(Q), such that a(u,v) =1(v), Yv e H(Q). (13)
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Where, Yu,v € H(Q)

a(u,v):/VuVEdz+a/uT)dx+i/ u v do,
Q Q o

l(v) :/hlﬁdx+/ hngdw+/ gvdo+1 fodo.
w oQ\w a0 a0

We show a well-posedness result of the complex boundary value problem (7) in the following proposition

Proposition 3.1. For a given w € s, the complex boundary value problem (7) has a unique stable weak
solution in H'(Q) satisfying

ullio < C (]

0,00 + [lgllo.aa + 1P1llo. + [[h2llo.Q) -

Proof. We apply the complex version of Lax-Milgram Lemma by showing that the sesquilinear form a(.,.)
(i.e., u — a(u,v) is linear, and v +— a(u,v) is anti-linear) is continuous on H(Q) x H'(Q) (i.e., Jc > 0,
la(u,v)| < cllullallvllie, Y(u,v) € H'(Q) x H'(Q)) and H'-coercive (i.e., 3¢ > 0, Re a(u,u) > c|ulli o,
Vu € H'(2)), and the linear form [(.) is continuous on H(2) (i.e., Jc > 0, [I(v) < c||v]l1., Vv € HY(Q)).
For any u,v € H*(£2) we have

Re a(u,u) = / |Vu|*dx + a/ lul*dz > min(1,a)|[ul]? g
Q Q
Holder and the trace inequalities imply that

\a(u,v)|§|/VuV@dm|+a|/u17dm|+|/ u v do]
Q Q a9

< |Vullo,ollVulloa + allullo.allv]loo + [[w]ooallv
< ullrallvlle + allullialvliie + Ellullallv]
< (14 a+c) ulellvlie

0,00

1,0

Finally, the continuity of the linear form I(.) can be proved similarly. We have

i) <1 [ xomodsl+| [ xaghaodsl+] [ godol+] [ fodo
Q Q o0 o0

< A

< (|1~

[vllo.e + llgllo.oallvllo.oa + [ fllo.oellvllo.o0
0.2 +cllgllooa + ¢l fllo.o0) lvllo

o.2llvllo. + [[h2llo.0
o, + ||h2

where ¢ is a constant from the trace inequality. By the complex version of Lax-Milgram Lemma ([11], page 368),
Problem (7) admits a unique solution u € H'(Q) which depends continuously on data. Moreover,

Bllulli o < Re a(u,u) < la(u,u)| = [i(u)] < vlull.0

where 3 = min(1,a), and v = ||h1llo,o + [[hzllo.a + cllgllo.aa + cll fllo.00-
Then

[ullLo <

®I=



3694 L. AFRAITES ET AL.

4. EXISTENCE OF AN OPTIMAL SOLUTION

The existence of optimal shape requires some continuity or at least lower semicontinuity of the functional to
be minimized. This also implies having continuity of the solution of the associated partial differential equation
with respect to the variations of the domain in an adequate topology. In this section, we analyze in detail the
continuity of the shape functional and the mapping w — u,, € H(2), where u,, is the solution of the complex
problem (7) corresponding to a variable open subset w of the fixed open set 5.

It is necessary to add extra conditions on the variable domains to expect good convergence of the solutions.
We state a classical sufficient condition, in terms of uniform regularity of the domains, the e—cone property,
and we define the family of admissible domains

O = {w C Qs, w open with the e-cone property}. (15)
Proposition 4.1. There exists w € O such that
J(w) =inf {J(w*), w* € O}.

Proof. Let (wn)n C O be a minimizing sequence such that J(w,) — inf J(w). Since O is compact for the
topology of characteristic functions (see [25], page 59), then there exist an open set w C O and a subsequence
denoted also (wy, ), C O that converges to w in the sense of characteristic functions.

We denote by u,, u the solutions of the complex problem (7) corresponding respectively to wy,, w. From (14)

we have, Vn  ||up|j1,0 < %

This shows that the sequence u,, is bounded in H'(Q2). Up to a subsequence, it may be assumed that u,
converges weakly in H'(Q2) and strongly in L?(2) to a function u* € H*(f2). Let us show that u* satisfies the
variational formulation of problem (7) corresponding to w.

By definition of u,, for all v € H(Q),

/VunV17+a/un5—|—i/ Un’t_}:/ h117+/ h217+/ g17—|—i/ fo (16)
Q Q o Wn QN\w,, o0 [o19)

Since X, — Xo weakly * in L®(Q), pv € L*() then

/Xwnh117—>/th117 and /XQ\@’“@T)—’/XQ\th v.
Q Q Q ) Q

We know that u,, — u* in H*(Q2), then Vu,, — Vu* in L?(Q), we get

/VunVT)H/Vu*Vﬁ
Q Q
/unﬁﬁ/u*@.
Q Q

By compacity of the trace from H! () to L?(9f2), we can extract a subsequence u,, — u* in L?(99), we deduce

that
/ Up D — u* .
o (o9}

We have u,, — u* in L?(Q), it follows that

Therefore, for all v € H(Q),

/Vu*V@+a/u*17+i/ u*@:/hlm— h2@+/ g@+z’/ fo (17)
Q Q o0 w Q\w oQ o
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This proves that u* = u(w).
Let us denote by u% the imaginary part of u,, and ug the imaginary part of u. We have ||u,|lo.0 — ||u]lo.0,
and therefore

[uzllo.0 — lluzllo.0-

Since the perimeter is lower semicontinuous with respect to the convergence of characteristic functions (see [25],
page 51),
P,

Q

(w) < liminf P, (wy,). (18)

We can infer that
J(w) < liminf J(wy,).

Which implies that w is a minimizer of (11). O

5. SHAPE DERIVATIVE CALCULUS

In order to use a descent method of gradient type, it is necessary to differentiate the shape functional J with
respect to the shape variable w. To define the shape derivative, we will use the so called velocity method, which
is, for instance, introduced in [23]. To this end, we consider the variation of a given smooth reference shape w
according to the displacement V', defined by ¢:(z) = = + tV (x), where V a smooth vector field with compact
support in 25, and we denote by V the space of admissible deformations V. It is well known that ¢ is invertible,
for sufficiently small ¢.

We say that the functional J(w) has an Eulerian derivative at w in the direction V' if the limit

Houw) = Iw) _ o

exists. Furthermore, if the mapping V +—— DJ(w).V = (VJ, V) is linear and continuous, we say that J is shape
differentiable at w. When J has an Eulerian derivative, we say that VJ is the shape gradient of J at w. For
more details concerning the differentiation with respect to the domain, we refer to the books [12,18,25].

5.1. Shape gradient of the cost function

Computing the shape gradient of the cost functional requires to calculate also the shape derivative of the
state (7). Numericaly, it implies that we need to solve as many boundary problems as discrete shape variables.
To avoid this extra computational cost, we use the classical adjoint state method, which requires to solve only
one extra boundary value problem.

By introducing the suitable adjoint problem, we give the shape gradient of the cost function in the following
proposition.

Proposition 5.1. Let V €V, the cost functional J is differentiable with respect to the shape w in the direction
of V and its shape derivative is given by

DJ((U)V = / (QQ(hg — hl) + EH)Vn, (19)
ow
where k = divr(n), and g = q1 + iqa solves the following adjoint problem

{ —Aq+ aqg=usin Q, (20)

Ong —iq = 0 on ON.
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Proof. First, we derive the following expression using Hadamard and divergence formulas

1
DJ(w).V = / sty + ~ [ div(u2v) +e [ dive(v)
Q 2 Q Ow

1
= / uguh + 7/ |u|?V;, 4 ¢ divr (V,n)
Q 2 Joa Ow

:/uzu’2—|—s/ Vadivr (n).
Q Ow

Where divr denotes the tangential divergence on dw, and & is the mean curvature of Ow.
On the other hand, one can show that the shape derivative of the state solves the following boundary value
problem (see Appendix)

Au' +ou' =0 in Q,
[u] =0 on Ow,
[Onu'] = (h1 — h2)V;, on Ow, (21)
Ont/ +iu' =0 on ON.

Then, the weak formulation of (21) with ¢ the solution of (20) as a test function, and the weak formulation of
(20) with v’ as a test function, are given by

/Vu’V(j+a/u’q+i/ u'QZ/ (h1 — h2)q Vs, (22)
Q Q o0 Ow

/VqVﬂ'+a/ qﬂ'—i/ qu' = / uot’, (23)
Q Q 20 Q
/Vu’V(j+a/u’(j+i/ u’@:/uzu’, (24)
Q Q 20 Q

/UQU/ :/ (hl —hg)chn

Q Ow

/ ’ILQUI2 = —/ QQ(hl — hg)Vn
Q Ow

(23) implies that

By (22) and (24), it follows

Finally, we conclude that

6. ALGORITHM AND NUMERICAL RESULTS

In this section, we present some numerical simulations in order to confirm and complete our previous theo-
retical results with a comparison between CCBM, Least-squares and Kohn-Vogelius Methods. In order to solve
numerically the optimization problem (12), we opt for the classical shape variation descent algorithm. First of
all, we describe the algorithm and the framework used, then, we present the numerical simulations and some
comparisons.
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6.1. Algorithm

The shape derivative of the cost function J along a deformation field V' can be expressed as

VJ(w)[V] = RV, do,
Ow

where R = ga(ha — h1) + ek where g2 is the imaginary part of ¢ the solution of the adjoint problem (20).

The deformation field V' is chosen to provide a descent direction of the cost function J(w), thus V = —R.n on
Ow is a descent direction. In addition, it is well known that the shape gradient is defined on the boundary of the
moving shape [28], using this approach, the direction of descent must be defined only on dw. However, if the
boundary measurements (f, g) is not sufficiently smooth, the surface expression of the shape gradient may not
exist or the direction of descent V' may have a poor regularity. Therefore, it is interesting to derive a direction of
descent V on (Q from the volumetric expression of the shape gradient. Which requires solving another additional
variational problem. Let V' be the Riesz representative of —VJ(w), i.e. (see [7] and [16])

< V¢ >mo=-VJ(W)[g] =— < Rn,¢ >r205.) Vo€ D? (25)

where

:{¢>eH1(Q), 6=0 in 39}7

and <, > is the inner product on D? defined by
<V, ¢ >Hr)= / VV : V¢ + V..
Q

The equation (25) is the week formulation for the following system
—AV+V = 0 in Q
V= 0 on 09, (26)
[0,V] = —=R.non Ow.

We give in the following algorithm the gradient method of our problem.

Algorithm 1: Gradient algorithm for shape optimization

: Choose an initial shape wo, set £ = 0 and iterate:

Solve the state problem (7) and the adjoint problem (20) for w = w.

Compute the descent direction Vi using (26).

Update the current boundary dwy by Vi to obtain dwk1, i.e., set Owit1 := {x + txVi(z) : =z € Owy}, for some
sufficiently small scalar ¢x > 0.

5: While [|VJ(wk).Vi|| > €, k=k+1 and repeat .

6.2. Numerical results

For the numerical simulations, we consider the dimension two and we use the finite elements Software
Freefem++ (see [19]). The exterior boundary 02 is assumed to be the square [—1,1] x [-1,1]. We con-
struct the synthetic data on 02, by fixing the shape w and choosing the Neumann boundary condition
g(t) = sin(t), t € [0,2n], then, we compute the trace of state u solution of (4) to extract the measurement
f=u on 0. For the latter equation, we use a P; finite elements discretization to solve the direct problem.
The examples with noisy data are generated by perturbing the Dirichlet data f using a fixed amplitude of
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FIGURE 1. Reconstruction of the first domain by Kohn-Vogelius, Least-squares and CCBM
methods. (a) Kohn-Vogelius. (b) Least-squares. (¢) CCBM.
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FIGURE 2. Evolution of the three cost functions and their gradients according to the number
of iterations. (a) Cost functions. (b) Gradients.

Gaussian noise. The synthetic data has been chosen, in a way to avoid the so-called inverse crime phenomena.
To this end, the size of discretization used to obtain the synthetic data is different from the one used for solving
the inverse problem.

We precise that in all tests, the exterior boundary is represented by the black line, the initial shape by the green
line, the exact shape to identify by the blue line and the reconstructed shape by the dotted red line.

6.2.1. Results without noise

we present in Figures 1 and 3, the reconstruction result by three cost functionals, in the left, the identification
by the Kohn-Vogelius cost function, in the middle the Least-squares, and in the right, the result obtained by
CCBM. we notice that the results obtained are effective and similar.

In Figures 2 and 4, we plot the variation of the cost functionals according to the number of iterations and
the evolution of their associated gradients also. Clearly, The CCBM converges much quicker than the two other
methods.

In Figures 5 and 7, we observe that the results obtained by the CCBM and Kohn-Vogelius is more robust
than those obtained by Least-squares. In Figures 6 and 8, the convergence of the CCBM dominates that of the
Kohn-Vogelius and Least-squares.
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FIGURE 3. Reconstruction of the unknown domain by the three methods. (a) Kohn-Vogelius.

(b) Least-squares. (¢) CCBM.
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FIGURE 5. Reconstruction of the unknown domain by the three methods methods. (a) Kohn-
Vogelius. (b) Least squares. (¢) CCB.
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FIGURE 9. Reconstructions of the unknown domain with noise.

6.2.2. Results with Gaussian noise

In this subsection, we present the results obtained from the noisy data as follows

f(@) = f@)(1+ 7€),

where £ is a uniformly distributed random variable in [—1,1] and 7 dictates the level of noise.
We present in Figure 9, the results with different levels of noise. We observe that for different geometries the
CCBM gives good results.

6.2.3. Results with impulse noise

3701

Having shown the stability of the proposed method with noised data infected with Gaussian noise, we present
in this section the robustness of this method through a more complicated type of noise. We suppose that the
given data is infected by the impulse noise. Impulse noise consists of relatively short duration ”on/off” noise
pulses, caused by a variety of sources, dropouts, or surface degradation. The impulse noise is not trivial due to
its complex statistical nature. To construct noised data, we select randomly a number of nodes in the boundary
0f) with a percentage p. Then we add the impulsive noise to data as follows:

fg = ngF QWHngoo

where 7 is the magnitude of corruption, ||f, - ||eo is the maximum norm. While ¢ is a vector of impulsive noise

which have the following probability density function

D(i(x)) = M0(1i(2)) + 2D N (1i(z))
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FIGURE 10. Plot of different boundaries obtained with noised data with different rates of
impulsive noise.

where §(¢;(z)) is the Kronecker delta function and Dy (¢;(x)) is a zero-mean Gaussian probability density
function. While A\; and Ao are parameters that control the mixture of a discrete probability mass function
0(ti(z)) and a continuous probability density function.

In Figure 10, we present the plot of different obtained boundaries by the algorithm 1, using data with different
rates of impulsive noise. For the case of 1% rate of impulsive noise, the percentage of corrupted data points is
0 = 30% and the magnitude of corruption is 7 = 0.1. In the case of 2% rate of impulsive noise, we have taken
0 = 50% as percentage of corrupted data points and n = 0.2 as magnitude of corruption. While in the last case,
all nodes of boundary 9§ was affected by noise which corresponds to ¢ = 100% and the magnitude of corruption
was 17 = 0.5. As we can see in this case of more complicated noise, the proposed approach still present a good
approximation which prove numerically its stability.

6.2.4. Real case without exact solution

In this section we consider a case with data from real life situation. We consider an electrostatic problem.
We consider a rectangular domain € =] — 1,1[2. Denote by ¥ the source term of electrostatic charges which
supposed discontinued through the inclusion w and let (g, f) be given data on the boundary. Our goal is to
reconstruct surface charges w that creating the potential field u from Cauchy data (g, f). The Cauchy data are
taken as follows : the measured potential f on the boundary is presented in the Figure 11. the output flux g = 0.
While the source hy = 12v and hy = 230v. The mesh of the optimal domain is presented in the Figure 12. In
the Figure 13, we present the evolution of the cost functional J and the norm of the gradient |V.J| according
to iterations. In the Figure 14, we present the potential in optimal domain for 2 and 3 dimensions.

As we can be seen, the obtained results in the real-life case show the performance of the proposed approach.

7. CONCLUSION

We have presented a regularized Complex coupled formulation for the identification of the geometric source
problem. The inverse problem is reformulated as a shape optimization one. The existence of a minimizer is inves-
tigated. A numerical algorithm for solving the proposed optimization problem is developed. We also derived an
exact computation of the gradient of the cost function of our optimization problem. The numerical experiments
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F1GURE 13. The evolution of the cost function and the norm of the gradient.
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F1GURE 14. The plot of the optimal potential in 2 dimensions and 3 dimensions.

performed in this paper demonstrate the robustness of the developed regularized coupled method for solving
this geometric inverse problems.

APPENDIX A. SHAPE DERIVATIVE OF THE STATE

Before starting, we give some notations. We denote by n the outward unit normal to dw pointing into Q \ @,
thus d,u™ (resp. d,u™) is the normal derivative from the inside of w (resp. Q\w) at interface dw, and [-] denotes
the jump across the same interface. Let V € V and V,, := (V,n) its normal component. Consider the smooth
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transformation ¢;(x) = x 4+ tV(z). We denote by

Ji(x) = det Doy (x),
Ae(x) = D¢y (2)T Doy () Jy(x),
&(z) = Ji(2)| Do " (z).nll.

Note that A:(z) is symmetric positive and for ¢ < ¢, we have
yTAy(z)y > plly||®> and 0< B < J;.

Furthermore, the application A; is smooth with Ag(z) =1, Jo(z) =1 and

d
@Jt(iﬂ)\tzo = div (V),

A= %At(:v)‘tﬂ) =div(V)I - (DVT +DV),
%{t(m)‘f:o = div (V) — (DV.n,n) = divp (V).

We denote by wu; the solution of (7) with inclusion wy = ¢¢(w). For the computation of the shape gradient of the
state, we shall use the classical technique which consists of transporting the quantity u; defined in the variable
domain w; back onto the reference domain w using the following transformation u! = w; o ¢;, the usual methods
of differential calculus can now be applied since both functionals «! and u are now defined in the fixed domain
w. The material derivative (or Lagrangian derivative) of the state is then given by

ut

4 := lim ;u, Vz € Q.

The shape derivative (or Eulerian derivative) of the state is defined by
v =1 — Vu.V.
Theorem A.1. The state solution u has a material derivative u that satisfies

Yo e HY(Q), (Vi, Vo)oa +ali,v)ga =— (AVu, Vo)g.q — aldiv (V) u,v)e.0 + (div (V) he, v)0.o
+ <Vh2‘/7 U>()’Q + <d1V (V) (hl — hg), ’U>0’w (Al)
+ <V(h1 — hQ).V, ’U>()7w.

The state u is shape differentiable and its shape derivative u’ solves

Au' +au' =0 in Q,
[u'] =0 on Ow,
[0pu'] = (h1 — h2)V,, on Ow, (A.2)
O’ +iu’ =0 on 0.

We think it is useful to show how, using the classical methods of shape optimization, we can prove both
existence of the derivative and problem (A.2). Therefore, we give a rigorous proof of Theorem A.1 and also
show that material derivative is belonging to H'(£2).

Proof. The proof is divided into four parts. Firstly, we transfer the perturbed problem to the fixed domain, we
then prove weak convergence of a given sequence to the material derivative of the state, next, we show its stong
convergence, and finally, we deduce the shape derivative.
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First step. Let u; denote the solution of Problem (7) given in a domain with inclusion w; = ¢;(w), we have

ut17+i/ ut@:/hgwr/ (h17h2)5+/ go+i [ fo.
on Q wi oN oN

Then, the transported u® = u; o ¢; solves the variational equation

utT}Jt + Z/ ulo = ho o ¢:0Jt + / (h1 oy —hg o qbt)TJJt + / gu +1 fo. (AS)
oN Q w oQ o

Vut.VT) + Ot/
Q

Yo e HY(Q), /

Q

AVU Vo + a /
Q Q
Second step. Using the variational equation solved by u subtracted from the equation (A.3), and the fact that

¢¢(x) = x on 09, we obtain

Vut — Vu ul —u I— A, 1—J;
<At7, Vv> —|—oz<Jt ,v> :< VU,VU> +a< u, >
t 0,0 t 0,0 t 0,0 t ,
h —h J—1
+<Jt 20 Q¢ 27U> < t h2’0>
t 0,Q t 0,Q (A 4)
+<Jt(h10¢t—h2°¢t)—(h1—h2)’v>
t 0,w
Jp—1
hy — ha), >
+< t (7 2),0 0,w
. (ut—u) . .
Using — as a test function, and from the properties of A; and J; we get
R R e I e T L I e I e M e
H t 0,Q @ t 0,Q oo b 0,Q t 0,Q @ t oo v 0,Q t 0,Q
ha o ¢y — ho ut —u Ji —1 ut —u
N I e R e L P
+ too t 0,9 t O,Q+ t S 2 0,9 t 0,0
h —hl) — (h —h t—
M SRR R
oo t 0,Q t 0,Q
Jp—1 ut —u
_ Q)12
=L = el o7 gmestes
From Young’s inequality, we deduce that
ut —u A —1 1-Jy ha o ¢y — ha
) < —
N e B (R N IR e N N e
Jy—1 h —hl)—(h —h
A e ]t s
t %) 0,2 s} t s
Jy—1
+|| 2 hl_hQH mes(Qg)1/2>,
t 0o 0,

where C is a positive constant. Therefore the sequence (u! — u)/t is bounded in H'(Q2). Thus, we obtain the
weak convergence of the sequence in H!(Q2) and its weak limit is 7 the material derivative of w.
Third step. We show the strong convergence of (u® — u)/t. We pass to the limit as ¢ — 0 in (A.4), we show

that 4 solves
(Vi, Vo) o + ali, v)oa = — (AVu, Vu)oq — al{div (V) u,v)e,q + (div (V) ha, v>0 o + (Vha.V,v)0.0
+{div (V') (hy — h2), ’U>07w + (V(h1 — h2).V, U>0,U_,.
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This was stated as (A.1) in Theorem A.1. This equation allows us to prove the strong convergence in H'(),
in fact, taking v = (u’ — u)/t in (A.4), we get

(A:Vv, V)0 + oo, v)0,0 = <I — AtVu, Vv> 0 + a< ! _t Jtu, U>O,Q + <Jtm7 v>0 .

t , t ,
thl (thgﬁt*hQO(bt)*(hl*hg)
+< t hg,’U>079—|—<Jt t 7U>0,w
Ji—1 Ji—1
+< tt (h1 —h2),v>0 -|-< tt (ha —hz),v>
I-A_ ,
= ((Ar — )V, V) o + a{(Jy — 1)v,v)0.0 + ( Vu', Voo
1—Je ha o ¢y — ha Jy—1
ol (A
h —h —(h1 —h
+<Jt(10¢t 2O¢t) (1 2),v>
t 0,w
Jp—1 Jp—1
+< tt (h1 *hz),v>0 +< tt (hq *hz),”U>0

=F14+ Eay,
we denote by

Eq =((A — I)Vv,Vu)o o + a((Jy — 1)v,v)0.q,

12X :<I _tAtvut’ vv>o,Q + a<1 _tJt u', v)og + <thw>o Q + <Jtt_ 1h2’v>0,9
pliscateen i) ) (Al

+<Jtt_1(h1—h2),v>

0,w

Using the weak convergence of (u! — u)/t, we get after straightforward calculations
El,t — 0 and E27t — 7<AVU, v'l:b>(),Q — Oé<diV (V) U,ﬂ>07Q + <Vh2‘/, U>07Q + <d1V (V) hg,’[l,)ovg + <V(h1 -
hg).V, ’U>0’w + <le (V) (h1 - hz),ﬂ)o}w when ¢t — 0.
By (A.l), we conclude that Eyy — <V1'Ld, V?Zd>07g + Oé<ild,1ld>07g.
This shows that (A;Vv, Vv)o.a + a(Jiv, v)g o converges to ||Vu||(2)Q + 04||u||8Q Using the proprieties of A; and
J; we deduce the strong convergence of v = (u! —u)/t to @ in H({).

Fourth Step. We obtain the equations satisfied by the shape derivative v’ = @ — V.Vu. Let b = (V.Vu)Vo +
(V.V0)Vu — (Vu.Vo)V. Using the following classical identity

—Vu.AVs = div (b) — (V.Vu)Av — (V.V0)Au,

and equation (A.1) satisfied by @ we get

/Q Vi Vi +a /Q i = /Q div (b) — /Q (V.Vu)AG — /Q (V.V5)Au — a /Q div (V) ud + /Q div (V) hat
+/9Vh2'w+/wdiv(v) (h1 —h2)@+/wV(h1 — hs).Vu.
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Using the divergence theorem and integration by parts (considering —Au = —au+ ho + (h1 — ha)xw ), we obtain
/ Vi Vi + a / e / (V.V8) D] + / (Vu.Vo)V,] + / V(V.Vu) Vo
Q Q ow Ow Q
- a/ div (V) uv + / div (heV) 0 + / div ((hy — ha)V)
Q Q

w

—a/Q(V.Vﬁ)u+/Q(V.V@)h2+/(V.Vﬁ)(h1 — ha).

w

Which implies that

V(i —VVu).Vo dr + a/

[ (= Vv = —a / (div (Vus) + [ div(Vheo) + /w div (V (hy — ha)7).

Q Q Q

We obtain the following equation satisfied by the shape derivative v’ = 4 — V.Vu

/ Vu' Vo + a/ u'o = —/ Vov(hy — ha),
Q Q Ow

and using Green’s formula we get

—/Au'17+a/u'17—/ v [Opu] :_/ Voo(hy — ha).
Q Q Ow Ow

We deduce that v satisfies the equation —Au' + au’ = 0 on Q\& U w with the condition
[0nu'] = (h1 — ha)V,, on Ow.
Then, we determine the jump of /. Since @ € H'(Q2), we have
[u'] ==V, [Ohu] =0 on Ow.
Using the boundary condition 0,u 4+ iu = g+if on 0 and the fact that V =0 on 952, we obtain
Opu’ +iuw' =0 on ON.

We came to the end of our proof of shape differentiability of u. O
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