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Z-EQUILIBRIUM IN RANDOM BI-MATRIX GAMES: DEFINITION
AND COMPUTATION

FARIDA ACHEMINE! AND MOUSSA LARBANI®3*

Abstract. This paper deals with bi-matrix games with random payoffs. Using probability tools, we
propose a solution based on the concept of Z-equilibrium. Then, we give sufficient conditions of its
existence. Further, the problem of computation of this solution is transformed into the determination
of Pareto optimal solutions of a deterministic bi-criteria minimization problem. Finally, we provide
illustrative numerical examples.
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1. INTRODUCTION

Bi-matrix games played an important role in the development of game theory. Many real-world conflict
situations are analyzed by bi-matrix games such as the prisoner dilemma game. A bi-matrix game is characterized
by two matrices A and B representing the payoffs of the players, players I and player II, respectively. A nice
feature of matrix games is that Nash equilibrium [19] always exists in pure or mixed strategies and it can be
computed via the resolution of a quadratic optimization problem.

Nash equilibrium is the most prominent concept of solution in game theory. However, it may not exist in
pure strategies and may not be pareto optimal, that is, it may be dominated. In this paper, we consider the
concept of Z-equilibrium introduced by Zhukovskii [29]. In contrast to Nash equilibrium, it always exists in pure
strategies in finite games and it is always Pareto optimal. This equilibrium is said to be “active” in the sense
that, any deviation of a player from her/his Z-equilibrium strategy, the other player has a specific punishing
strategy that decreases or maintains her/his payoff. Whereas, in Nash equilibrium, the reaction of a player to
any deviation of the other player is the same. Moreover, it is interesting to note that the set of Z-equilibria is
a subset of the a-core of Aumann [3] in two-player games. Moreover if, we consider a stronger version of the
a-core where a coalition can block a solution if it can guarantee greater or equal payoff for all its members
with a strictly greater payoff for at least one member, then the Z-equilibrium generalizes the a-core in n-person
games with n > 2.
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A complete study of Z-equilibrium in continuous and deterministic games is given in Zhukovskii [29] (see
a formal definition in Sect. 2) and Zhukovskii and Tchickry [30]. Ferhat and Radjef [11] have generalized
Z-equilibrium to multiple criteria games in mixed strategies. In Bouchama et al. [5] an equivalence between the
solution of a constraint satisfaction problem and the Z-equilibrium of its associated game is established.

However, in many real games situations, it is very difficult to determine an exact value of the payoffs.
Therefore, some approaches to Z-equilibrium in the case of lack of precision and certainty on the payoffs are
considered in Larbani and Lebbah [16], Larbani and Achemine [15], Achemine et al. [1], Nessah et al. [20] and
Achemine et al. [2].

The first work on Z-equilibrium in games involving uncertainty is due to Larbani and Lebbah [16]. They con-
sidered games with uncertain payoffs of the form u;(z,y), where y is an unknown parameter that varies in some
set Y C R™. They introduced a concept called ZS-equilibrium. Further, Larbani and Achemine [15] introduced
and investigated the notion of ZP-equilibrium. This concept is generalized to fuzzy games in Achemine et al.
[1]. Nessah et al. [20] considered games with uncertain parameters, where the players can form coalitions, the
introduced concept is called coalitional ZP-equilibrium. Recently, Achemine et al. [2] investigated Z-equilibrium
in the class of bi-matrix games with uncertain payoffs in the sense of Liu [17]. Liu uncertainty theory is different
from probability theory; it is based on credibility measure that measures fuzzy events that are subjective in
nature.

In many practical situations, the players’ payoffs are better modeled using random variables. Wholesale elec-
tricity markets are good examples of this area [8,9,18,27]. One way to handle such games is using expected
payofl criterion [9,10,13,21,27,28]. The expected payoff criterion is not suitable when the random payoff has a
large variance. In this case, it is more interesting to consider payoffs that can be obtained with a certain confi-
dence level. Such situations are modeled using chance-constraints games. The first works on chance-constrained
games concern zero-sum chance-constrained games. These games were developed by Blau [4], Cassidy et al. [6],
Charnes et al. [7], and Song [26]. Nash equilibrium in bi-matrix games and in n-person finite games have been
investigated using chance-programming in Singh et al. [25] and Singh and Lisser [24].

Z-equilibrium has not been investigated in games with random payoffs. The contribution of this paper is to
initiate the study of Z-equilibrium in games with random payoffs. As a first step, we consider a bi-matrix game in
which the payoffs are random variables. The main difficulty in the study of these games is the comparison between
payoff values associated with different strategies of the players. Using probability tools, for such games, we
introduce a concept of equilibrium based on Z-equilibrium and we establish sufficient conditions for its existence.
Furthermore, we show that the computation of this equilibrium can be transformed into the computation of
a Pareto optimal solution of a bi-criteria optimization problem. We use chance-constrained programming to
formulate Z-equilibrium. However, our approach differs from the existing ones. Following the satisficing principle
of Simon [23], we first ask the players to provide satisfaction levels in terms of payoffs, then we formulate new
payoffs as probabilities of achieving those levels. In existing works, payoffs are formulated as values that are
achieved with given confidence levels.

The rest of the paper is organized as follows. The next section is devoted to the description and the introduc-
tion of the proposed solution called RZ-equilibrium (random Z-equilibrium). In Section 3, we present sufficient
conditions for the existence of this equilibrium. In Section 4, we show that the computation of the RZ-equilibrium
can be formulated as a bi-criteria optimization problem that can be solved using methods of multiple criteria
optimization. A numerical example is given in Section 5. Section 6 discusses related work. Section 7 concludes
the paper.

2. PROBLEM DESCRIPTION AND ITS SOLUTION

2.1. Z-equilbrium in a deterministic game

To help the unfamiliar reader understand the Z-equilibrium [29], we recall its definition for a deterministic
strategic two-person game.
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Consider the two-person strategic game
G =< N; Xl X X27 (Ul(x17$2), UQ(:EI; 372)) >7

where N = {1,2} is the set of players; X; C R™ n; € N* X, the set of strategies of the i-th player, i = 1,2.
U; : X; x X9 — R, is the payoff function of the i-th player. The aim of each player is to maximize her/his
payoff function.

Notation. In the following, we use the notation: for all (¥1,73), (r1,r2) € R,
(F1,72) S (r1,m2) <= (Vk € {1,2}, 7p<rr and 3Fe{l,2}, 7 <mr).

Definition 2.1. z* € X; x X5 is said to be a Z-equilibrium for the game G if and only if the following two

conditions hold.

1) Vo, € Xi, 3xo € Xo, Uiz, z2) < Up(z®);
Vao € Xo, drg € X1, UQ(.’L‘l,Qfg) < UQ(Q?*)

(2) It does not exist a strategy profile (z1,x2) € X1 x Xo, such that

—~

(Ui(z"), Us(2")) Z (Ur(1,22), Ua(21, 22)).

Remark 2.2. — The condition 1 of Definition 2.1 means that for any deviation z; of the i-th player (i € {1,2})
from her/his equilibrium strategy, the other player can punish her/him by choosing a specific strategy zn_;
that prevents him/her from being better off. This condition guarantees the stability of Z-equilibrium.

— Condition 2 of Definition 2.1 means that z* is Pareto optimal for the players, that is, z* is not dominated
in payoff space. It is interesting to note that the set of Z-equilibria is a subset of the a-core of Aumann [3]
in two-player games. Further, if we consider a stronger version of the a-core where a coalition can block a
solution if it can guarantee a greater or equal payoff for all its members with a strictly greater payoff for at
least one of them, then the Z-equilibrium generalizes the a-core in n-person games with n > 2.

— A Nash equilibrium that is Pareto optimal is a Z-equilibrium. Indeed, each player can use her/his Nash
equilibrium strategy to punish the other player for deviating from the equilibrium.

Example 2.3. Consider the prisoner dilemma game.

by by
a1 ((10,10) (1,15)\.
as ((15,1) (4,4))

Note that the profile (as,bs) is a Nash equilibrium. It is easy to see that (aq,b;) is a Z-equilibrium. That is,
Z-equilibrium captures the cooperative profile in the prisoner dilemma game. Note that experimental evidence
has shown that in 50% of the cases, players choose the cooperative profile (aj,b1) (Z-equilibrium) rather than
Nash equuilibrium in a two person prisoner dilemma game Sally [22]. When the game is repeated, following
Z-equilibrium, player I (resp. player II) can punish player II (resp. player I) by selecting as (resp. bs) to stabilise
the game at (a1,bq).

by
3,2) (2,
1,2

Example 2.4. Consider the following bi-matrix game.
( 7) (5,
;1) (6

aq 2 4)
az ( ) ) (4 71)
where X7 = {a1,a2} and X5 = {b1,bs,b3} are the set of pure strategies for row player and column player,

respectively.
This game has no Nash equilibrium. The strategy profile (a1, b3) is a Z-equilibrium.
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— Condition 1 of Definition 2.1 guarantees the stability of Z-equilibrium. Indeed, for each deviation z; € X3
(resp. 2 € X3) of the row player (resp. column player) from her /his Z-equilibrium strategy, the other player
has a counter strategy to € Xo (resp. t1 € X7) to punishes her/him. Indeed,

for the deviation of the row player to as € X;, the column player has the strategy b; € X5, such that
Ui(az,b1) =1 < Ui(a1,b3) = 5;
for the deviation of the column player to by € X5, the row player has the strategy as € X, such that
Us(az,b2) =1 < Us(ai,bs) = 4;
for the deviation of the column player to b; € X5, the row player has the strategy a; € X, such that
Ug(al,bl) =2 S Ug(al,bg) =4.

— Clearly, condition 2 of Definition 2.1 is satisfied by the pair of pure strategies (a1,bs). Indeed, (a1,bs) is

Pareto optimal for the players, that is, this pair is not dominated in payoff space.

As the game has no Nash equilibrium, the players can adopt Z-equilibrium as a solution for its desirable
properties, especially if the game is repeated.

The following theorem guarantees the existence of Z-equilibrium [29].

Theorem 2.5. Assume that

(i) the sets of strategies X1 and X5 are non empty and compact;
(ii) the functions Uy and Uy are continuous on X1 X Xo.

Then, G has at least one Z-equilibrium.
2.2. The bi-matrix game with random payoffs

In the classical bi-matrix games, the payoffs of the two players are real numbers. They are precisely known.
However, real-life decisions problems often involve randomness. Neglecting randomness in modeling when it
exists, may lead to poor quality decisions. Therefore, in this section, we focus on bi-matrix games, where the
payoffs are random variables.

We consider a bi-matrix game in which the players have exactly defined their pure strategies but are uncertain
about the induced payoffs. In the following, we assume that this uncertainty is modeled by random variables.

A random bi-matrix game is given by

<{1,H},X <Y, (21, §)> , (2.1)

where X = {1,2,...,m} and Y = {1,2,...,n} are the sets of pure strategies for player I and player II,
respectively. _

Let (2, F,P) be a probability space, a;; : & — R and b;; : @ — R, (¢,5) € {1,...,m} x {1,...,n} are
random variables on (2, F, P).

The random payoff matrices to the row player I and column player II are A = [a;;] and B= [Eij], respectively.

We denote the sets of mixed strategies of players I and II, which represent weights assigned to their pure
strategies, by

P:{pT:(ph'"apm)a Zp’bzla pze[oal]} and

i=1
n

Q: qT:(q17"'7QTL)a ZQlea q]€[071] )
j=1

respectively, where T represents the transpose operator. They can also be interpreted as probabilities that
players choose their particular pure strategies. Then, a mixed strategy game with random payoffs is given as

follows
<{I, 1}, P x Q, (Z, §)> .
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The payoffs induced when players I and II choose the mixed strategies p € P and ¢ € @) are prlq and pTBq,
respectively.

In this game, it is assumed that the players are rational and each of them knows the set of strategies of the
other player. It is also assumed that each player knows the distribution of every random entry in A and B. The
aim of each player is to maximize her /his payoff.

As a solution for the game (2.1), we propose a concept based on the notion of Z-equilibrium [29], which takes
into account the random aspect of the game. For this purpose, we formulate the payoff of each player using a
chance constraint. Following Simon [23] satisficing principle, for predetermined satisfaction levels d; (resp. d2)

€ R, we assume that player I aims to maximize the probability of the random event {w :pTAg > 51} and player

IT aims to maximize the probability of the random event {w :pTBq > 52}.

Definition 2.6. For predetermined satisfaction levels d1, d2, a pair (p*, ¢*) is called a RZ-equilibrium (random
Z-equilibrium) of the game (2.1) at (d1,d2) satisfaction levels, if it satisfies
(1)

VpeP, 3qeQ, Plw:pTAg>6}>P{w:plAg>d1};

VgeQ, 3dpeP, Plw:pBg* >d}>P{w:p’Bg>d}.

(2) There is no strategy profile (p,q) € P x @, such that
(]P’ {w p T Ag* > 51} , ]P{w :pTBg* > 52}) 3 (}P {w cplAg > 51}, P{w :pT'Bq > 52}) .
Definition 2.6 means that (p*, ¢*) is a Z-equilibrium of the following chance-constrained game
(LT, P x Q, (ul? uf) ),
where u‘lsl (p,q) =P {w :pTAq > (51} and ugz (p,q) =P {w :pT'Bq > 52} .

Remark 2.7. — The first condition of Definition 2.6 means that for any deviation p (resp. ¢) of the player I
(player II) from her/his equilibrium strategy p* (¢* resp.), the other player can punish her/him by choosing
some strategy ¢ (resp. p), so that at the resulting profile (p, q), her/his payof!f is less (or equal) than at the
profile (p*, ¢*). This condition guarantees the stability of the Z-equilibrium (p*, ¢*).

— If the maxmin values

A1 = maxminP {w :pTAg > 51} and Ay = maxminP {w :pTBg > 52}
P a a p

exist, then the first condition of Definition 2.6 is equivalent to
M <P WIP*TA(]*Z(H};
Ay <P w:p*TBq*zég};

which means that the strategy profile (p*, ¢*) satisfies the principle of individual rationality.
— The second condition of Definition 2.6 means that (p*,¢*) is Pareto optimal for the players in the game

<{I,II},P x Q, (u‘fl,ugz)>, with u‘ls1 (p,q) =P {w cpT Ag > 51} and ugz(p, q) =P {w :pTBq > 62} .

Note that in existing literature of finite random games Singh et al. [25] and Singh and Lisser [24], in equilibrium
definition, the maximum achieved value with a given confidence level is considered as payoff, while we use
probabilities of achieving a given satisfaction level as payoff. We discuss this aspect in Section 6 in more detail.
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3. EXISTENCE OF THE RZ-EQUILIBRIUM

In this section, the problem of the existence of RZ-equilibrium is investigated. Using probability tools, suffi-
cient conditions for the existence of RZ-equilibrium are established in two important cases: (i) the entries of the
payoff matrices are normally distributed random variables; (ii) the entries of the payoffs matrices are Cauchy
distributed random variables.

3.1. Payoffs following normal distribution

In the following theorem, we present sufficient conditions of RZ-equilibrium existence in the game (2.1) when
payoffs follow a normal distribution.

Theorem 3.1. Assume that the random variables a;; and gij, 1=1,2,...,m, 7 =1,2,...,n are independent
and satisfy a;; ~ N (,uaij,oij) and gij ~ N (ubij,agw), that is, they are normally distributed on (2, F, P),
with 04,; >0 and op,; >0, fori=1,2,....m, j=1,2,...,n.

Then, the game (2.1) has at least one RZ-equilibrium at (d1,02) levels, for all (01,02) € R x R.

Proof. Under the conditions of Theorem 3.1, using the properties of the Gaussian random variables, pqu =
i=m j=n

Z Z pigja;; is a Gaussian random variable.
i=1 j=1
Then for given levels (d1,02) € R x R, we have the following chain of equalities

i=m j=n

u} (p,q) = P{” :pTAq > 61} =Plw: Y Y pigiay > b
i=1 j=1
i=m j=n i=m j=n i=m j=n
DD P = Y Y Piibay 0= DY Pidihay,
i=1 j=1 i=1 j=1 i=1 j=1
=Plw:
i=m j=n i=m j=n
Var Z Zpinaij Var Z ZpinAdij
i=1 j=1 i=1 j=1
i=m j=n i=mj=n i=m j=n
DD Pt = ) > Pidiktay, 01— DD pidita,
i=1 j=1 i=1 j=1 1= j=1
=1-PRw:
i=m j=n i=mj=n
Var | 30> pigsi; Var | 30> pid;i;
=1 j=1 i=1 j=1
i=mj=n
Z Zpinaij — Mi(p,q)
—1_P w:11J1 < 1 1(p;q) ’
Vi(p,q) Vi(p,q)
where
i=m j=n i=m j=n

Mi(p,g) =E | YD pigjai; | =Y Y pidjha,

1=1 j=1 i=1 j=1
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and
i=m j=n i=mj=n
Vi(p,q) = Var Z Pid;aij Z Z pig;) o,
i=1 j=1 i=1 j=1

i=m j=n

i jen > pigjai; — Mi(p,q)

As ; ;piqﬁij is N'(Mi(p, q), Vi (p, q)), then == AT is a zero mean unit variance Gaussian

variable, that is A/(0,1), then
01 — M
u'(p,q) =1- 0 (M) ;
1 9

where ® is the standardized normal distribution function. Let ¢* (p, q)) =

91—Mi(p,q) )
Vi(p,q)

The function (p,q) — ®(¢* (p, q)) is continuous on P x Q.

Similarly, we prove that

o d2 — Ma(p, q)
3 T 2 2
u?(p,q) =Piw:p  Bg>dyp =1—® | ————L"= .
2(10(1) { P bgq 2} < Vo, q)

Let 932 (p,q) = 92=M>(p.9) The function (p,q) — @ ( 2(p, q)) is also continuous on P X ), where

Va(p,q)
i=m j=n B i=m j=n
My(p,q) =B | DD pigsbis | = DD piditins,
=1 j=1 i=1 j=1
and
i=mj=n 5 i=mj=n
Va(p.q) = Var | D “pigibi; | = > (ig)?03,-

i=1 j=1 =1 j=1

The existence of RZ-equilibrium of the game (2.1) at (d1,02) levels is equivalent to the existence of a Z-
equilibrium in the game

<{I,H},P>< 0, (1—<I>ogf1,17<1)og‘252)>.

Since all the conditions of Zhukovskii theorem [29] (see Thm. 2.5 in Sect. 2) are satisfied in this game, we
conclude that at least one RZ-equilibrium at levels (d1, d2) exists. (]

3.2. Payoffs following Cauchy distribution

In the following theorem, we present sufficient conditions of RZ-equilibrium existence in the game (2.1) when
payoffs follow Cauchy distribution.

Theorem 3.2. Assume that a;; and gij, 1=1,2,...,m, 3 =1,2,...,n are independent Cauchy random vari-
ables on (2, F, P), where the location and scale parameters of a;j,i € {~1, 2,...,m},j€{1,2,...,n} are pa,; €R
and 0q,; > 0 respectively and the location and scale parameters of byj,i € {1,2,...,m},j € {1,2,...,n} are
Up,; € R and op,; > 0 respectively. Then, the game (2.1) has at least one RZ-equilibrium at (1, 02) levels, for
all ((51,52) c R x R.

Proof. Let (61,02) € R x R. It is well known that a linear combination of independent Cauchy random variables
is a Cauchy random variable [14], then, for a given strategy profile (p, q),
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— the payoff pqu of the row player follows a Cauchy distribution with location parameter

i=m j=n i=m j=n

Ha(p, q) Z Zplqjua and scale parameter o,(p, ¢ Z szqjaam,

=1 j=1 =1 j=1

— the payoff ptgq of the column player follows a Cauchy distribution with location parameter uy(p,q) =

i=m j=n i=m j=n

Z sz%,ubu and scale parameter o, (p, g Z Zplqj Ob,, -
i=1 j=1 1=i j=1
Therefore,

i=m j=n
u? (p,q) ZP{w:pTquél} Pw: > Y pigjai(w) > 6
=1 j=1
i=m j=n
Zzpzqﬂw — Ha(p: q) 5
_pl,. =Li= > 1~ fa(p: q)
oa(p, q) oa(p,q)
i=m j=n
ZZM%%J — pta(p, )
—1—-PP wzlljl §51*Ha(P7Q) ,
Oa (p7 Q) Oq (2% (])

i=m j=n
Z ZPinaij (W) = pa(p: )
i=1

where =171 o oD follows a standard Cauchy distribution.
Let T(.) be the distribution function of a standard Cauchy random variable and f{*(p, ¢) = 51"(7;(5)"7) Then,
e 01 — a\V>
@) =P Az} =1-1 (DAY g i)
oa(p,q)
Similarly, we show that
~ 82 — (P, q) : . : 82 — 1p(p, q)
5o T 2 — U (D, q 5 5o 2 — Up(D,q
P.q =1P’{w:p Bq >4 }=1—T<> =1-To fy*(p,q), with [3*(p,q) = —F—<—
2 (7,9) : 70(p.a) 200 0 =000

Since T'(.) is continuous, we deduce that these two functions are continuous on P X @Q. Proceeding as in
the proof of Theorem 3.1, we deduce the existence of at least one RZ-equilibrium of game (2.1) at (d1,d2)
levels. (]

Remark 3.3. If the Cauchy random variables a;;,7 € {1,- --N,m},j € {1,--- ,n} are independent and iden-
tically distributed (i.i.d.) and the Cauchy random variables b;;,i € {1,--- ,m},j € {1,--- ,n} are i.id., the
functions ]P’{w :pqu > 51} =1-T (%;%@) and ]P’{w :pTEq > 51} =1-T (%}W) are constant.
Consequently, every strategy profile (p,q) € P x @ is a RZ-equilibrium of the game (2.1) at (1, d2) levels.
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4. COMPUTATION OF RZ-EQUILIBRIA

In this section, we show that the problem of determination of a RZ-equilibrium can be transformed into a
problem of computation of a Pareto optimal solution of a bi-criteria minimization problem. Then, from this
problem, we derive an algorithm for the computation of RZ-equilibria.

Remark 4.1. - If the conditions of Theorem 3.1 (or Thm. 3.2) are satisfied, the maxmin values

A1 = maxmin P {w :prlq > 51} and Ay = maxmin]P’{w :pTBq > 62}
pEP qeQ q€Q peP

exist and condition 1 of Definition 2.6 is equivalent to
A <P w:p*Tflq*Z(Sl};
A <P w:p*TBq*zég}.

— In RZ-equilibrium, player I (resp. player II) guarantees a gain greater than or equal to what she/he can

obtain using her/his maxmin (secure) strategy which is given by p* € Arg max mig]P’{w :pTAg > 51}
peP g€

resp. ¢* € Arg max min P {w :pTBq > 52} .
qeQ peP

In order to deal with the problem of computation of a RZ-equilibrium, we recall that a bi-criteria optimisation
(minimization/maximization) is an optimization problem that involves two objective functions. The general
formulation of a bi-criteria optimization problem is

{Opt(Ll(Z)sz(Z));

st. zeE,
where F is the feasible set of decision vectors, & C R", n € N*;
L= (Li,Ly): E—R", L(z)=(Li(z), L2(2)), z€FE.
In the rest of this paper, we use the following notation of the bi-criteria optimization problem.
(E, (L1, L2)).
The concept of solution in bi-criteria optimization is based on Pareto optimality.

4.1. Payofts following normal distribution

Theorem 4.2. Under the assumptions of Theorem 3.1, (p*,q*) is a RZ-equilibrium of the game (2.1), if and
only if it is a Pareto optimal solution of the bi-criteria minimization problem

<H7 (9‘151,932» ; (4.1)

where
H= {(p,Q) EPxQ:m >¢(pg) and 7> 932(1?,(1)}

and

— i 01 — 02
= Imin ma. and = Imin ma. .
il b qeé(gl (pa Q) 2 qEIQ pe1§92 (pa Q)
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Proof. Indeed, from Remark 2.2 and Definition 2.6, we have the following equivalence (p*, ¢*) is a RZ-equilibrium
of the game (2.1) at (d1,92) levels <— (p* q*) is Pareto optimal solution for the maximization problem

<M,(F1,F2)>,withM:{( 9) € PxQ:ul(p,q) >\ andul? (p, )>/\2},u‘1$1(p,q):1—<1>(w>

Vi(p,q)
1—®og%(pq) andué%p,q):l—@(%)—l—@og (p, q).

First, we prove that H = M, considering that ® is continuous and strictly increasing on R, and M; and V;
are continuous on the compact set P x Q and V7 > 0, we obtain the equalities

A1 = maxmin | 1 — ® o —Mi(p,q)
perase Vi(p,q)
=1—minmax | ® o = Mi(p.g)
per aee Vi(p,q)
=1— & [ minmax 01— Mi(p,g) _
Pl acQ Vi(p,q)

U (7):1_@<51_MM>>A1
Vl(p7q)

Then,

—

e (& —M1<p,q>> - (mmm (m —Ml(p,q>>>
Vi(p, q) peP 9@ Vi(p, q)

P 01— M S VAL O} min max Ml(p’)
Vl(pv PEP ¢€Q Vl(pa )

5 — -~ M
9‘151(1941):71 M®.9) o, i may 2= M1l D),

Via) 1 peP aco W @4

In the same way, we have

— M- — M
P (0.0) 2 Ao = g8 (p,g) = 2P i 2 20,

Va(p,q) 9€Q PP \/V5(p,q)

Then M = {(p, QEPXQ:vm > gfl (p,q) and vo > gSQ (p, q)} = H. Next, we prove that a Pareto optimal

solution of the bi-criteria maximization problem <M (ufl , u32>> is a Pareto optimal solution for the bi-criteria

minimization problem <H, (gf1 , ggz) > For all (p,q) € M, the vector inequality

(uasl (p*,q"), up? (p*,q*)> 3 (U‘fl (P, ), ud* (p, q)) , isimpossible
is equivalent to for all (p,q) € M, the vector inequality

(‘P 0 g2 (p, q), ® 0 g5 (p, q)) 3 (<I> o g (p*,q%), ® 0 g3* (", q*)) , isimpossible.
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Then, using the properties of the standardized normal distribution ®, it is also equivalent to for all (p,q) € M,
the system of inequalities

(g‘fl (p.q), 95 (p, q)) 3 (g‘fl (", q%), 95 (p*,q*)) , isimpossible,
which concludes the proof. (I

4.1.1. Algorithm

To find Pareto optimal solutions of problem (4.1), we use the scalarization approach by choosing a pair of
weights (81, 82) € [0,1] x [0,1] for g% and ¢32, such that 4; + 82 = 1. Thus, to compute RZ-equilibria, we just
need to solve a deterministic optimization problem. We present the computation of RZ-equilibria in the form
of an algorithm as follows.

Algorithm 1

(1) Initialization: Let A, B, $1 >0, B2 > 0 (61 + B2 = 1), §; and d2 be given.

(2) Compute g* (p,q) and g32(p,q), M1 and 7.
(3) Solve the problem

min(B1g7" (p, q) + B295° (P, @)
subject to

(P1)§ 7 2 9 (pra)
72 2 95° (P, q)
(p,q) € P xQ.
Any solution of (P1) is a RZ-equilibrium of the game (2.1).

4.2. Payoffs following Cauchy distribution

Theorem 4.3. Under the assumptions of Theorem 3.2, (p*,q*) is a RZ-equilibrium of the game (2.1), if and
only if it is a Pareto optimal solution of the bi-criteria minimization problem

<Sv( fla 32)>7 (4.2)

S={pa)ePxQ:0: > P (p.a) and 6> [F*(p.0)}

where

and
6, = mi n 0> = mi 2 (p, q).
1 gg}r;r;leaécfl (p.q), 62 Erélélglea;(fz (P, q)
01 — pta(p; q) 52 — pup(p; q)
51 (p. q) = D1 P 5 0 —u(p,q
pa ) - and f (p7 q) - :
! oa(p,q) 2 ob(p.q)

Proof. Using the Cauchy distribution properties, the proof of this result is analogous to that of
Theorem 4.2. ]

4.2.1. Algorithm

Here we give an algorithm for finding RZ-equilibria by finding Pareto optimal solutions of the problem (4.2),
using the scalarization approach by choosing a pair of weights (51, 82) € [0, 1] x [0, 1] for ffl and fgz, respectively,
such that 8 + B2 = 1.
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Algorithm 2

(1) Initialization: Let A, B, 81 >0, 82 > 0 (81 + B2 = 1), 61 and 6 be given.

(2) Compute f;"(p,q), f5*(p,q), 61 and 62,
(3) Solve the problem

min(81 £ (p, @) + B2 £5* (p, 9))
subject to

(P2)3 6, > f'(p,q)
02 > £5%(p,q)
(p,q) € P xQ.

Any solution of the problem (P2) problem is a RZ-equilibrium of the game (2.1).

5. NUMERICAL EXAMPLES

Example 5.1. In order to show the applicability of the proposed approach, let us assume that, in the game
(2.1), the payoffs matrices of player I and player II are, respectively

- (N(1,1)  N(0,2)
A:(Ma@ N<471>>’

and

- N(1,2) N@3,1
BZ(NEJ% /\/54,23)'

Assume that the conditions of Theorem 4.2 are satisfied for the given satisfaction levels d; and Js.
Let p = (p1,p2)T and ¢ = (g1, 2), with pp = 1 —p; and ¢ = 1 — ¢;. Then,

0 —2p1q1 +q1 +4p; — 4

9V (p,q) =
) )
/8033 +5p7 + 33 — 10piqr — 6p1gi + Aprqr — 2q1 — 2py + 1
932 (p,q) = Rk k.
V10p3a? +5p7 + 547 — 10p3q1 — 10p1g7 — 8p1 — 8q1 + 16p1qr + 4
and
_ : o1 _ . d2
71 = min  max ¢y'(p,q) and 72 = min max gy*(p,q).

p1€[0,1] g1 €[0,1] q1€[0,1] p€[0,1]

Assume that the players set their satisfaction levels at 6; = 10 and J» = 10.
A Pareto optimal solution of Problem (4.1), with 51 = 0.5 and 8 = 0.5, is given by solving the problem
(P1), which is equivalent to

min B1(61—2p1q1+q1+4p1—4)
2,2 2 2_10p2g; — 244 —2q1—2 1
\/8P1q1+5:01+3q1 0piq1—6p1gi+4p1q1—2q1 —2p1+
+ B2(624+p1+2q1—4)
\/10p3 3 +5p3+5¢2 —10p2 g1 — 10p1 ¢ —8p1 —8q1 +16p1q1 +4
(P1) subject to

01 —2p1q1+q1+4p1—4 .

\/8p3a3+5p3+3¢2—10p2q1 —6p1q3+4p1q1 —2q1 —2p1 +1
vy > d2+p1+2q1—4 .
= \/10p2q2+5p?+5¢7 —10p3q1—10p1q3 —8p1 —8q1 +16p1q1+4’

(p1,q1) € 10,1]%.

Y=

First, we use the mesh of the set [0,1] x [0,1] for computing v; and 2. We get 3 = 7.776 and v2 = 7.6155.
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To obtain the global optimal solutions of (P1), we use BARON solver [12], which is a computational
system for solving non-convex optimization problems for global optimality. The solution is the pure strat-
egy profile (p*,¢*) = ((0,1),(0,1)), which is a RZ-equilibrium at (10, 10) satisfaction levels and probabilities
(]P (p*TAq* > 10) P (p*TBq* > 10)) — (0,0.001).

These probabilities are not acceptable, which means that the players are too optimistic. To increase them,
the players need to decrease the satisfaction levels §; and Js.

Consider the levels (01, 02) = (3,2) with 81 = 82 = % The RZ-equilibrium is (p*,¢*) = ((0,1),(0,1)) and the

probabilities are P (p*Tflq* > 3) =0.8413 and P (p*TEq* > 2) = 0.8413.

Example 5.2. In order to show the applicability of the proposed approach in the case where the payoffs follow
Cauchy distribution, let us assume that in the game (2.1) the payoffs matrices of player I and player II are,

respectively
~ [c(1,2) c(2,3 ~  [C(4,4) C(3,1
A= (cgs, 1% CE4,2§) , B= <CE3,2§ 025,33) :

Assume that the conditions of Theorem 4.2 are satisfied for the given satisfaction levels §; and ds.
We have

01 +2p1+q1 — 4 5o 02 —3p1g1 +2p1 +2q1 — 5

01
b,q) = , p,q) =
1 (P ) PR— 2° (P, q) B —a -9 43
6; = min max [ (p, and 0= min max f32(p,q).
T b quefo ] 1 p.a) 27 qelo prelo,] £ pa)

Assume that the players set their satisfaction levels at §; = 10 and 63 = 10. A Pareto optimal solution of
Problem (4.2), with 8; = 0.5 and B2 = 0.5, is given by solving the following problem

. B1(61+2p1+q1—4) B2(62—3p1q1+2p1+291—5)
min ( P1—q1+2 + dp1qr—q1—2p1+3

subject to

P2 S1+2p1+q1—4
( ) 0 = P1—q1+2

924+3p1g1+2p1 429, =5
> 92 .
02 2 4p1g1—q1—2p1+3

(p1, q1) S [0, 1]2.

We use the mesh of the set [0,1] x [0, 1] for computing 67 and 63. Thus, 6; = 4,5 and 0 = 2,47151564.
To obtain the global optimal solutions of (P2), we use BARON solver [12]. The solution is the pure strategy
profile (p*, ¢*) = ((0,1), (0,1)), which is an RZ-equiibrium at (10, 10) satisfaction levels and

(IP’ <p*T[1q* > 10) : (P(p*TBq* > 10))) — (0.1024,0.1720).

6. RELATED WORK

Z-equilibrium in games with uncertain payoffs in the form w;(z,y), where x is a strategy profile and y is
a parameter with unknown behavior has been investigated in Larbani and Lebbah [16]. In these games, the
payoffs are not completely uncertain, they are represented by a parameter only. In the present work, the payoffs
do not involve any parameter. In this sense, it is more general. Recently, Achemine et al. [2] have investigated
Z-equilibrium in bi-matrix games with uncertain payoffs in the sense of Liu [17]. The present work fundamentally
differs from this work as it deals with games with random (uncertainty of probability type) payoffs. The difference
between probability theory and Liu uncertainty theory is that the latter is based on a credibility measure that
is introduced to measure the credibility of a fuzzy event, while the former deals with random phenomena. Fuzzy
set theory mainly deals with subjective uncertainty i.e., imprecision in human judgment and evaluation of events
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and phenomena. Therefore, the scopes of application of the two papers differ considerably as they model two
different types of uncertainty. Thus, compared to Achemine et al. [2], the present paper is a new theoretical and
application contribution.

Further, the literature on games with random payoffs is mainly concentrated on the investigation of Nash
equilibrium, its existence and computation. We mention and compare our work to two prominent works on this
area of research, Singh and Lisser [24] that deals with bi-matrix games with random payoffs and Singh et al.
[25] that investigates n-person finite games.

The main differences between the present paper and the mentioned two papers are that (i) the two papers
deal with existence, and computation of Nash equilibrium, while ours deals with Z-equilibrium, and (ii) in the
two papers the payoffs are defined by fixing a probability (confidence) level, then finding the maximum payoff
that can be obtained for this level; formally, they use the formulas

u;" (p,q) = sup {vi P (ijlq > vi) > ai} (6.1)
ug? (1) = sup {v; : P(w|ry(1,w) > v;) > o} (6.2)

K2

respectively, where «; is a given confidence level. In our paper, we use the formula
57 1
u;'(pq) =P (pTAq > 6¢) (6.3)

where J; is a given satisfaction level in terms of payoff.
As (6.1) and (6.2) are based on the same idea, we will compare (6.1) to (6.3) because they deal with the same
type of games, bi-matrix games. In (6.1), the used payoff to define Nash equilibrium is defined as the supremum

of the set of v; values such that P (prlq > vi> > «;. Then a RZ-equilibrium in the sense of Singh and Lisser

payoffs can be defined as follows.

Definition 6.1. For predetermined confidence levels oy, as, a pair (p*, ¢*) is called a RZ-equilibrium (random
Z-equilibrium) of the game (2.1) at (a1, as) levels, if it satisfies

1) {Vp €P, 3qeQ, ui'(pg) <ui'(p",q)
VgeQ, dpeP, u*(pq) <uy(p™,q").
(2) There is no strategy profile (p,q) € P x @, such that

(ui(p*,q%), uw*(*,q¢")) 3 (Wi (p.q), uy”(p,q))-

That is, using Singh and Lisser’s definition of payoffs, the players must first provide confidence levels (values
of the probability parameters «;, ¢ = 1,2), then if a pair (p*,¢*) of mixed strategies is a Z-equilibrium, the
payoffs uf" (p*,¢*), i = 1,2 satisfy the confidence levels a;,i = 1,2, that is P (p*7 Ag* > u* (p*,¢*)) > o, and
P (p*'Bq* > u3?(p*,q*)) > .

In our work, we proceed in the other way around, we first ask the players to provide their satisfaction levels,
0;,4 = 1,2, in terms of payoffs and then define the RZ-equilibrium in terms of probabilities of events where
payoffs satisfy those levels. Then, if a pair (p*,¢*) of mixed strategies is a RZ-equilibrium, the payoffs are
expressed in terms of probabilities uf (p*,¢*)="P (p*Tflq* > 51')’ and ug2 (p*,¢*)="P (p*TBq* > 62).

Our approach that is based on considering probabilities as payoffs in defining RZ-equilibrium makes theoreti-
cal and practical sense. In fact, asking the players to provide a satisfaction level, we use the Simon’s “satisficing
principle” [23] which means that in non-trivial real-life decision problems, decision-makers look for satisficing
alternatives rather than maximizing ones. As uncertain payoff games are highly complex because they involve
strategic uncertainty and payoff uncertainty, this principle is highly relevant and appropriate. Further, it also
makes sense to express the attainment of the given satisfaction level in terms of probability as the payoffs are of
probability uncertainty type. Consequently, as we are in a game context, it makes sense to define Z-equilibrium
in terms of the probability of attainment of satisfaction levels.
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Now let us investigate the two definitions of RZ-equilibrium, our Definition 2.6 and Sing and Lisser inspired
Definition 6.1. For the sake of discussion, assume that the entries of the payoff matrices in the game (2.1) satisfy
the conditions of Theorem 3.1. The relation between the two RZ-equilibrium definitions is that with each given
pair of confidence levels (aq, as), and RZ-equilibrium (p*,¢*) in the sense of Definition 6.1, we can associate a
Z-equilibrium (p*,7*) in the sense of our Definition 2.6 as follows. Let

Uf‘l(p*,q*) :51'7 1= 1;2,

then Theorem 3.1 guarantees the existence of RZ-equilibrium in the sense of Definition 2.6 with satisfaction
levels 01 = uf*(p*,q*), 02 = ug?(p*,¢*). That is, with each RZ-equilibrium in the sense of Definition 6.1, we
associate a RZ-equilibrium in the sense of Definition 2.6 that guarantees (in probability sense) the payofls of the
former RZ-equilibrium, that is P {w p T Ag* > 51} and P {w :pTBg* > 52}. And based on RZ-equilibrium
Pareto optimality condition, each equilibrium is not Pareto-dominated by the other in the sense of the definition
that is used to find it, that is, on the one hand the inequality

W (P, q%),  w?(P"q")) 2 (ui' (@, 7). w*(P,7))-
is impossible. On the other hand, the inequality
(P {w p T Ag* > 61}, P{w "By > 52}) 3 (IP’ {w p T Ag* > 51}, P {w :p T Bg* > 52}) .

is impossible.

Therefore, from this point of view, no equilibrium has an advantage over the other in terms of payoffs. One
may argue that the probabilities P {w :pT Ag* > 61} and P {w . p*T Bg* > 52} at the Z-equilibrium in the sense
of Definition 2.6 can be small and may not be attractive to the players even if the satisfaction levels, d;,7 = 1,2
are large. As stated above, because of the Pareto optimality of RZ-equilibrium, even if the probabilities are
small at the equilibrium, they are not Pareto dominated by the probabilities of any other strategy profile (p, q).
Another argument is that, in fact, these probabilities depend on the satisfaction levels §;,¢ = 1,2 and the
probability distributions of the payoffs. For example, in the case the entries of the payoff matrices of the game

~ (=T Fex
(2.1) are normally distributed, for the first player, we have P (ﬁ*TAq* > 51) =1-9 <61E<pAq)

AT )7 (see the
1 -E(p"" A7")

proof of Thm. 3.1), then the larger the number —vieD the smaller the probabilities. In other words, to

get larger probabilities, the players should choose smaller satisfaction levels than the averages E (ﬁ*Tflq*) and
E (p*TBq*).

Now, we explain how to get RZ-equilibrium with desired probabilities.

For player I, we have

i=m j=n

E (PTACI) =B > pigay

1=1 j—1
i=m j=n i=m j=n
= E E DiqjHa;; < § E bigimax; jllq,; = MaX; jla,; = Ha,max-

i=1 j=1 i=1 j=1

Similarly, for player II, we have E (pTBq) < max; iy, = fbmax-

P{w:pT;qu(Sl}zl_q) &Ll(pﬂ) <1-® 01 — Ha,max
Vi(p.q) Vi(p, q)

We have also
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P{w:pTBqZ(Sl}zl_cp M <1-9 w )
Va(p; q) Va(p, q)

Therefore, ftqmax and [ty max can be used as reference points for computing RZ-equilibria with desired prob-

and

abilities for given satisfaction levels. For example, for 61 = ftg max, 62 = b max; P (pT/Iq > 61> < 0.5 and
P (pTBq > 51) <0.5.
Clearly, the smaller than g max, 4s,max the satisfaction levels 01, 92, the larger the probabilities IP (prlq > 51)

and P (pTBq > 51), respectively.
Let us illustrate this statement by the game of Example 5.1.

Example 6.2. Consider the game of Example 5.1 and compute RZ-equilibrium for decreasing values of the

satisfaction levels d;,7 = 1,2 with the same weights 3; = %, 1 =1,2. We have pg max = 4 and iy max = 4.

(1) For 6; = 10,02 = 10, we have already computed the RZ-equilibrium in Example 5.1. It is (p*,q*) =
((0,1),(0,1)). Then

P(p*Tflq*>1o):1—¢<1O_M1((0’1 . ’1))> _1—<I><10_4) =1-9(6) =0.

) _
Vl((o’l)’(ov ))
( —

0
1
. (p*TBq* . 10) e (10 _vjz\ﬁ(()f?; 70%?)?) 1% (102_4) =1—®(3) = 0.001.

Then
(IP’ (@*T,qu* > 10) P (p*TBq* > 10)) = (0,0.001).
(2) For §; =5 and 3 = 4, the RZ-equilibrium is (p*,7*) = ((0,1), (0,1)). Then,
(IP’ (fo*TAq* > 5) P (ﬁ*TBq* > 4)) = (0.1587,0.5).
(3) 8y = 1, 6 = 2, the RZ-equilibrium is (5*,3") = ((0.0257,0.9743), (0.2161,0.7839)), then
P (p*TAq* > 1) =1- ®(—3) = B(3) = 0.9986 =~ 1.
P (ﬁ*TBq* > 2) —1-®(~1)=d(1) = 0.8413 and
(IP’ (fg*TAq* > 1) P (ﬁ*TBq* > 2)) = (1,0.8413).

Clearly, the probabilities decrease as §;,7 = 1, 2 increase. Thus, starting from §; = ftgmax, 02 = Ubmax, Players
can get RZ-equilibrium with desired probabilities by increasing or decreasing d;,7 = 1, 2.

Finally, an advantage of the payoffs in Definition 2.6 is that they are simpler as they are expressed by prob-
abilities only, while the payoffs in Definition 6.1 are expressed by probabilities and the “sup” operation. Thus,
the existence conditions and computation of RZ-equilibrium would be more difficult via the latter definition
than via the former.

Next, we provide an example with RZ-equilibrium and Nash equilibrium.

Example 6.3. Consider the random bi-matrix game
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and

According to Theorem 3.2 in Singh and Lisser [24], for all a1, ag € [0.5,1], (p,q) = ((%, %) , (%, %)) is a Nash equi-
librium. Using Lisser et al. [25], the payoffs of the players at this equilibrium are computed as (1.6915,2.1728).

To compute RZ-equilibrium, we use the problem (P1), which is equivalent to

: B1(6:1—1)
min 2.2 2 2 2 2
V4(4p2 2 +2p3 +2¢7 —4p3 g1 —4Ap1 ¢3 +4p1 g1 —2q1 —2p1 +1)
B2(62—2)

_l’_

V(4P 3 +2p3+2q3 —4pTq1 —4p1 a3 +4p1q1 —2q1 —2p1+1)
(P3) subject to
(61-1)

12> ;
K V4423 +2p3+2¢7 —4p3 g1 —4Ap1 GG +4p1 1 —2q1 —2p1+1)
(02—2)

12 2 e e it i ipier 20D
Vi p1q1+2p1+ qi —4p?q1 —4p19i +4p1g1 —2q1 —2p1+1)
(p17q1) S [Oa 1] .

Comparing Nash equilibrium (p*, ¢*) with RZ-equilibrium, we obtain.

(1) For f1 = B2 = & and 6; = 0.5, 62 = 0.5, (p*, g*) = ((0.5,0.5), (0.5,0.5)) is a RZ-equilibrium with probabilities
(IP’ (p*Tflq* > 0.5) P (p*TBq* > 0.5)) — (0.6915, 0.9986).

(2) When 81 = (B = % and §; = 1.6915, 6o = 2.1728, the RZ-equilibrium that guarantees the payoffs
(1.6915,2.1728) of the Nash equilibrium ((3,3), (3, 3)) is (P, g%) = ((0,1), (0,1)) with probabilities

(IP (p*TAq* > 1.6915) P (p*TBq* > 2.1728)) — (0.3669, 0.4325).

Thus, in (1) with low satisfaction levels, d; = d = 0.5, Nash equilibrium is also a RZ-equilibrium with high
probabilities. However, in (2), Nash equilibrium payoffs are achieved with low probabilities. These results can
be explained by the facts that (i) in general, Nash equilibrium is not Pareto optimal, while RZ-equilibrium is,
and (ii) a Nash equilibrium that is Pareto optimal is a Z-equilibrium.

7. CONCLUSION

In this paper, we have introduced the concept of RZ-equilibrium for a bi-matrix game with random payoffs
which is based on the notion of Z-equilibrium. Sufficient existence conditions are established in the cases where
the payoffs follow normal or Cauchy distributions. In both cases, we show that the chance-constrained game
can be formulated as an equivalent bi-criteria minimization problem, from which we derived algorithms for
the computation of RZ-equilibrium. In the future, we intend to extend this work to the case of multi-criteria
bi-matrix games with random payoffs. Finding conditions under which a game has at least one pure strategy
RZ-equilibrium is an interesting challenging research problem.

Acknowledgements. The authors would like to thank the two referees for their comments that helped to substantially
improve this article.
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