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OPTIMAL REINSURANCE AND INVESTMENT STRATEGIES FOR AN
INSURER UNDER MONOTONE MEAN-VARIANCE CRITERION

BoHAN L1 AND JUNYI GUO*

Abstract. This paper considers the optimal investment-reinsurance problem under the monotone
mean-variance preference. The monotone mean-variance preference is a monotone version of the classical
mean-variance preference. First of all, we reformulate the original problem as a zero-sum stochastic
differential game. Secondly, the optimal strategy and the optimal value function for the monotone
mean-variance problem are derived by the approach of dynamic programming and the Hamilton-Jacobi-
Bellman-Isaacs equation. Thirdly, the efficient frontier is obtained and it is proved that the optimal
strategy is an efficient strategy. Finally, the continuous-time monotone capital asset pricing model is
derived.
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1. INTRODUCTION

The investment and reinsurance are increasingly crucial issues for insurance companies. For this reason, lots of
mathematical models were proposed to help derive the optimal strategies. With these strategies, the insurance
companies can make profits and manage their risk exposures. In particular, because of its tractability and
intuitiveness, the mean-variance optimization problem has received great attention in recent years. The essence
of the mean-variance problem is to minimize the variance of the prospect while keep the expected prospect
fixed, that is, the mean-variance problem is a constrained optimization problem as follows:

Minimize J(u) = Varf[f], (1.1)

E"[f]=¢, '
with & > &y, where P is a given probability measure and f is an uncertain prospect influenced by the strategy
u. & is the riskless prospect, that is, the expectation of a prospect whose holder avoids any possible risk.
If the expectation ET[f] = ¢ varies, the corresponding optimal strategy and the minimized variance change
accordingly. Hence, the points (Varf[f], EY[f]) draw a half parabolic curve in the plane, which is called the
efficient frontier.
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On the other hand, there is an equivalent non-constrained formulation to (1.1) which is called penalty for-
mulation as follows:

Maximize Jy(u) = EF[f] — gVarP[f],

where 6 is an index of the insurer’s aversion to variance. As it turns out, the penalty formulation gives exactly
the same efficient frontier as that obtained from the constrained formulation.

Since the mean-variance problem was proposed by [19] in 1952, scholars have investigated it in many specific
situations and developed many approaches to solve this problem. In 2000, [13] first applied the mean-variance
criterion to the multi-period portfolio selection problem. Zhou and Li [28] studied the mean-variance problem in
continuous-time market. They introduced the linear-quadratic approach and obtained the optimal portfolio as
well as the efficient frontier by solving a stochastic Riccati equation. Li et al. [14] investigated this problem with
no-shorting constraints via the dynamic programming approach. They obtained the non-smooth value function
which is proved to be a viscosity solution of the corresponding Hamilton-Jacobi-Bellman (HJB) equation. Biuerle
[3] incorporated the concept of reinsurance into his model and considered the optimal benchmarked reinsurance
problem in 2005. Bai and Guo [2] investigated the no-shorting constrained mean-variance problem with multiple
risky assets. Zeng and Li [27] studied the time-inconsistency of the mean-variance problem and found a time-
consistent equilibrium strategy via the equilibrium approach. Chen and Yam [5] studied the problem in the
case that the market is regime-switching via the maximum principle approach. Shen and Zeng [22] considered
a wealth process with delayed capital inflow/outflow in the mean-variance problem and obtained the efficient
strategy and efficient frontier.

Let <, be a preference on uncertain prospects with the following utility score:

Ualf) = E71f] ~ gVar® (),

that is, g = f if and only if Up(g) < Up(f). We call <,,,, the mean-variance preference, because the functional
Up(+) coincides with the penalty formulation of the mean-variance problem. Unfortunately, the mean-variance
preference has a major drawback that it fails to be monotone. It may happen that an asset that has strictly
higher return could have lower score with mean-variance preference. Henceforth, investors who follow the mean-
variance preference may prefer less than more, which violates the most fundamental principles of economic
rationality. Especially, the monotonicity of preference is a crucial assumption in financial theory, without which
the arbitrage argument cannot be established (see [6] and [21]). In fact, the non-monotonicity can be bypassed
only under a very strict assumption about the probability distribution of prospect process, that is, the prospect
f must be bounded by E¥[f] + 1 almost surely.

In most literature of continuous-time portfolio selection, the insurer’s wealth process is assumed to be governed
by

dX (t) = [r®)X () + u@®)TB(t) + a(k — &,)]dt + u(t) o (t)dW (¢),

with initial value X (0) = xo, where u(-) is an R"*1-valued adapted strategy process representing the reinsurance
and investment strategies. The objective of the insurer is to maximize the expectation of its terminal wealth
X(T). It is easy to see that X (t) is an Ornstein-Uhlenbeck process, and the terminal wealth X (7T') may not be
bounded by EF[X(T)] + 1. In this case, using the mean-variance preference functional Uy as the utility score
is rather irrational.

In order to overcome the lack of monotonicity, [18] introduced an amended version of the mean-variance
preference named monotone mean-variance preference. It is based on the variational preferences of [17]. The
monotone mean-variance preference is the minimal monotone modification of the mean-variance preference.
It not only fills the gap of non-monotonicity, but also maintains the basic intuition and tractability of the
mean-variance preference.

Specifically, the monotone mean-variance preference <, is defined via the following utility score:

Vih) =min { B9U+ po@IP) b v e )
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where @ ranges over all absolutely continuous probability measures with square integrable density with respect
to P, and C(Q||P) is the relative Gini concentration index. Readers who are interested in more details of the
monotone mean-variance preference are referred to [18]. In this paper, we focus on maximizing the insurance
company’s monotone mean-variance preference utility rather than the classical mean-variance preference utility.

To the best of our knowledge, there are few research results for the optimal monotone mean-variance problem.
Trybuta and Zawisza [24] studied a continuous time portfolio choice problem where the coefficients of stocks
prices are assumed to be functions of a stochastic process. The discounted terminal wealth process are considered.
They obtained the optimal portfolio and the value function when the coefficients are specified. They assumed
Q is an equivalent probability measure with respect to P. For a large class of portfolio choice problem, [23]
further proved that, when the risk assets are continuous semimartingales, the optimal portfolios and value
functions of the classical mean-variance preference and the monotone mean-variance preference coincide. For
a general semimartingale model, [25] gave several results about the relationship of the classical mean-variance
preference and the monotone mean-variance preference. In this paper, we consider not only financial assets,
but also insurance and reinsurance. This is the first time that the monotone mean-variance objective is used
for the optimal reinsurance problem. Moreover, in this paper, Q need not be restricted to be equivalent to P,
but allowed to be absolutely continuous. We start from a family of absolutely continuous probability measures
and prove that the objective function reaches a minimum point at an equivalent probability Q*. Moreover, the
explicit optimal value function and the optimal strategy are both obtained.

This paper is organized as follows. In Section 2, we introduce the wealth process and the monotone mean-
variance optimization problem. To simplify our problem, we connect our optimization problem with a two-player
zero-sum game, and the optimal strategy of the insurer lies in the Nash equilibrium. In Section 3, we give the
classical formulation of the stochastic differential game, by the theory of absolutely continuous probability
measure in [11] and [16]. The Hamilton-Jacobi-Bellman-Isaacs(HJBI) equation for this game is also given.
Section 4 consists of all results of the paper. In Subsection 4.1, the value function is given explicitly by solving
the HJBI equation. The optimal strategy is also given. In Subsection 4.2, we present the efficient frontier of the
monotone mean-variance problem. This is proved to coincide with the efficient frontier of the classical mean-
variance problem. In Subsection 4.3, when only the financial market is considered, a monotone CAPM based
on the monotone mean-variance preference is obtained.

2. MODEL SETTING

In this section, we first introduce our wealth dynamic and then give a monotone mean-variance criterion
based on [18].

2.1. The wealth process

Let (2, F,P) be a complete probability space. Let S(t) = (S1(t), S2(t),...,Sn(t)) denote the prices of n
stocks. The price of i-th stock at time ¢ is

dS;(t) = Si(t)dPi(t),

with initial value S;(0) = s;. P;(¢) is the return of the i-th stock:

d
dPi(t) = bi(t)dt + Y _ o (t)dW;(t),
j=1
where b;(t) and o0;;(t) are both deterministic functions mapping from [0,7] to R. Wi(t)’izo 1. g are Lid.

R-valued standard Brownian motion under probability P, which describe the risk of the financial market.
Suppose that the financial market is arbitrage free, that is, n < d. If n < d, the financial market is incomplete.
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To simplify the notations, we write

bs(t) = (bi(t),b2(t),...,ba(t)T € R™,
os(t) = (045(t)) € R,

P(t) = (Py(t), Po(t),..., P,(t)T € R",
Ws(t) = (Wi(t), Wa(t), ..., Wa(t)T.

Thus the vector form of return is given by
dP(t) = bg(t)dt + o5(t)dWs(t).

Besides, investor can also put money in the risk-free bank account. Suppose that the interest rate is a
deterministic function r(¢), and this risk-free asset at time t satisfies the ordinary differential equation

dSo(t) = So(t)r(t)dt
with initial value Sy(0) = 1.

Assumption 2.1. We assume that (), bs(-) and og(-) are all bounded deterministic functions and og(+)
satisfies the following nondegeneracy condition

Ss(t) = os(t)os(t)” > dsl, Vte[0,T],
for some constant dg > 0 and the identity matrix I € R™*"™.

Next, we introduce the insurance risk model. Let C(t) be the claim process of the insurer which is governed

by the drifted Brownian motion
dC(t) = adt — O’QdWO (t),

where a and o are two constants. Wy(t) is a standard Brownian motion modeling the insurance risk. Suppose
that Wy (t) is independent of W;(¢) for any 1 < j < d. We note that the above model of the claim process is a
diffusion approximation of the classical Cramér-Lundberg model. There has been much work on the diffusion
approximations, such as [7,9,10], etc.

The parameters in the above model have the following interpretation

a=AE(U;), 0(2) :AE(Uf),

where A is the intensity of a Poisson point process N(t), U; is the size of the i-th claim. All the {U;} are
independent and identical distributed and are also independent of N(¢).
The insurance premium is paid continuously at the rate of

c=(1+K)a,

where k > 0 is the relative safety loading of the insurer. Therefore, without reinsurance, the surplus process is
given by
dR(t) = cdt — dC(t) = kadt + ocodWy(t), t € [0,T].

Denote by W (t) = (Wy(t), Wi (t), Wa(t),...,Wa(t))T, and let F := {F|t € [0,T]} be a P-completion of the
right continuous filtration G := {G,|t € [0,T]}, where G, = o(W (s),s < t).

The insurer can invest its wealth in risky assets or put it in a risk-free bank account so as to manage its
capital market risk. The insurer can also purchase proportional reinsurance product or acquire new business so
as to manage its insurance risk. Let X (¢) denote the wealth process of the insurer. Let u;(t) be the amount of

n

money invested in the i-th risky asset at time t, and X (¢) — >, ; u;(t) be the amount of money put in the bank
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account. We allow wu;(t) to be greater than X(t), or being negative. If u;(t) > X (¢), it means that the insurer
borrows money from bank. If u;(¢) < 0, it means that the insurer short sells the i-th risky asset. Let ug(t) be
the retention level of reinsurance at time t. We allow ug to be greater than 1. As in [3], uo(t) > 1 means that
the insurer acquired new business. Let k, be the relative safety loading of the reinsurer. Usually %, > k, but
when x,, = k we call it the cheap reinsurance.

If the insurer purchases 100(1 — ug(t))% proportional reinsurance, it should pay the premium at the rate of
(1 4+ kr)(1 — up(t))a to the reinsurer, and the reinsurer should undertake 100(1 — wug(t))% of the claim from
insurer. Thus, the surplus process of the insurer after purchasing proportional reinsurance is given by

dR(t) = cdt — (1 + k) (1 — up(t))adt — ug(t)dC(¢)
= [kruo(t) + (k — kr)]adt + ug(t) oo (t)dWo(t), (2.1)

with initial value R(0) = xo. The insurer’s wealth process X (t) is given by

X () = Y i) d;i((f)) X0~ Y (o) dsi(’((f)) L dR(t)
— [r()X (1) + u(®) T B() + alk — r)]dt + u(t) o (£)dW(2), (2.2)

with initial value X (0) = z(, where

u(t) =(uo(t), u1(t), ..., un(t))Tv
B(t) =(ak,, by (t) —r(t),...,ba(t) — r(t))7,

0 6 xn
U(t) <6n?<1 U;(t)>7
W (t) =(Wo(t), Wi(t), ..., Wa(t)".

By Assumption 2.1, r(-), B(-) and o(-) are all bounded functions and satisfy:

2 0
ZtZZUtOtT=<—»JO bxn ) > 61, vt e[o,T],
(@)= oo = (70 Yo ) > 0.7)
for some constant § > 0 and the identity matrix I € R(+1x(n+1),
2 2
Let p(t) := B(t)"S(t)"'B(t) = “5= + ps(t), where pg(t) := Bs(t)"Ss(t)"'Bs(t). By Assumption 2.1,
0
p(t) > 0.

2.2. Monotone mean-variance objective function

In this section, we give a concise introduction of the monotone mean-variance preference derived from [18].
The monotone mean-variance preference utility is defined by

vilh) = i, { B9+ o)), s e ), (2:)

where J

2y = {Qs e =1.8|(§22] <o},
and C(Q||P), defined by
Wﬁgﬂ—LﬁQ<R

400, otherwise,
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is the relative Gini concentration index (or x2-distance) which enjoys properties similar to those of the relative
entropy (see [15]).

Let Gy C L2(P) be the domain of monotonicity of the classical mean-variance utility Uy, in other words, a
subset of £L2(P) where the Gateaux differential of Uy is positive. By Lemma 2.1 of [18], Gy is given by

6= {1 e f- Bl < P as )

which implies that f € Gy only if f is an almost surely bounded random variable under P and the deviation
f — ET[f] is small enough.

In this paper, the terminal wealth X“(T) of the insurer takes place of the prospect f. Since X*(T) may be
unbounded for some admissible strategies, the widely used classical mean-variance utility

Ug(X™“(T)) = EX [X*(T)] - gVarP(X“(T)), Vf e L*(P)

fails to be monotone. Specifically, there may exist two strategies u and v which satisfy that X*“(T) > X"(T), P—
a.s, but Ug(X*(T)) < Up(X"(T)) (please see Example 2.2 below). Therefore, the monotone mean-variance utility

v ) =t {9 )] + o@le)|

is a more rational objective function for insurers’ purposes. The aim of the insurer is to find the optimal strategy
u*(+) which can maximize Vy(X“(T)).

Example 2.2. Consider a company whose risk-aversion is 0 = 2. Let n ~ N(10,1) and ¢ ~ U(0,12) be two
independent random variables where 1 is the profit from the operation of the company and € is an opportunity
of arbitrage in the financial market. Then the company’s total wealth is X" = n + ue, where u is the portfolio.
For the cases u =0 and uw =1, we have

Up(X®) = EPn—Vartn =09,
and
Up(X') = EPn—VarPn+ EPe — Varfe = 3.

Obviously, X* is always greater than X° but the company shall chose the portfolio u = 0 because Up(X?') is less
than Up(X©).

Problem 2.3. (MMYVy)
Maximize Igp(u()) over UI0,T],

where

() = Volx*m) = inf X+ gre@ip . (2.4

and the set U[0,T)] is defined by definition 3.1 in Subsection 3.2.
Let us consider a companion two-player zero-sum game as follows:
Problem 2.4. (G) Let
Bfu().Q) = { EOX(D)] + gc@lP) -

The player one wants to mazimize Jg(u(:), Q) with its strategy u(-) over U[0,T] and the player two wants to
mazimize —Jg(u(-), Q) with his strategy Q over A%(P).
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In this case,

Ip(u(-)) = inf Jyp(u(),Q).
oul) = inf | Jo(u().Q)
We also set
Q= sup Jpu(),Q), @h:= inf I5Q), ®g= sup Iy(u(-)).
u(-)eU[0,T] QEAZ(P) u(-)eU[0,T]

Definition 2.5. If there exists an F-adapted process u*(-) € U[0,T] and a probability measure Q* € A?(P)
such that

Jo(u™(-), Q") = sup Jp(u(-), Q%)

u(-)eU[0,T]
Jo(u'(-),Q) = inf Jp(u*(:
9(u (),Q ) QEKIQ(P) 9(” ()7Q)7

then we call the pair (u*(-), @*) a Nash equilibrium (non-cooperative equilibrium) for Problem (G).

Lemma 2.6. Given some u*(-) € U[0,T] and Q* € A?(P), the following statements are equivalent:
(a) (u*(-), Q") is a Nash equilibrium of Problem (G);

(b) Y(u(), Q) € U, T) x A2(P), Jo(u(), Q") < Jo(u*(-), Q%) < Jo(u (), Q);

(c) Bh = g, Iy(u*(-)) = By and [L(Q*) = B}

Proof. The proof is the same as that of proposition 8.1 in [1].

Lemma 2.1 shows that the optimal strategy lies in the Nash equilibrium of the companion two-player zero-sum
game. We only need to solve Problem (G) for the solutions of Problem (MMVy).
3. PROBLEM REFORMULATION

3.1. The structure of Y and q

In this section, we will characterize Q by a mean one nonnegative square integrable martingale. In this case,
the choosing of @ is equivalent to the choosing of a control variable q. We first let

Y(t):= Z—g L (3.1)
Y =Y(T)= z—g

By virtue of properties of the Radon-Nikodym derivative, we have Y (t) = EX[Y|F].

Lemma 3.1. Suppose that Q € A?(P), then the process {Y (t) : t € [0,T]} defined by (3.1) on (Q,F,P) is a
nonnegative square integrable martingale under P adapted to the filtration F with EFY (t) = 1. Moreover,

E°[X ()] = EV[X(t)Y (1)) (3-2)

for any bounded and Fy-measurable function X (t). Conversely, if {Y (t) : t € [0,T]} is a nonnegative F-adapted
square integrable martingale under P with EYY (t) = 1, then, for any t € [0,T], the probability measure @Q;
defined via (3.2) belongs to A%(P), and {Qq,t € [0, T} satisfies the following consistency condition:

Qr(A) =Qi(A), VAc F,tcl0,T].
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Proof. Suppose that Q € A?(P). It is obvious that Y (t) defined by (3.1) is a nonnegative martingale. We note
that

BP0 =5 {17 (17
<EFP {EP (Y2|ft)]

=E7(y?) = BP[(32)7) < oo, Vi€ (0,7,
where the above inequality is due to Jensen’s inequality. Thus Y (¢) is square integrable. By the definition of
Radon-Nikodym derivative, (3.2) is proved.
Conversely, let Y () be a nonnegative square integrable martingale with unit expectation. It is proved in Claim
6.1 of [8] that @ defined via (3.2) is an absolutely continuous probability measure. By the square integrability of
Y (t), Q € A%(P). The consistency condition is due to the martingale property of Y (¢). O

Let Y2(P) be the set of all F-adapted nonnegative continuous square integrable martingales under P with
EPY(t) = 1. Thus, Q € A?(P) if and only if Y (t) € Y?(P). The monotone mean-variance objective (2.4) can
be formulated as

1 1
Iop(u(’) : = i EP | X¥(T)Y(T)+ =Y (T)?> — —| }.
o=, min B Xy + gyy - g
An equivalent problem is to maximize
~ 1
Io(u(’)) := i EP | XY (DY (T)+ =Y (T)?| }.
() =, min BP0+ gve2] ]

Problem 3.2. (D) Let

Jo(u(-),Y () = EF[X"(T)Y(T) + %Y(T)Ql

The player one wants to maximize Jo(u(-),Y () with its strategy u(-) over U[0,T] and the player two wants to
mazimize —Jg(u(-),Y (+)) with his strategy Y (-) over Y?(P).

Theorem 3.3. If (u*(:),Y*(-)) is a Nash equilibrium of Problem (D), and let Q* := Qr where Qr is defined
by (3.2) with Y (-) :=Y™*(-), then (u*(), Q*) is a Nash equilibrium of Problem (G). Conversely, if (u*(-), Q*) is
a Nash equilibrium of Problem (G), and let Y*(t) be defined by (3.1), then (u*(-),Y™*(+)) is a Nash equilibrium
of Problem (D).

Proof. The proof is straightforward from Lemma 3.1. g

Next, we try to write Y(-) € Y?(P) in the form of the stochastic exponential (please refer to [11,16] and
[8]). By the Brownian martingale representation theorem, for any Y (-) € Y?(P), there exists an R?*! valued
F-adapted process H (t) such that

EBF /T Ht)TH(t)dt < oo,
0

and

Y(T)=1+ /T Ht)Tdw (t).
0
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Because Y may hit zero at finite time, we denote by ¢ = lim,,_, ;o (., where
Gu=nf{r> 0:Y (1) = -,
then Y (¢) = 0 on {¢ < T}. Let q(t) be a R¥*! valued process satisfies
q(t) = H(t)Y (1),

where

2477

According to the definition, fOT q(t)Tq(s)ds = oo may hold in a set of positive measure, so ¢(-) cannot be an
integrand of stochastic integral. But we can define a generalization of stochastic integral as follows (for details,

please refer to Subsection 4.2.9 in [16]):

t
I':(q) :P—li,ﬁnx<f;q<s)Tq(s>ds<oo>/o ¢ (s)TdWs,

where
q"(s) = A(S)X( [ g(w)Tq(w)du<n)-

By Lemma 6.2 in [16], Y(-) admits the representation

v = e (Tl - [ a(o)Tats)as )

By Lemma 6.3 in [16] and the proof of Lemma 6.2 of [16], Y(-) is the unique nonnegative continuous solution

to stochastic differential equation:
t
Y(#)=1 +/ Y (s)q(s)TdW (s), Vte[0,T].
0

Conversely, for any R"*! valued F-adapted process q(-) satisfying

P( / "y (s a(s) a(s)ds < oo) 1,
let

o inf{t <T: fot q(s)Tq(s)ds > n?},
"o it 7 o(s)"a(s)ds < n,

and 7 = lim,, 7,. By Lemma 6.3 in [16], SDE (3.4) has an unique nonnegative continuous solution
Lt
Y(t) =exp | T:(q) — 3 q(s)" q(s)ds |,
0
if and only if the following two conditions are satisfied

{ (a) P(r >0) =1,

(b)  limy—ioo fy" q(5)7q(s)ds = 400 on set {w: 7 < T}.

(3.4)

(3.5)
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If Y (-) is the nonnegative continuous solution to (3.4), then it is a nonnegative local martingale, and by Fatou’s
lemma,
EY(T) = Eliminf Y°*(T) < liminf EY?"(T) = liminf EY (0) = 1,
n—-+oo n—-—+o0o n—-+oo
where o, is a sequence of F-stopping times reducing Y (-). Hence, Y is a supermartingale but may not be a
martingale. In this case, the measure @ defined via (3.2) may not be a probability measure. To make @ a
probability measure, we have to restrict ¢(-) to the following smaller set Q[0,T7], so that Y(+) is a martingale:

Q[0,7] :={q(-) : [0,T] — R¥* ' : ¢(-) is F-adapted such that

the SDE (3.4) has an unique nonnegative continuous square integrable martingale solution}.

Corollary 3.4. Suppose that Y (-) € V2, then the process q(t) defined by (3.3) belongs to Q[0,T] and Y is the
solution to (3.4). Conversely, if q(-) € Q[0,T), then the process Y (t) defined by (3.4), belongs to V2.

Proof. The proof is straightforward from the above arguments.

3.2. Stochastic differential game

In this section, we consider the following classical formulation of stochastic differential game (Problem
(Psay))- This type of stochastic differential game has been studied by [26] and [20]. Through the dynamic
programming principle, a nonlinear differential equation named Hamilton-Jacobi-Bellman-Isaacs equation (see
theorem 2.5.2 in [26] and theorem 3.2 in [20]) is proposed to solve this stochastic differential game.

We consider the following family of stochastic differential games with different values of initial times and
states:

Problem 3.5. (Pg,,) Let

1
T8, 2,y) = B, | XMDYUT) + 55 (VD) (3.6)
where EL, -] represents EX[|X"(s) = 2,Y(s) = y]. The player one wants to mazimize J"(s,x,y) with its

strategy u(-) over U[s,T] defined below and the player two wants to mazimize —J“9(s,z,y) with its strategy
q(-,-) over Q[s,T] defined below.

The state processes are given by
dX"(t) =[r(t) X" (t) + u(t)TB(t) + a(k — k,)]|dt +u(t)Ta(t)dW (t), t€ [s,T), (3.7)
dYi(t) =Y 1(t)qt)dW (t), te€[s,T),

with initial values X (s) =z, Y (s) = v.

Definition 3.6. (admissible) The strategy u(-) of the player one is admissible for Problem (Pgy,) if u(-) :
[s,T] — U is an F-adapted process such that

T
EP/ u(t,w)?dt < oo,

where U = Ry x R", and Ry is the set of nonnegative real numbers. Moreover, we denote the set of all
admissible strategies u(-) by U[s,T]. The strategy ¢(-) of the player two is admissible for Problem (P,,) if
q() : [8.T] — R4 is an F-adapted process such that the SDE (3.8) has a unique nonnegative continuous square
integrable martingale solution. Moreover, we denote the set of all admissible strategies ¢(-) by Q[s, T].
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By Theorem 2.5 and theorem 2.9 of chapter 5 in [12], SDE (3.7) has a unique strong solution for any
u(-) € U[s, T]. If (u(-), ¢q(-)) is the candidate Nash equilibrium of Problem (P, ), it is important to verify that
the solution of SDE (3.8) is a square integrable martingale.

Theorem 3.7. If (u*(:;0,20,1),¢*(:;0,20,1)) is a Nash equilibrium of Problem (Poz1), then
(u*(;0,20,1),Y*(:;0,20,1)) is a Nash equilibrium of Problem (D) where Y*(:;0,20,1) is the solution to
(3.4) with q() = ¢*(+;0,20,1). Conversely if (u*(-;0,20,1),Y*(:;0,20,1)) is a Nash equilibrium of Problem
(D), then (u*(+;0,2z0,1),¢*(-;0,20,1)) is a Nash equilibrium of Problem (Poz,1) where ¢*(+; 0,0, 1) is defined
via (3.3).

Proof. The proof is straightforward from corollary 3.4. O

We only consider here u(-) and ¢(-) are both Markov feedback control, that is, u(t) = u(¢, X (¢), Y (t)) and
q(t) = q(t, X (t),Y(¢)). The infinitesimal generator of (3.7) and (3.8) is given by
wg O T o 1 5 r 0% 1 50 02 T 0?
A =5+ e+ T BO) +als = )5+ 5T o0 ugs + 500 + T
The following verification theorem is an analogue of the theorem 2.5.2 in [26] or the theorem 3.2 of [20)].

Theorem 3.8. (verification theorem) Suppose that there exists a function ¢ € CH22([0,T] x R x Ry) and
a pair of strategies i(t) € U[0,T] and §(t) € Q[0,T] such that

1) APt z,y) =0,  V(tz,y) €[0,T) xR xRy,

(2)  AM(t,z,y) >0, VgeR,  V(t,z,y) €[0,T) x R x Ry,

3)  API(tx,y) <0,  YueU,  Y(ta,y) €[0,T)xRxRy,

with the terminal condition ¢(T,z,y) = xy + 554y>. Then ¢(s,z,y) is the value function of Problem (Pszy),
(a(t),4(t)) is a saddle-point solution to Problem (Psy,). Moreover,

o(s,z,y) = sup ( inf  J%“9(s,z, ) = inf ( sup JYI(s,x, >
( 2 u(-)eU[s,T] \ 4(€Qs,T] ( 2 a(1)€Qs,T] \ u(-)eu[s,T] ( v)
= sup J®(s,my)= inf J"(s,x,y)

u(-)eUls,T) q(-)€QIs,T]
= J¥(s,2,y) = B(s,x,y).
Let
(u(),¢" () = (@l X7 (), Y™ (), 4(, X7 (), Y™ (1)),
where X*(-) and Y*(-) are solutions to SDEs (3.7) and (3.8) under the feedback saddle-point u(t) =
w(t,X(t),Y(t)) and §(t) = ¢(t, X(t),Y(t)), then (u*(-),q*(-)) is a Nash equilibrium to Problem (Pgyy).

By Lemma 2.6, Theorem 3.8 (1)—(3) are equivalent to the following equalities

AP S (¢ 3 y) =0, W(t2,y) €[0,T) x Rx Ry,

HelﬂfﬁA (o) d s 2 y) =0, V(t,z,y) € [0,T) x R x Ry,
a

sup ATVt v y) =0, W(ta,y) €[0,T) x R x Ry,
uelU

which gives us the following compact form of HJBI equation:

sup (mf A p(t, y)) = inf <sup Af’q¢(t,x,y)> =0. (3.9)

uelU q€R \ weU
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4. MAIN RESULTS

This section consists of all the main results of this paper. In Subsection 4.1, the explicit optimal strategy and
value function are given. In Subsection 4.2, the efficient frontier of monotone mean-variance problem is given.
In Subsection 4.3, the monotone CAPM is presented in the absence of insurance.

4.1. Value function and optimal strategy

We first give the explicit form of the Nash equilibrium of Problem (Pg;,) and the optimal strategy for
Problem (MMVy). The proofs will be presented later.

Theorem 4.1. The value function of Problem (Psgy) is given by

é(s,x,y) =exp (/&T r(t)dt) Ty + 2—10 exp (/bT p(t)dt> y?

+a(k — kp)y /ST exp (/tTr(v)dv> dt. (4.1)

The insurer’s strategy u*(-; s, x,y) defined by

T

wssi) = 5207 B0 ([ o) = r)d )V (s (42)

belongs to U[s, T], and the market’s strategy q*(-; s, z,y) defined by

¢ (5s,2,y) = —o()"S() ' B() (4.3)

belongs to Qls,T|. Moreover (u*(-;s,z,y),q*(-;s,x,y)) is a Nash equilibrium of Problem (P, ), that is,

Ju*(-;syw,ym*(-;s,w,y)(3’x’ y) = sup JU(~)7q*(<;s,r7y)(s7x7y)’
w(-)eu[o,T]

JU e Gnea) (g p oy = qnf e CGsew)aO) (g gy

(s,2.y)= b (s,2,9)

Before proving Theorem 4.1, some lemmas will be given at first. The following lemma provides a candidate
for the Nash equilibrium of Problem (Pgz,).

Lemma 4.2. The HJBI Equation (3.9) has a C1?? solution as follows:

o(t, x,y) =exp (/tT T(S)d8> zy + % exp (/tT p(S)dS) y?

+a(k— k)Y /t " e ( / ! r(v)dv) ds, (4.4)

with the stable saddle-point
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Proof. First of all, we study the following HJBI equation:

0= sup (_inf AP0(t.2.3) ) =sup E LG+ 002 + T B0 + alr — )]
1 5 0%¢
1y 99 T o
- — t .
+oUaagg tyu o( )qawy}
For simplicity, we denote
¢ ¢ _ 9¢ _
ot T ¢ta O = ¢15 8y = ¢27
0%¢ 0%¢ 0%¢
Fri ?11, o P22, oy P12
To study the Equation (4.7), we first fix uw € U and minimize
Lo T
h(q) == LA qp22 + yu” o(t)qpi2
respect to q. If ¢ag > 0 holds, then the minimum is attained at
. o(t) ug1s
tx,y) = — L 1912, 4.8
q(t,z,y) SO (4.8)
Substituting this into (4.7), we are to find the maximizer of
1 2
k(u) :== uT B(t)$1 + =uTS(s)u <¢>11 _ (012) )
2 P22
If ¢11 — % < 0 holds, then the maximum is attained at
it 7,y) = —(5) 7 Blr) 202 (19)

P11¢22 — (P12)2 .

Substituting (4.8) and (4.9) into (4.7), we get the following non-linear partial differential equation for the
unknown function ¢:

_ 10y (61)%b2n
Gt Ir(t)e +als Hg)]ébl +3P(8) Gar—dnem =0 tE0.T), (4.10)
AT,z y) = zy + 559"

Inspired by the terminal condition of (4.10), we try the following solution
ot ,y) = At)zy + O (t)y” + U(t)y, (4.11)
with A(T) =1, ©(T) = 5 and ¥(T) = 0. Therefore, we have

o =N(t)zy+0'(t)y* + V' (t)y, é1=A(t)y,
¢11 = 0) ¢12 = A(t)7 ¢22 = 2®<t) (412)
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Substituting (4.12) into (4.10), we get three ordinary differential equations

S
—~
=

+
2

N

I
=

N
~—

=
—~
=

I
=

with terminal conditions A(T) =1, ©(T) = & and ¥(T) = 0. It is easy to find that

A(t) = exp ( s r(s)ds)
O(t) = & exp ( Ir p(s)ds>, (4.13)
U(t) = a(k — k) [, exp ( Ir r(v)dv) ds.

Substituting (4.13) into (4.11), the smooth solution of the partial differential Equation (4.10) is obtained as

(4.4). Tt is easy to verify that the solution ¢(¢,z,y) can indeed make ¢oo > 0 and ¢ — % < 0 hold. Thus
(4.4) is a smooth solution of HIBI Equation (3.9). In the end, by substituting (4.13) into (4.8) and (4.9) and
since (4.5) is nonnegative for any ¢ € [0, T, the saddle point (4(¢,z,y), §(t,x,y)) is given by (4.5) and (4.6).

We denote by (u*(t;s,z,v), ¢ (t;s,z,y)) = (a(t, X%(t),Y(t)),4(t, X*(t),Y(t))) where & and § are given by
(4.5) and (4.6) and X%(s) =z, Yi(s) = y.

Lemma 4.3. The insurer’s strategy uw*(-; s, x,y) defined by (4.2) belongs to U[s,T], and the market’s strategy
q*(;8,2,y) defined by (4.3) belongs to Qls,T).

Proof. By Assumption 2.1 and Lemma 6.3 in [16], the SDE (3.8) has a nonnegative continuous solution which we
denote by Y. Since ¢*(+; s, z,y) is deterministic and bounded, Y is a square integrable martingale. Consequently,
q*(+;s,2,y) € Q[s, T]. On the other hand, since

sup EY(t)? < 400,
s<t<T

we can deduce that -
EP[/ u*(t,w; s, x,y)2dt] < 400,
which proves that u*(-; s, z,y) € Uls, T). O
Proof of Theorem 4.1 is as follows.

Proof. By Lemma 4.3, (u*(t),q*(t)) belongs to U[s,T] x Q[s,T]. Theorem 4.1 then follows from Theo-
rem 3.8. a

In what follows, we write (X (t),Y? (t)) by (X*(t),Y*(t)) for simplicity.
Theorem 4.4. Let X*(t) and Y*(t) be the state processes under the strategies defined by (4.2) and (4.3), then

%Y*(t) exp </tT p(v) — r(v)dv) = /: a(k — k) exp (/t r(u)du) dv — X*(t)
+zexp ( / tr(v)dv) + %yexp ( / ' p(v)dv) exp ( /t ! r(v)dv). (4.14)
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Proof. By substituting (4.2) and (4.3) into (3.7) and (3.8), we have
1 T
dX*(t) =[r@)X*(t) + a(k — k) + EB(t)TE(t)*lB(t) exp (/t p(v) — r(v)dv) Y (¢)]dt
T
+ %B(t)TE(t)’la(t) exp (/t p(v) — r(v)dv) Y*(t)dW (t)

=[r(O)X"(t) + a(k — r,)]dt — % exp ( - /t ' r(v)dv)d(Y*(t) exp < /t ! p(v)dv)).

a(k — k) exp (/tTr(v)dv> dt — ;d(Y*(t) exp (/tT p(v)dv))
= exp (/tTr(v)dv> AX*(t) — () X" (t) exp (/tTr(v)dv> dt
d<X“(t) exp ( / ' r@)dv)) |

By integration, we obtain

XU(t) exp ( /t ' r(v)dv) ~zexp ( / Tr(v)dv)
:/Sta(/i—/i,«)exp(/vTr(u)du)dv—Y exp(/tTp )+ yexp(/STp(v)dv>. .

Corollary 4.5. If the initial value is X*(s) = x, Y*(s) = y, the optimal strategy of Problem (MMVWVy) is given
by

Therefore,

W (s y) = S()LB() % { /: a(k — k) exp (/t r(u)du) dv — X*(t)

v ([ rwa) + Syoo ([ po)en (- [ row)),

and the value function of Problem (MMVy) is given by

Dy =exp (/sTr(v)dv> Ty + 2—10exp (/ST p(v)dv> y?
T po(k — k)Y /ST exp </UTr(u)du> dv — 2%

Although the objective function used in this paper is not the classical bi-objective mean-variance pref-
erence, we can still obtain a set of means and variances of the terminal wealth process when letting the
risk aversion @ vary from 0 to co. We name this set the efficient frontier. Denote by O := {uf € U[0,T] :
uY is the optimal strategy for Problem (MMVy), 6 € [0, +00)}.

4.2. Efficient frontier

Definition 4.6. The following set is called the efficient frontier of the optimal monotone mean-variance problem

{(VarP X“(T), EY X*(T)),u € O}.
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Let u(-) = 0 and solve the SDE (3.7), then we can find the riskless wealth of insurer which is given by
XO(t) = zgexp (/Ot r(s)ds) + /Ot a(k — kKr) exp(/t r(u)du)ds. (4.15)
s
We set

X0 =X%T).

Theorem 4.7. (efficient frontier)If EX X(T) > X°, the efficient strategy u is given by (4.2); if EXX(T) <
X0 the efficient strategy is given by u(t) = 0,Vt € [0, T]. The efficient frontier of the monotone mean-variance
problem is given by

1=exp(— [T p(s)ds)
(0, X, if EPX(T) < X°.

- 2
<p<fn<>d> (EP X(T) - X0> ,EPX(T)), if EPX(T) > X°,

Remark 4.8. The efficient frontier in Theorem 4.7 is actually the same as the efficient frontier of the classical
mean-variance problem given by Theorem 8 in [4].

We first give some lemmas before proving this theorem.

Lemma 4.9. Define Q* by the arguments in Lemma 3.1 where Y is replaced by Y*. Let u*(-) be the optimal
strateqy. Then, we have

EPX*(t) = 29 exp (/Ot r(s)ds) + /Ot alk — k) exp(/st r(u)du)ds

t 1 T T
+/ ap(s) exp(/ p(u)du)dsexp(—/ r(u)du), (4.16)
0 s t
. dQ* dQ* 2 t
Q _ P — BPvE(2 —
E {dP }_j =F {dp ]:j =E (Y*(t)® =exp /o p(s)ds | . (4.17)
Proof. (4.16) is obvious by taking expectation on (4.14) under P. (4.17) is obtained by applying It6’s Lemma
to Y ()% O

Lemma 4.10. The variance of the wealth process under optimal strategy uw*(-) is given by

exp(— [y p(s)ds)
1—exp(— [y p(s)ds)

Varf X*(t) = (EPX*(t) — EQ*X(t))Q, (4.18)

where Q* is defined in Lemma 4.9 and
EQ X (t) = zgexp (/Ot r(s)ds) + /Olt a(k — K,) exp (/t r(u)du) ds = X°(t). (4.19)
Proof. By Theorem 4.4 and (4.17), we have
Var? X*(t) 29%62 ftT(”(s)_T(S))dSVarPY*(t)
:9%62 T (p(s)—r(5))ds <EPy*(t)2 B (EPy*(t))2>
2 [ (p(s)=1(s))ds < By (1) - Epy*(t)>

1
:0726
:%62 ftT(P(S)*T(S))ds(efot p(s)ds 1),
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and
EPX*(t) - E¥X(t) = %(efé p(e)ds _ 1) o) =r()ds.
Hence
VarP X*(t) = 1 P Q ’
art X (t)_efo‘p(s)ds_1<E X*(t)— FE X(t))
which proves (4.18). O

Proof of Theorem 4.7 is as follows

Proof. If EF X(T) < X°, taking expectation of (3.7) and comparing it with (4.15), we have the equivalent
inequality as follows

EP[ /O " u()TB(s) exp / Tr(u)du)ds} <. (4.20)

We claim that (u?(-), ¢%(-)) = (0, 0) is the Nash equilibrium of Problem (Pg,,1) under constraint (4.20). Indeed,
we have
Yo(t)=1, Vvtelo,T],

and thus . )
JO0(0,0,1) = EX[XO(D)YO(T) 4 2o (VO(T)] = X(T) + 5o
where X%(T) is a deterministic function given by (4.15). For any admissible ¢(-) € Q[0,T], we have

JO10,20,1) = EPXO(T)YS(T) 4 o0 (VO(T))

T
= XUT)+ ges( | a(s)a(e)ds)

1
> XUT) + —

= 2 :JO’O(O,QT(),I).

For any admissible u(-) € U[0, T satisfying the constraint (4.20), we have

T00,0,1) = BPXUTIYO(T) 4 oo (VO(T))]
1

= BPX(T)] + 5

= X(T) + EF { /0 ") B(s) exp / t 7“<“)d“>ds} * ?19

1
< XO(T) + % = J0’0(07l‘07 1)

Therefore, by Lemma 2.6, when EXX(T) < X, the efficient strategy is given by u? = 0 and the optimal
probability measure is given by Q¢ = P. Since X°(T) is deterministic, Var’ X%(T) = 0 and EXX(T) =
XO%(T) = X Thus, the efficient frontier is the point (0, X°). If EX X (T) > X, then the efficient strategy u? is
given by the optimal strategy u* of (4.2). In fact, u* satisfies that u*(¢) > 0, for V¢ € [0,7] and

EF {/OT u*(s)T B(s) exp(/sTr(u)du)ds] > 0,

thus EX X*(T) > X holds. Therefore, the efficient frontier can be derived from Lemma 4.10. O
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Corollary 4.11. If the reinsurance is cheap, in other words, k = k., the efficient frontier of the monotone
mean-variance problem is given by

2
exp(— fo p(s)ds) P 0 P P 0
(pr(fﬁp(s)dﬁ) (E X(T)—Xch> E X(T)), if EPX(t) > X9,

(Oanh)a Zf EPX(T) S Xgha

t
XY, = zpexp (/ r(s)ds).
0

Remark 4.12. It is easy to see that X" increases to XY, as r, decreases to k. This explains that the variance
of the wealth of the insurer who purchases cheaper reinsurance is smaller than that of the insurer who purchases
expensive reinsurance.

where

Corollary 4.13. If there is no insurance in our model setting, in other words, a = o9 = 0, the efficient frontier
of the monotone mean-variance problem is given by

2
exp(— [ p(s)ds) P _ %0 P P 0
(1_exp(_fgp<s)ds) <E X(T) Xm> B X(T)), if EPX(T) > XY,

(0, X°,), if EPX(T) < X0

ni ni’
t
Xgi = xgexp </ r(s)ds).
0

Remark 4.14. The efficient frontier in corollary 4.13 is actually the same as the classical efficient frontier given
by Theorem 6.1 in [28].

where

4.3. Monotone CAPM

Lemma 4.15. Let Q* be defined in Lemma 4.9. Then the discounted stock price is a martingale under Q*. If
the reinsurance is cheap (k = k), the surplus process is a martingale under Q*.

Proof. By Theorem 6.2 (generalized Girsanov theorem) of [16], W (t) = W(t)+fg o()TS()71B(-)ds is a Wiener
process with respect to system F and measure Q*, which has components

t
ak,

Wo(t) = Wo(t) + /

o 9o

Ws(t) = Ws(t) + / o5(3)TS(s) "' Bs(s)ds,

ds,

where
Bs(t) = (b1 (t) = r(t),..., ba(t) = r(t)".
The insurance surplus process can be written as
dR(t) = kadt + oodWy(t)
= kadt + oy (dﬁ;o(t) —

ak,

dt)

00

= a(k — ky)dt + oodWo(t).
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Thus, when k = K, it is a martingale under Q*. The return of stock process can be written as

dP(t)

bs(t)dt + os(t)dWs(t)
bs(t)dt + o5 (t)(dWs(t) — os(t)T S (t) " By (t)dt)

r(t)1dt + os(t)dWs(t)).

Noting that () is the riskless interest rate, S;(t)/So(t) is a martingale under Q*.
Remark 4.16. If a = 0p = 0 (no insurance in the model), @* is an equivalent martingale measure.

Consider the following equality

EP[P)Y*(8)] = EQ [P(t)] = /O r(s)Tds.

It coincides with the first-order conditions (B.16) in [18]. Using the term from [18], Y*(¢) is called the equilibrium
pricing kernel.
The following proposition is an analogue of proposition 5.1 in [18].

Proposition 4.17. If u’ is the optimal strategy for Problem (MMVy), then gue is the optimal strategy for
Problem (MMV¢), in other words, u® =

To distinguish the investment and reinsurance from optimal strategy (4.2), we denote by

where

is the reinsurance strategy(retention level) of the insurer and

. 1 -1 T dQ*
us(t) = 5 (Ss(0) " Bsesn ([ os) — ris)s) T8
¢ F
is the portfolio strategy of the insurer
It is easy to see that u$§ = Zu%. Given 6 > 0 with (u%)”T > 0, define m = 6(u%)TT. Hence by proposition
4.17 0
m U
Ug = ST .
(ug)TT

Then u¢' does not depend on the choice of # and satisfies

—

(uH) T =1,

which implies that u'§ is a market portfolio in financial market, that is, the portfolio holder does not invest
any of its wealth in the risk-free asset. In what follows, we assume that only the financial market is considered
(a = 09 = 0). We denote by X™ the wealth process of the market portfolio holder, that is,

m mdSi(t
dX Zusl 1((15))
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Theorem 4.18. (monotone CAPM) Let X,,, be defined as above. Then
L dS;(s) K L dX,,(s) t
EP{/ : ]/rsdsﬂﬂf(EP{ m}/rsds),
o Si(s) 0 (#) 2 0 Xm(s) 0 ®)

t s *
Covf [ N dg((s)),Y (t )}

where

= P .
Covp{ 0 ;(m((s)),Y (t)]

Proof. Note that

t Si(s) t o Si(s)
-/ r(S)ds—EP[ 0 dgé” (4:21)

and

:/otr(s)ds _EP{ 0 Cg'(m(( ))] (4.22)

Dividing (4.21) by (4.22) gives

t dS;(s * t dS;(s t
[f S, (i) ) } EP[ 0 S,;((s))] - fo r(s)ds

CovP {ft d))(in(:))’y*( )] EP|: (;5 d)){(m } fo

which completes the proof.
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