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INERTIAL NORMAL S-TYPE TSENG’S EXTRAGRADIENT ALGORITHM FOR
SOLUTION OF VARIATIONAL INEQUALITY PROBLEMS

D.R. Sahu and Amit Kumar Singh∗

Abstract. In this paper, we introduce inertial Tseng’s extragradient algorithms combined with
normal-S iteration process for solving variational inequality problems involving pseudo-monotone and
Lipschitz continuous operators. Under mild conditions, we establish the weak convergence results in
Hilbert spaces. Numerical examples are also presented to show that faster behaviour of the proposed
method.
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1. Introduction

Variational inequality problems are extremely powerful tools to study the many nonlinear problems arising
in several branches of applied science in different framework due to its successful applications in fields including
control theory, game theory, transportation science, economic equilibrium and engineering sciences. It is worth
mentioning that the variational inequality problem is a central problem in optimization theory. The variational
inequality problem VI(C,A) is to find p ∈ C such that

〈Ap, x− p〉 ≥ 0 for all x ∈ C, (1.1)

where C is a nonempty closed convex subset of Hilbert space X with inner product 〈·, ·〉 and the induced
norm ‖ · ‖ and A : X → X is given nonlinear operator. It is a useful mathematical model which unifies
many important concepts in applied mathematics, such as network equilibrium problems, necessary optimality
conditions, systems of nonlinear equations and complementarity problems. Many research articles have been
published to study and solve the variational inequality problem (1.1) (see, [6, 7, 9, 21, 28–30, 39, 41, 42, 44]).
Regularized and projection methods became very popular to solve variational inequality problem (1.1). In this
paper, we focus on projection methods for solving the variational inequality problems, introduced by Goldstein
[10] and defined by {

x1 ∈ C,
xn = PC(xn − λAxn) for all n ∈ N,

(1.2)
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for the convergence of the above method requires slightly strong assumption that operators are strongly mono-
tone and Lipschitz continuous. Recently, authors in [12,17–19,22] studied the convergence behaviour of projection
methods and its variants for strongly pseudo-monotone and Lipschitzian variational inequality problems. It is
worth mentioning that the class of strongly pseudomonotone variational inequality problems properly contains
the class of strongly monotone variational inequality problems. It is noted that if we relax the strong mono-
tonicity condition of an operator to monotonicity, then the sequence generated by projection method (1.2) may
diverge. To deal with this drawback of method defined by (1.2), Korpelevich [20] introduced the extragradient
method under the mild assumption of monotonicity of the operator. The extragradient method is given as
follows: {

yn = PC(xn − λnAxn),
xn+1 = PC(xn − λnAyn) for all n ∈ N.

(1.3)

The extragradient method, needs to calculate two projections onto the feasible set C and two evaluation of
A in each iteration, it is well known that the projection onto a closed convex set C is related to a minimum
distance problem. So, if C is a general closed and convex set, then a minimal distance problem has to be solved
in order to obtain the next iterate. This might seriously affect the efficiency of the extragradient method, so the
extragradient method needs to be improved in a situation, where a projection onto C is hard to evaluate and
therefore computationally expansive. To our knowledge, there are some kinds of methods to over this drawback.
One of those, Tseng’s extragradient method [36] introduced by Tseng’s, which requires to calculate only one
projection per iteration is given as follows:

x1 ∈ C,
yn = PC(xn − λAxn),
xn+1 = yn − λ(Ayn −Axn) for all n ∈ N.

(1.4)

The weak convergence of Tseng’s extragradient method for solving monotone Lipschitz continuous variational
inequalities was established in [36], with a different choice of parameters, Thong and Hieu [34] established
the strong convergence results for strongly pseudomonotone variational inequalities. In 2018, Thong and Hieu
[34] combined the inertial method with Tseng’s extragradient algorithms (1.4) to introduce inertial Tseng’s
extragradient algorithms is given as follows:

x0, x1 ∈ X,
zn = xn + αn(xn − xn−1),
yn = PC(zn − λAzn),
xn+1 = yn − λ(Ayn −Azn) for all n ∈ N

(1.5)

for solving the monotone variational inequality problems with better performance under the suitable choice
of parameters. In 2019, Thong and Vuong [35] proposed variants of Tseng’s extragradient with a suitable
linesearch to remove the dependency on the Lipschitz continuity modulus of operator A, and also reduced the
Lipschitz continuity of A to the uniform continuity. Very recently, Yao et al. [43] presented a variant of Tseng’s
extrgradient method to compute the common solution of variational inequality problem for monotone and
Lipschitz continuous operator and fixed point for Lipschitz pseudocontractive operator. Tseng’s extragradient
method for solving variational inequality problems has received great attention by many authors (see, [4,5,31–
33,38] and the references therein). Some important methods for class of pseudomonotone variational inequality
problems can be found, for example, in [11,13–16]. In 2016, Yao et al. [40] constructed an implicit algorithm to
solving the hierarchical monotone variational inequality.

In order to achieve the faster convergence speed of algorithm time dynamical system, Polyak [23] intro-
duced the inertial method, which can be considered as a second order discretization of the dynamical sys-
tem. The inertial algorithm is a two-step iterative method, and the next iterate is defined by making use of
the previous two iterates and it can be regarded as a procedure of speeding up the convergence properties.
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Recently, a lot of researchers constructed fast iterative algorithms by using inertial extrapolation, including
inertial forwardbackward splitting methods, inertial DouglasRachford splitting method, inertial ADMM, iner-
tial forward-backward-forward method, inertial proximal-extragradient method, inertial contraction method,
inertial subgradient extragradient method and inertial Mann iterative methods.

On the other hand, in 2011, Sahu [24] introduced the notion of S-operator of a mapping T generated by
α ∈ (0, 1) and T and normal S-iteration process as a special case of S-iteration process in the following way: Let
C be a nonempty convex subset of a normed linear space X and T : C → C an operator. Then, for arbitrary
x1 ∈ C, generate a sequence {xn} as

xn+1 = T [(1− αn)xn + αnT (xn)], n ∈ N,

where {αn} is a sequence of real numbers in (0, 1). The rate of convergence of S-iteration process and normal
S-iteration process is faster than the Picard and Mann iteration process for contraction mappings. From the
literature, it is easy to observe that rate of convergence of S-iteration process and normal S-iteration process is
faster than the Picard and Mann iteration process for contraction mappings. Recently, S-iterative methodology
is applied for solving various nonlinear problems, inclusion problems, optimization problems etc. (see [25–27]).
Inertial version of normal S-iteration process for nonexpansive mapping is studied by Verma and Shukla [37]
and Dixit et al. [8].

In this article, motivated by the work of Tseng’s [36] and Sahu [24], we consider the variational inequality
problem in Hilbert spaces and proposed an inertial normal S-type Tseng’s extragradient Algorithm for solution
of variational inequality problems. Also, we prove the weak convergence of the sequences generated by the
proposed algorithms.

This paper is organized as follows: Section 2 consists of the notations and basic definitions which is useful
throughout the paper and also contains the examples and lemmas used to prove our main result. Section 3, we
define the iterative algorithm in view of inertial normal S-type Tseng’s extragradient Algorithm for solution
of variational inequality problems in the framework of real Hilbert spaces. We also present some propositions
and theorems to study the convergence behaviour of the proposed algorithm. In Section 4, we give a numerical
example to demonstrate the convergence behaviour of the proposed algorithm.

2. Preliminaries

In this section, we collect some essential definitions, examples and lemmas, which will be further used in this
paper. Let C be a nonempty subset of a real Hilbert space X with inner product 〈·, ·〉 and norm ‖·‖, respectively.
The strong (weak) convergence of a sequence {xn} to x will be denoted by xn → x (xn ⇀ x), respectively. For
a given sequence {xn} ⊂ X, w(xn) denote the weak w-limit set of {xn}, that is,

ww(xn) := {x ∈ X : xnj
⇀ x for some subsequence {nj} of {n}}.

Definition 2.1 ([1]). Let C be a nonempty subset of a real Hilbert space X. An operator A : C → X is said
to be

(1) monotone if

〈Ax−Ay, x− y〉 ≥ 0 for all x, y ∈ C,

(2) β-strongly monotone if there exists a real number β > 0 such that

〈Ax−Ay, x− y〉 ≥ β‖x− y‖2 for all x, y ∈ C,

(3) α-inverse strongly monotone if there exists a real number α > 0 such that

〈Ax−Ay, x− y〉 ≥ α‖Ax−Ay‖2 for all x, y ∈ C,



2168 D.R. SAHU AND A.K. SINGH

(4) k-Lipschitz continuous if there exists a real number k > 0 such that

‖Ax−Ay‖ ≤ k‖x− y‖ for all x, y ∈ C,

(5) nonexpansive if

‖Ax−Ay‖ ≤ ‖x− y‖ for all x, y ∈ C,

(6) pseudo-monotone if

〈Ax, y − x〉 ≥ 0 ⇒ 〈Ay, y − x〉 ≥ 0 for all x, y ∈ C,

(7) sequential weak to weak continuous if for every sequence

xn ⇀ x ⇒ A(xn) ⇀ A(x).

Let C be a nonempty closed convex subset of a real Hilbert space X. For every element x ∈ X, there exists
a unique nearest point in C, denoted by PCx, such that

‖x− PCx‖ = inf{‖x− y‖ : y ∈ C}.

PC is called the metric projection of X onto C. We know that PC is a nonexpansive operator.

Lemma 2.2 ([8]). Let X be a real Hilbert space. Then, for ρ > 0, and α ∈ R, we have

‖x± αy‖2 ≥ (1− αρ)‖x‖2 + α

(
α− 1

ρ

)
‖y‖2 for all x, y ∈ X.

Lemma 2.3 ([1]). Let C be a nonempty closed convex subset of a real Hilbert space X. Given x ∈ X and z ∈ C.
Then,

PC(x) = z ⇔ 〈x− z, y − z〉 ≤ 0 for all y ∈ C.

Lemma 2.4 ([3] p. 30). Let X be a real Hilbert space and let t ∈ R. Then

‖tx+ (1− t)y‖2 = t‖x‖2 + (1− t)‖y‖2 − t(1− t)‖x− y‖2 for all x, y ∈ X.

Lemma 2.5 ([2]). Let X be a real Hilbert space and {xn} ⊂ X such that there exists a nonempty, closed and
convex subset C of X satisfying

(i) for every z ∈ C, limn→∞ ‖xn − z‖ exists;
(ii) any weak cluster point of {xn} belongs to C.

Then, there exists x∗ ∈ C such that {xn} converges weakly to x∗.

Lemma 2.6 ([32]). Assume that A : C → X is continuous and pseudo-monotone operator. Then, x∗ is a
solution of (1.1) if and only if x∗ is a solution of the following problem:

find x ∈ C such that 〈Ay, y − x〉 ≥ 0 for all y ∈ C.

Lemma 2.7 ([2]). Let {an}, {bn} and {cn} be the sequences in [0,∞) such that

an+1 ≤ an + cn(an − an−1) + bn for all n ∈ N,
∞∑
n=1

bn <∞

and there exists a real number c with 0 ≤ cn ≤ c < 1 for all n ∈ N. Then the following hold:

(i)
∑∞
n=1[an − an−1]+ <∞, where [r]+ = max{r, 0},

(ii) there exists a∗ ∈ [0,∞) such that an → a∗.
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3. Main results

In this section, we propose an iterative algorithm in view of Tseng’s extragradient method and normal-S
iteration process for solution of variational inequality problem (1.1) for pseudo-monotone Lipschitz operator in
the setting of Hilbert spaces.

Algorithm 3.1. Let C be a nonempty closed convex subset of real Hilbert space X and A : X → X be a
pseudo-monotone and L-Lipschitz continuous operator. Let µ ∈ (0, 1/L) and let {αn} be a sequence of real
number in [0, 1) and {βn} a sequence of real number in (0, 1). Define a sequence {xn} in X by

x0, x1 ∈ X
zn = xn + αn (xn − xn−1) ,
un = PC (zn − µAzn) ,
yn = (1− βn) zn + βn [un − µ (Aun −Azn)] ,
wn = PC (yn − µAyn) ,
xn+1 = wn − µ (Awn −Ayn) for all n ∈ N.

(3.1)

We assume that {αn} and {βn} satisfy the following conditions:

(D1) {αn} ⊂ [0, α] is non-decreasing sequence with α ∈ [0, 1);
(D2) constants β, σ, δ > 0 satisfying

δ >
2qαL∗2 (α(1 + α) + σ)

1− α2(1− β)
,

0 < β ≤ βn ≤
δ − α

(
2qL∗2α(1 + α) + αδ(1− β) + 2qL∗2σ

)
δ
[
1 + 2qL∗2α(1 + α) + αδ(1− β) + 2qL∗2σ

] , (3.2)

where q = 1 + 1
β2 ;

(D3) define sequences {ξn} and {µn} by

µn = αn (1 + αn) +
αn (1− βn) (1− αnρn)

2qβnL∗2ρn
,

ξn = − (1− βn) (1− αnρn)
2qβnL∗2

, (3.3)

where L∗ = (1 + µL)2 + µL and ρn = 1
αn+δβn

.

• If we consider αn = 0 for all n ∈ N, then Algorithm 3.1 reduces to the following algorithm:

x1 ∈ C,
un = PC (xn − µAxn) ,
yn = (1− βn)xn + βn [un − µ (Aun −Axn)] ,
wn = PC (yn − µAyn) ,
xn+1 = wn − µ (Awn −Ayn) , for all n ∈ N.

(3.4)

Thus, (3.4) is normal S-iteration based Tseng’s extragradient method (nS-TEM).
• If we consider operator T : X → X as T = PC (I − µA)−µ(APC (I − µA)−A), then Algorithm 3.1 reduces

to the following algorithm: 
x0, x1 ∈ X
zn = xn + αn (xn − xn−1) ,
yn = (1− βn) zn + βnTzn,

xn+1 = Tyn for all n ∈ N.

(3.5)
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Thus, (3.1) is inertial normal S-iteration based Tseng’s extragradient method (InS-TEM).

In order to study the convergence analysis of InS-TEM (3.1), we establish the following propositions.

Proposition 3.2. Let C be a nonempty closed convex subset of a real Hilbert space X and A : X → X be a
pseudo-monotone Lipschitz operators with Lipschitz constant L. Define an operator T : X → X such that

T = PC (I − µA)− µ(APC (I − µA)−A)

where µ ∈ (0, 1/L). Then we have the following:

(a) T is Lipschitz mapping with Lipschitz constant
(
(1 + µL)2 + µL

)
.

(b) ‖Tz − p‖2 ≤ ‖z − p‖2 −
(
1− µ2L2

)
‖u− z‖2.

(c) If µ ∈
(
0, 1

L

)
then T is quasi-nonexpansive operator.

Proof. (a) Let x, y ∈ X. Then

‖Tx− Ty‖ = ‖ [PC (I − µA)− µ (APC (I − µA)−A)]x− [PC (I − µA)− µ (APC (I − µA)−A)] y‖
≤ ‖PC (I − µA)x− PC (I − µA) y‖+ µ‖[(APC (I − µA)−A)]x− [(APC (I − µA)−A)]y‖
≤ ‖PC (I − µA)x− PC (I − µA) y‖+ µ‖A(PC (I − µA))x−A(PC (I − µA))y‖+ µ‖Ax−Ay‖
≤ ‖PC (I − µA)x− PC (I − µA) y‖+ µL‖PC (I − µA)x− PC (I − µA) y‖+ µL‖x− y‖
= (1 + µL)‖PC (I − µA)x− PC (I − µA) y‖+ µL‖x− y‖
≤ (1 + µL)‖(x− y)− µ(Ax−Ay)‖+ µL‖x− y‖
≤ (1 + µL){‖x− y‖+ µ‖(Ax−Ay)‖}+ µL‖x− y‖
≤ (1 + µL)2‖x− y‖+ µL‖x− y‖
= ((1 + µL)2 + µL)‖x− y‖
= L∗‖x− y‖, (3.6)

where L∗ = (1 + µL)2 + µL. Therefore, T : C → X is L∗-Lipschitz continuous operator.
(b) Let p ∈ Ω[VI(C,A)]. Set u = PC (I − µA) z, therefore

‖Tz − p‖2 = ‖u− µ(Au−Az)− p‖2

= ‖u− p− µ(Au−Az)‖2

= ‖u− p‖2 + µ2‖Au−Ay‖2 − 2µ 〈u− p,Au−Az〉
= ‖u− z + z − p‖2 + µ2‖Au−Az‖2 − 2µ 〈u− p,Au−Az〉
= ‖z − p‖2 + ‖u− z‖2 + 2 〈u− z, z − p〉

+ µ2‖Au−Az‖2 − 2µ 〈u− p,Au−Az〉
= ‖z − p‖2 + ‖u− z‖2 + 2 〈u− z, z − u+ u− p〉

+ µ2‖Au−Az‖2 − 2µ 〈u− p,Au−Az〉
= ‖z − p‖2 + ‖u− z‖2 − 2 〈u− z, u− z〉+ 2 〈u− z, u− p〉

+ µ2‖Au−Az‖2 − 2µ 〈u− p,Au−Az〉
≤ ‖z − p‖2 − ‖u− z‖2 + 2 〈u− z, u− p〉

+ µ2L2‖u− z‖2 − 2µ 〈u− p,Au−Az〉
= ‖z − p‖2 −

(
1− µ2L2

)
‖u− z‖2 + 2 〈u− z, u− p〉

− 2µ 〈u− p,Au−Az〉 . (3.7)
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Since u = PC(z − µAz), then from Lemma 2.3, we obtain

〈u− z + µAz, u− p〉 ≤ 0 for all p ∈ C,

which implies that
〈u− z, u− p〉 ≤ −µ〈Az, u− p〉 for all p ∈ C.

From (3.7), we have

‖Tz − p‖2 ≤ ‖z − p‖2 −
(
1− µ2L2

)
‖u− z‖2 − 2µ〈Az, u− p〉

− 2µ 〈u− p,Au−Az〉
= ‖z − p‖2 −

(
1− µ2L2

)
‖u− z‖2 − 2µ〈u− p,Au〉. (3.8)

Since, p ∈ Ω[VI(C,A)], we have 〈Ap, u− p〉 ≥ 0 for all z ∈ C. By pseudomonotonocity of A, we have

〈Au, u− p〉 ≥ 0 for all p ∈ C.

From (3.8), we have

‖Tz − p‖2 ≤ ‖z − p‖2 −
(
1− µ2L2

)
‖u− z‖2. (3.9)

(c) Since µ ∈ (0, 1/L), we obtain from (3.9)

‖Tz − p‖ ≤ ‖z − p‖. (3.10)

Hence T is quasi-nonexpansive operator.
�

Proposition 3.3. Let C be a nonempty closed convex subset of a real Hilbert space X and A : X → X be a
pseudomonotone and L-Lipschitz continuous operator such that T is sequentially weak to weak continuous and
Ω[VI(C,A)] 6= ∅. Let {xn} be a bounded sequence in X and yn = PC(xn − λAxn) such that ‖xn − yn‖ → 0.
Then 〈A(x), x− x∗〉 ≥ 0 for x ∈ C and x∗ ∈ Ω[VI(C,A)].

Proof. Let x ∈ C and x∗ ∈ Ω[VI(C,A)]. Since the sequence {xn} is bounded, we assume that there exists a
subsequence {xnk

} of {xn} such that xnk
⇀ x∗. Note ynk

= PC(xnk
− λAxnk

), we have

〈xnk
− λAxnk

− ynk
, ynk

− x〉 ≥ 0,

which implies that

0 ≤ 〈ynk
− xnk

+ λAxnk
, x− ynk

〉
= 〈ynk

− xnk
, x− ynk

〉+ λ 〈Axnk
, x− ynk

〉
= 〈ynk

− xnk
, x− ynk

〉+ λ 〈Axnk
−Aynk

, x− ynk
〉+ λ〈Aynk

, x− xnk
〉

≤ ‖ynk
− xnk

‖‖x− ynk
‖+ λL‖ynk

− xnk
‖‖x− ynk

‖+ λ 〈Aynk
, x− xnk

〉 . (3.11)

Note that limk→∞ ‖xnk
− ynk

‖ = 0 and {ynk
} is bounded, it follows

lim inf
k→∞

〈Aynk
, x− xnk

〉 ≥ 0.

Let {εk} be a positive strictly decreasing sequence which converges to 0 as k →∞. We can construct inductively
a strictly increasing sequence {Nk} with the property that〈

AynNk
, x− ynNk

〉
+ εk ≥ 0 for all k ≥ 0. (3.12)
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For every k ≥ 0 we have AynNk
6= 0 and setting

zk =
AynNk

‖AynNk
‖2
,

it holds 〈AynNk
, zk〉 = 1. From (3.12), we have〈
AynNk

, x+ εkzk − ynNk

〉
=
〈
AynNk

, x− ynNk

〉
+ εk

〈
AynNk

, zk

〉
=
〈
AynNk

, x− ynNk

〉
+ εk ≥ 0 for all k ≥ 0. (3.13)

Since A is pseudo-monotone on C, this yields〈
A (x+ εkzk) , x+ εkzk − ynNk

〉
≥ 0 for all k ≥ 0. (3.14)

On the other hand, we have that {ynNk
} converges weakly to x∗ as k → ∞. Since A is sequentially weak to

weak continuous,
{
A
(
ynNk

)}
converges weakly to A(x∗) as k → ∞. Since the norm mapping is sequentially

weakly lower semicontinuous, we have

0 < ‖A (x∗) ‖ ≤ lim inf
k→∞

∥∥∥A(ynNk

)∥∥∥ ,
which implies that

(
1

A
(
ynNk

)

)
is bounded. Thus, we have

lim
k→∞

‖εkzk‖ = lim
k→∞

εk∥∥∥A(ynNk

)∥∥∥ = 0.

Taking limit as k →∞ in (3.14), we obtain

〈A(x), x− x∗〉 ≥ 0.

�

Now, we are ready to present convergence analysis of inertial normal S-iteration based Tseng’s extragradient
method (3.1).

Theorem 3.4. Let C be a nonempty closed convex subset of a real Hilbert space X and A : X → X be a
pseudomonotone and L-Lipschitz continuous operator such that T is sequentially weak to weak continuous and
Ω[VI(C,A)] 6= ∅. Let {xn} be a sequence in X generated from x0, x1 ∈ C and defined by Algorithm 3.1, where
{αn} and {βn} are sequences of positive real numbers satisfying the conditions (D1) and (D2). Then {xn}
converges weakly to an element of Ω[VI(C,A)].

Proof. Let p ∈ Ω[VI(C,A)]. From Proposition 3.2, we have

‖Tzn − p‖2 ≤ ‖zn − p‖2 −
(
1− λ2L2

)
‖un − zn‖2. (3.15)

Note that

‖yn − p‖2 = ‖(1− βn)zn + βnTzn − p‖2

= ‖(1− βn)(zn − p) + βn(Tzn − p)‖2

= (1− βn)‖zn − p‖2 + βn‖Tzn − p‖2 − βn(1− βn)‖zn − Tzn‖2 (3.16)



INERTIAL NORMAL S-TYPE TSENG’S EXTRAGRADIENT ALGORITHM 2173

≤ ‖zn − p‖2 − βn
(
1− µ2L2

)
‖un − zn‖2 − βn(1− βn)‖zn − Tzn‖2. (3.17)

From Algorithm 3.1, we have

‖xn+1 − p‖2 = ‖Tyn − p‖2

≤ ‖yn − p‖2 −
(
1− µ2L2

)
‖wn − yn‖2

≤ ‖zn − p‖2 − βn
(
1− µ2L2

)
‖un − zn‖2 −

(
1− µ2L2

)
‖wn − yn‖2

− βn (1− βn) ‖zn − Tzn‖2. (3.18)

From Algorithm 3.1, we have

‖Tzn − zn‖ ≤ ‖Tzn − un‖+ ‖un − zn‖
= µ‖Aun −Azn‖+ ‖un − zn‖
≤ (1 + µL)‖un − zn‖,

which implies that

‖un − zn‖ ≥
1

(1 + µL)
‖Tzn − zn‖.

Similarly,

‖Tyn − yn‖ ≤ ‖Tyn − wn‖+ ‖wn − zn‖
= µ‖Ayn −Awn‖+ ‖wn − yn‖
≤ (1 + µL)‖yn − wn‖,

which implies that

‖yn − wn‖ ≥
1

(1 + µL)
‖Tyn − yn‖.

From (3.18), we have

‖xn+1 − p‖2 ≤ ‖zn − p‖2 − βn
(1− µL)
(1 + µL)

‖Tzn − zn‖2 −
(1− µL)
(1 + µL)

‖Tyn − yn‖2 − βn(1− βn)‖zn − Tzn‖2

≤ ‖zn − p‖2 − βn(1− βn)‖zn − Tzn‖2. (3.19)

From Algorithm 3.1, we have

‖zn − Tzn‖2 =
1
β2
n

‖yn − zn‖2

=
L∗2

β2
nL
∗2
‖yn − zn‖2

≥ 1
β2
nL
∗2
‖Tyn − Tzn‖2

=
1

β2
nL
∗2
‖xn+1 − Tzn‖2

=
1

β2
nL
∗2
‖xn+1 − zn + zn − Tzn‖2
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=
1

β2
nL
∗2

{
1
2
‖xn+1 − zn‖2 + ‖zn − Tzn‖2

}
, (3.20)

which implies that (
1 +

1
β2
nL
∗2

)
‖zn − Tzn‖2 ≥

1
2β2

nL
∗2
‖xn+1 − zn‖2.

Note 0 < β ≤ βn for all n ∈ N. Hence(
1 +

1
β2L∗2

)
‖zn − T (zn)‖2 ≥ 1

2β2
nL
∗2
‖xn+1 − zn‖2

=
1

2β2
n

‖xn+1 − xn − αn(xn − xn−1)‖2.

Again using Lemma 2.2, we obtain(
1 +

1
β2L∗2

)
‖zn − T (zn)‖2 ≥ (1− αnρn)

2βn2L∗2
‖xn+1 − xn‖2 +

αn

2β2
nL
∗2

(
αn −

1
ρn

)
‖xn − xn−1‖2

=
(1− αnρn)

2β2
nL
∗2
‖xn+1 − xn‖2 −

αn (1− αnρn)
2β2

nL
∗2ρn

‖xn − xn−1‖2. (3.21)

Let q =
(

1 + 1
β2L∗2

)
and multiplying (3.21) by −βn(1− βn), we obtain

−qβn(1− βn)‖zn − T (zn)‖2 ≤ − (1− βn) (1− αnρn)
2βnL∗2

‖xn+1 − xn‖2

+
αn (1− βn) (1− αnρn)

2βnL∗2ρn
‖xn − xn−1‖2. (3.22)

and

‖zn − p‖2 = ‖(1 + αn)(xn − p)− αn(xn−1 − p)‖2

= (1 + αn)‖xn − p‖2 − αn‖xn−1 − p‖2 + αn(1 + αn)‖xn − xn−1‖2. (3.23)

From Proposition 3.19 and (3.22), we get

‖xn+1 − p‖2 ≤ (1 + αn)‖xn − p‖2 − αn‖xn−1 − p‖2 + αn(1 + αn)‖xn − xn−1‖2

− (1− βn)(1− αnρn)
2qβnL∗2

‖xn+1 − xn‖2 +
αn(1− βn)(1− αnρn)

2qβnL∗2ρn
‖xn − xn−1‖2. (3.24)

Hence

‖xn+1 − p‖2 − (1 + αn)‖xn − p‖2 − αn‖xn−1 − p‖2 ≤ −
(1− βn)(1− αnρn)

2qβnL∗2
‖xn+1 − xn‖2

+
{
αn(1 + αn) +

αn(1− βn)(1− αnρn)
2qβnL∗2ρn

}
‖xn − xn−1‖2,

(3.25)

which can be written as

‖xn+1 − p‖2 − (1 + αn)‖xn − p‖2 − αn‖xn−1 − p‖2 ≤ ξn‖xn+1 − xn‖2 + µn‖xn − xn−1‖2, (3.26)
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where ξn = − (1−βn)(1−αnρn)
2qβnL∗2 and µn = αn(1 + αn) + αn(1−βn)(1−αnρn)

2qβnL∗2ρn
.

Let Γn = ‖xn − p‖2 − αn‖xn−1 − p‖2 + µn‖xn − xn−1‖2. Thus, we have

Γn+1 − Γn = ‖xn+1 − p‖2 − (1 + αn)‖xn − p‖2 + αn‖xn−1 − p‖2

+ µn+1‖xn+1 − xn‖2 − µn‖xn − xn−1‖2

≤ (ξn + µn+1)‖xn+1 − xn‖2. (3.27)

Note that µn = αn(1+αn)+ αn(1−βn)(1−αnρn)
2qβnL∗2ρn

> 0, since αnρn < 1 and βn ∈ (0, 1). Again, taking into account
of choice of ρn, we have

δ =
1− αnρn
ρnβn

.

Note

µn = αn(1 + αn) +
αn(1− βn)δ

2qL∗2

≤ α(1 + α) +
αδ(1− β)

2qL∗2
for all n ∈ N. (3.28)

For n ∈ N, we have

ξn + µn+1 ≤ −σ ⇔
(1− βn) (αnρn − 1)

2qL∗2βn
+ (µn+1 + σ) ≤ 0

⇔ (1− βn) (αnρn − 1) + 2qβnL∗
2 (µn+1 + σ) ≤ 0

⇔ − (1− βn) δρnβn + 2qβnL∗
2 (µn+1 + σ) ≤ 0

⇔ − (1− βn) δ
αn + δβn

+ 2qL∗2 (µn+1 + σ) ≤ 0

⇔ − (1− βn) δ + 2qL∗2 (µn+1 + σ) (αn + δβn) ≤ 0

⇔ 2qL∗2 (µn+1 + σ) (αn + δβn) + βnδ ≤ δ.

By using (3.28), we have

2qL∗2 (µn+1 + σ) (αn + δβn) + βnδ ≤ 2qL∗2
(
α(1 + α) +

αδ(1− β)
2q

+ σ

)
(α+ δβn) + βnδ ≤ δ,

where the last inequality follows by using the upper bound for {βn} in (3.2). Hence

ξn + µn+1 ≤ −σ for all n ∈ N.

This implies that

Γn+1 − Γn ≤ −δ‖xn+1 − xn‖2. (3.29)
Γn+1 − Γn ≤ 0 for all n ≥ N0. (3.30)

So, sequence {Γn} is non-increasing, on the other hand, we have

Γn = ‖xn − p‖2 − αn‖xn−1 − p‖2 + µn‖xn − xn−1‖2

≥ ‖xn − p‖2 − αn‖xn+1 − p‖2. (3.31)
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This implies that

‖xn − p‖2 ≤ αn‖xn−1 − p‖2 + Γn
≤ α‖xn−1 − p‖2 + Γn0

...

≤ αn−n0‖xn0 − p‖2 +
Γn0

1− α
· (3.32)

Thus, we have

Γn+1 = ‖xn+1 − p‖2 − αn+1‖xn − p‖2 + µn+1‖xn+1 − xn‖2

≥ −αn+1‖xn − p‖2, (3.33)

which implies that

−Γn ≤ αn+1‖xn − p‖2

≤ α‖xn − p‖2

≤ αn−n0+1‖xn0 − p‖2 +
αΓn0

1− α

≤ ‖xn0 − p‖2 +
αΓn0

1− α
· (3.34)

From (3.30) and (3.34), we have

δ

k∑
n=n0

‖xn+1 − xn‖2 ≤ Γn0 − Γn+1 ≤ ‖xn0 − p‖2 +
αΓn0

1− α0
,

which gives us that
∑∞
n=1 ‖xn+1 − xn‖2 < +∞. Hence

‖xn+1 − xn‖ → 0. (3.35)

Therefore, ‖xn+1 − xn‖ → 0 as n→∞. Note

‖xn+1 − zn‖2 = ‖xn+1 − xn‖2 + α2
n‖xn − xn1‖2 − 2αn 〈xn+1 − xn, xn − xn−1〉 .

This implies that ‖xn+1 − wn‖ → 0 as n→∞. From Lemma 2.7, (3.28) and (3.35), we get

‖xn − p‖2 → ` as n→∞.

From (3.19), we get
lim
n→∞

‖zn − p‖2 = `,

i.e., limn→∞ ‖xn−p‖ exists. Then (3.19) implies that limn→∞ ‖un−zn‖2 = limn→∞ ‖wn−zn‖2 = limn→∞ ‖zn−
Tzn‖2 = 0.

Now, we show that the sequence {xn} converges weakly to a point x∗ ∈ Ω[VI(C,A)]. From Proposition 3.3,
we have

〈A(x), x− x∗〉 ≥ 0 for all x ∈ C.
It follows, from Lemma 2.6, x∗ ∈ Ω[VI(C,A)]. �

Theorem 3.5. Let C be a nonempty closed convex subset of a real Hilbert space X and A : X → X be a
pseudomonotone and L-Lipschitz continuous operator such that T is sequentially weak to weak continuous and
Ω[VI(C,A)] 6= ∅. Let {xn} be a sequence in X generated from x1 ∈ C and defined by normal S-iteration based
Tseng’s extragradient method (3.4), where {βn} is a sequence of positive real number satisfying the condition
(D2). Then {xn} be a sequence converges weakly to an element of Ω[VI(C,A)].

Proof. The proof follows from Theorem 3.4 by taking αn = 0 for all n ∈ N. �
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4. Numerical experiments

In this section, we provide two numerical examples to test the behaviours of proposed algorithm. Now, we
apply Algorithm 3.1 to solve the variational inequality problem and compare numerical results with well-known
algorithms. Four algorithms are used to compare here, the Tseng’s extragradient method (TEGM) (1.4) and
inertial Tseng’s extragradient method (ITEGM) (1.5). To show computational effectiveness of the proposed
algorithms we use En = ‖xn − xn−1‖ = 10−6 and E(x) = ‖x−PC(x− λAx)‖ = 10−6 as the stopping criterion.

All the programs are written in Matlab 7.0 and performed on PC Desktop Intel(R) Core(TM) i5-7200U CPU
@ 3.18 GHz, RAM 8.00 GB. In numerical results reported in the following tables in the number of iterations
and the CPU time in seconds. The followings are the example in details.

Example 4.1 ([5]). Suppose M and N be two bounded linear operators on real Hilbert space X into X
satisfying M = M∗,

〈Mx, x〉 ≥ η‖x‖2 for all x ∈ X

where η > 0, and
〈Nx, x〉 ≥ 0 for all x ∈ X.

Let A : X → X be defined as
A(x) =

(
e−〈x,Mx〉 + α

)
(Nx+ p),

where α ≥ 0 and p is an arbitrary vector in X. Here A is not monotone on X in general. To prove the pseudo-
monotonocity and Lipschitz continuity of operator A on X, we define f : X → R such that f(x) = e−〈x,Mx〉+α.
Let x, y ∈ X be such that

〈A(x), y − x〉 ≥ 0.

Since f(x) > 0, which implies 〈Nx+ p, y − x〉 ≥ 0. Hence

〈A(y), y − x〉 = f(y) 〈Ny + p, y − x〉
≥ f(y) (〈Ny + p, y − x〉 − 〈Nx+ p, y − x〉)
= f(y)〈N(y − x), y − x〉. (4.1)

Now, for every x, h ∈ X we have

∇A(x)(h) = e−〈x,Mx〉〈2Mx, h〉(Nx+ p) +
(
e−〈x,Mx〉 + α

)
Nh.

Therefore,

‖A(x)‖ ≤ 2‖M‖e−〈x,Mx〉 (‖N‖‖x‖2 + ‖p‖‖x‖
)

+
(
e−〈x,Mx〉 + α

)
‖N‖

≤ 2‖M‖e−θ‖x‖
2 (
‖N‖‖x‖2 + ‖p‖‖x‖

)
+
(
e−〈x,Mx〉 + α

)
‖N‖

≤ L, (4.2)

for some L > 0, where we took into consideration the fact that the function t → e−ηt
2(‖N‖t2+‖p‖t) is bounded

from above on [0,+∞]. This shows that A is pseudo-monotone and Lipschitz continuous on H with constant L.
In this case, the feasible set C is a box in R3 defined by C = {x ∈ R3 : −5 ≤ xi ≤ 5, i = 1, 2, 3}. we take

M = I, identity matrix of 3 × 3, N =

 1 0 −1
0 1.5 0
−1 0 2

, α = 0.2 and p = (−1, 2, 1)T for operator A and iteration

parameters are µ = λ = 0.30, αn = 0.4 and βn = 0.5. Take initial point x0 = x1 = (1, 1, 1) ∈ R3. In view of this
Figures 1 and 2, we see that Algorithm 3.1 is better than other algorithms mention above (Tab. 1).
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Figure 1. Comparison between no of iteration and ‖xn+1−xn‖ for Tseng’s Alg. (1.4), Inertial-
Tseng’s Alg. (1.5), normal S-Tseng’s Alg. (3.4) and InS-TEM (3.1).

Figure 2. Comparison between no of iteration and ‖xn+1−xn‖ for Tseng’s Alg. (1.4), Inertial-
Tseng’s Alg. (1.5), normal S-Tseng’s Alg. (3.4) and InS-TEM (3.1).
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Table 1. Comparison table in no. of iteration and time for different examples.

Example Algorithm Iter. parameter No. of iteration Time (in seconds)
‖xn − xn−1‖ ‖x− PC

(x−λAx)‖
‖xn − xn−1‖ ‖x− PC

(x− λAx)‖

EX. (4.1) Tseng’s Alg. (1.4) µ = 0.30 107 115 0.007037 0.006304
EX. (4.1) Inertial-Tseng’s

Alg. (1.5)
µ = 0.30, α = 0.4 63 60 0.008339 0.027412

EX. (4.1) normal S-Tseng’s
Alg. (3.4)

µ = 0.30, β = 0.5 91 94 0.010111 0.09110

EX. (4.1) InS-TEM (3.1) µ = 0.30,
α = 0.4, β = 0.5

49 47 0.008378 0.008502

5. Conclusions

As we have seen that in Section 1, the normal S-iteration method is an effective method for solving various
nonlinear problems. In this paper, we combined normal S-iteration process with inertial Tseng’s extragradient
method to introduce inertial normal S-iteration Tseng’s extragradient method (InS-TEM) for solving the varia-
tional inequality problems involving pseudo-monotone and Lipschitz continuous operators. Further, we provide
the weak convergence results with the appropriate conditions on iteration parameters and operators. Some
numerical example are performed to describe the better accelerating capacity of proposed algorithms.
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