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ON DUALITY THEORY FOR MULTIOBJECTIVE SEMI-INFINITE
FRACTIONAL OPTIMIZATION MODEL USING HIGHER ORDER CONVEXITY

TAMANNA YADAV AND S.K. GUPTA*

Abstract. In the article, a semi-infinite fractional optimization model having multiple objectives is
first formulated. Due to the presence of support functions in each numerator and denominator with
constraints, the model so constructed is also non-smooth. Further, three different types of dual models
viz Mond-Weir, Wolfe and Schaible are presented and then usual duality results are proved using higher-
order (K x Q) — (F, a, p,d)-type I convexity assumptions. To show the existence of such generalized
convex functions, a nontrivial example has also been exemplified. Moreover, numerical examples have
been illustrated at suitable places to justify various results presented in the paper. The formulation
and duality results discussed also generalize the well known results appeared in the literature.

Mathematics Subject Classification. 90C29, 90C32, 90C46.

Received October 9, 2020. Accepted April 17, 2021.

1. INTRODUCTION

A semi-infinite model (SIM) is an optimization problem having finite number of variables with the infinite
number of constraints. Initially, in 1962, SIM is named by Charnes et al. [6], in which a survey of SIM mainly
about a linear model and duality results with convex property have been done. In this direction, some important
theorems for the linear model have been generalized using the pairing of finite space of sequences and vector space
of finite dimension. Later, the application of SIM in Euclidean space has been shown by Charnes et al. [7] and
its implication in duality results for a n-dimensional convex minimization problem have been demonstrated.
For these convex problems, Karney [18] proposed duality results using its Lagrangian dual. Jeyakumar [14]
introduced new constraints qualifications for convex SIM and then developed a strong duality relation. SIM
is important for both its results and latent applications in different mathematical fields. It is not only used
in the practical problems in which constraints have time or space parameters but also in the areas related to
statistics, robotics, transportation problems, game theory and engineering. For more details about significance
of SIM, we refer to [11,12,20,23,28,36]. Ito et al. [13] have derived optimality conditions and duality results for
the convex SIM using Slater’s constraint qualification. After that, considering constraints over arbitrary cones,
Shapiro [27] has developed weak and strong duality relations for convex SIM. Next, Gupta and Srivastava [10]
have discussed KKT results for the nonsmooth multiobjective programming problem and then developed usual
duality relations. An algorithm based on parametric dual for the quadratic semi-infinite problem have been
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proposed and convergence of the method is shown in Liu et al. [21]. Further, Basu et al. [5] have discussed the
duality gap for SIM with the support dual.

Using generalized (7, p)-invexity, Zalmai and Zhang [37] have developed non-parametric duality relations for
semi-infinite discrete minimax fractional problem and further, second-order parameter free duality results are
established by Zalmai [36]. After that, Antczak and Zalmai [3] have established second-order relations for semi-
infinite minimax type fractional optimization using (®, p) — V-invexity assumptions. These invexity conditions
are later on extended to higher-order in Stancu-Minasian et al. [30]. Considering the same optimization model
[3], Verma and Zalmai [35] have studied a parameter free dual model and established duality results using
(¢, p, 0, m)-sonvexity. Later, the approximate duality relations for nonsmooth minimax fractional optimization
model using higher order B — (p, ) invexity have been discussed in Sonali et al. [29].

Mishra and Jaiswal [22] have discussed SIM involving equilibrium constraints and derived optimality condi-
tions with duality results using invexity property. For SIM, considering the concept of convexificators, Pandey
and Mishra [24, 25] have proposed necessary as well as sufficient optimality conditions. Further, they formu-
lated Mond-Weir and Wolfe type duals, and proved related theorems with the help of §*-convexity\generalized
convexity. Slater’s constraints qualification is used for a quasiconvex SIM and then optimality theorems with
duality relations are established by Kanzi and Soleimani-damaneh [17]. A fractional semi-infinite problem with
(Hp, R)-invexity have been studied in Patel and Patel [26].

Recently, a robust approximation approach is applied in fractional semi-infinite programming and some
interesting results for optimality solution with approximation have been established in Zeng et al. [38]. After
that, mixed type dual models are formulated and approximate dual relations are discussed for nonlinear STM
in Sun et al. [31,32]. For a robust vector optimization problem, inspiring from the concept of Quasi e-solution
for SIM in Jiao et al. [15], necessary and sufficient optimality relations between feasible solution and e-solution
are developed in Antczak et al. [4]. Using convex decomposition, optimality conditions and extended duality
results are developed for generalized SIM by Aboussoror et al. [1]. In Tung [33,34], subdifferential in terms of
tangential convexity is used for developing KKT and strong KKT optimality results for multiobjective SIM. In
terms of invexity and equilibrium constraints, sufficient optimality conditions and duality results for two dual
models have been derived in Joshi [16]. Recently, Emam [9] has studied a nonsmooth SIM involving E-convexity
and support functions, and further established duality results by constructing Mond-Weir type dual model.

Liang et al. [19] have introduced the concept of generalized (F,«, p,d) convexity and further for fractional
optimization model, they have derived optimality relations and usual duality theorems. Using the same type
of convexity, higher order dual models are formulated and optimality relations are derived for minimax type
problems in Ahmad et al. [2]. Motivated by the work in [2,19,34], in this paper, we have studied a new class of
semi-infinite fractional programming over arbitrary cones. The main outcomes of the paper are briefly explained
below:

— Problem formulation: A new class of semi-infinite fractional multiple objective problem over arbitrary cones
has been formulated. Due to the presence of support functions in each numerator and denominator of the
objective function and in each constraint, the problem becomes non-smooth. This not only generalizes all the
existing semi-infinite models but also gives infinitely many optimization problems since it involves arbitrary
cones.

— Assumptions: The concept of higher order (K x Q) — (F,«,p,d)-type I convexity is introduced whose
existence is further illustrated by citing a non-trivial example.

— Dual problems: Three dual models (Wolfe/Mond-Weir/Schaible) have been constructed and appropriate
duality relations have been established under the said assumption.

— Numerical illustrations: Various non-trivial examples have been exemplified at suitable places to justify the
results obtained in the article. Further, it has been shown by giving examples that without satisfying the
assumption of higher order (K x Q) — (F, «, p, d)-type I convexity, the result obtained may not hold.

This paper is organized as : In Section 2, some notations and preliminary results are recalled. Also, the concept
of higher order (K x Q) — (F,a, p,d)-type I convexity is introduced and further, a non-trivial example has
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been demonstrated. In Sections 3-5, for a class of a non-smooth multiple objective semi-infinite fractional
programming problem, higher order Mond-Weir, Wolfe and Schaible type dual models are constructed, and
usual duality results are proved under aforesaid assumption. To validate and clarify the duality results, different
numerical examples are also shown at suitable places. In the last section, the conclusion with future scope is
given.

2. PRELIMINARIES

Consider the following cone optimization model:

(MP) K — min ¢(z)
subject to — ¢(z) € Q,
reB

where B C R™ is open and ¢ : B — R*, ¢ : B — R™ are differentiable vector functions. The set K C R*, Q C
R™ are closed convex cones with non-empty interiors and K N —K = {0}. Let By = {x € B : —¢(x) € Q}
denotes the feasible region of the problem (MP).

Definition 2.1 ([19]). A point & € By is said to be an efficient (weakly efficient) solution if there exists no
x € By such that ¢(Z) —¢¥(z) € K\ {0}(int K).

Definition 2.2 ([2]). A functional F : B x B x R™ — R is called sublinear in the third component, if for all
(x,u) € B x B,

(i) F(x,u;b1 +b2) < F(x,u;b1) + F(x,u;be), for all by, by € R™,
(ii) F(z,u;yb) = vF(z,u;b), for all v € Ry and b € R™.

Definition 2.3. Let F : B x B X R™ — R be a sublinear functional in the third variable. Then the pair (1, ¢)
is called (strictly) higher order (K x Q) — (F, a, p, d)-type I convex at @& € R™ with respect to L : B x R® — R”
and S: B xR™ — R™ if for all z € B, p, ¢ € R", there exist real valued function a(-, -): B x B — Ry \ {0},

a function d = (dgl), d§2)) :Bx B — R xR and a real number p = (pﬁ”,pf)) ERXR, i=1,2,...,k, j=
1,2,...,m, such that

(%(@ — 1 (@) — L1 (@, p1) + pt Vo, L1 (4, p1) — Fea [z, @) (Votby (@) + Vi, Ly (1, p1))]
- P(ll) (dgl)(ﬁca fb))Q veo s (@) — (@) — Li(@, pi) + P Vi, Li (@, pi)
— Foa o, 1) (Vathi (@) + Vi, Li (@, pi)] - o (d;”(x,a)f) € K (K \ {0}) and
( — ¢ (1]) -5 (’l), (h) + quql S (ﬂ, Q1) — .7:1,11 [0&(1‘, ft) (qubl (ﬂ) + Vql S (ﬂ, ql))]
- ng) (d?) (SC, ﬂ))Q PR *Qsm(ﬂ‘) - Sm(ﬂ; qm) + quvqum(ﬂa Qm)
2
~ Foa [0, 1) (Voo (8) + Vo, Sty )] — 92 (2 (2,0)) ) €Q(Q\ {0},

Next, we will show a non-trivial example to illustrate the existence of such functions.
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Example 2.4. In problem (MP), let the functions ¢ : R — R?, ¢ :R - R? L:RxR—R? S:RxR — R?
be given by:

Y= (1, o) = (22 + 1, 22 = 1), ¢ = (b1, ¢o) = (a® — 1, 2" — 1),
L(u, p) = (L1(u, p1), La2(u, p2)) = (—2p1u2, —pa(u+ 1)) ,

)
S0, 0) = (S0 00, Sals ) = (el + 5. gz )

Let dgl)(x,y) = d§2) (z,y) =z —y, dél)(x, y) = d;Q)(x,y) =z+yand a(z, y) = 2% +1. Let F, ,(b) = b(2? —u?),
K={(z,y)eR? : 2<0,y>z} and Q ={(z, y) €eR? : y >0, y > z}. Now, —¢(z) € Q implies 22 < 1,

therefore —1 < x < 1. Hence, the feasible region of the problem (MP) is By = [—1, 1]. Next, for all x € R,

P1, P2, q1, q2 € R and for pgl) =1, p(zl) = —1, we have

<¢1($) — 1(u) = Ly (u, p1) + pi Vi, L1(u,p1) — Fo [z, u) (Vath1 (w) + Vp, Ly (u, p1))]
o (a0 ) ) —n(u) — Lo(u, pa) + PF ¥y, L, o)

— Fo @, w) (Votra(u) + Vo Lo(u,pa))] = o (d(, u>)2>

_ (0, 3x2+x4)€K at u =0,
Sl @2r -2, 22(x+1) e K\ {0} at u=1

and also for all z € R, p§2) =1, péQ) = —1, we obtain

( = 61(u) = S1(u,01) + o Vu 81 (0, 01) = Fo [0(,0) (Va1 () + Vi, S1 (1)
o (@2 (@) () — S2(u,02) + 0 Vi S2(0, )
— Foa [, 0) (Vo) + Vs S2(0,02))] — 82 (a2 () )
—x2—2,1+$2>€Q at u=0,
—zt — 2% + 22 — g (1+:c)2) eQ\{0} at u=1.

Hence, the pair (¢, ¢) is higher order (K x Q) — (F, «, p, d)-type-I convex at u = 0 and (¢, ¢) is strictly higher
order (K x Q) — (F,a, p,d)-type I convex at u = 1.

Definition 2.5 ([31]). Let f: R™ — R be a convex function. Then, the subdifferential of f at Z is defined as

Of(z) = v eR™ : f(z)— f(z) > (#, x — &), for all z € R"}.

Definition 2.6 ([8]). The support function of a compact convex set A C R™ is defined as

Q(z|A) =max {27y : ye A}.
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The subdifferential of support function Q(z|.A) at Z is given by
INE|A) = {PeR" : QElA) =0"7}.
Now, consider the semi-infinite multiobjective fractional programming problem as follows:

SIFP) K —min 1) _ (ﬁ(x) +Qe|C)  fule) +Q<m|ck>>

g(@)  \g1(@) = Qx[D1)" " g(x) — Qx| Dy)
subject to  — [hj(x, t) + Qz|E;) + Q(t|M;)] € Q, forall teT

where i € I = {1,2,...,k}, j € J= {1,2,...,m}, f:R* = R¥ g:R® — RF h:R" — R™ are continuously
differentiable functions and for compact convex sets C;, D;, E; and M; in R", respective support functions
are Q(z|Cy), Qz|D;), Qz|E;) and Q(x|M;) for i € I, j € J. Also, assume that f;(-) + Q((-)|C;) > 0 and
9i(1) — Q((+)|D;) > 0 for all feasible  and T is an infinite index set.

Suppose Sp = {z € R" : —[h;(z, t) + Q(z|E;) + Q(t|M;)] € Q, for all t € T'} represents the feasible region
of the problem (SIFP). Let K* and Q* be positive dual cones of K and @, respectively.

Following the lines of Debnath and Gupta [8], we now state the following necessary Karush—-Kuhn-Tucker
condition for (SIFP):

Theorem 2.7. Let & € B CR"™ be a weakly efficient point of (SIFP) and a suitable constraint qualification be
fulfilled at &. Then, there exist (A, p) € int K* x int Q*, (A, u) # (0,0) and t € T such that

Oeé)(ZA (f;f +g >+Zuj( (Z,t) + Q(F|E )+Q(tM)>> and
Zﬂj (Z,t) + QZ|E;) + Q(t|M;)) = 0.

3. MoND-WEIR TYPE DUAL

For (SIFP) model, consider the following Mond-Weir type higher order dual:

oy (0427 )

g1(u) —uTv;” "7 gp(u) — ulvy
subject to
k
filw) +uTz
) I BEAA SV Nl L.
iz:; )\z |:V.L <gZ (’LL) — ’LLT’UZ + VPL (U pz)
+Zuj[vw( ,7) 4+ uTwh + 7Tw?) + Vg, Si(u, ;)] =0, (3.1)
ZMJ ) +ul w + 7T w? + Si(u, q;) — ququSj(u, qj)] >0, (3.2)
Z NilLi(u, pi) — pE'Vp, Li(u, pi)] >0, (3.3)

ziecia UiEDi7 w}EEj, W?EMj,Z’GI,ngi ()‘7 M)EintK*XintQ*?(Aa M)#((L O)aDdTET.
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Theorem 3.1 (Weak duality). Assume that x and (u, v, w, w?, \, p, 2z, p, q) be feasible for the problems
(SIFP) and (MD), respectively. Let a sublinear functional (in third variable) be F : B x B x R™ — R. Let

. N4+ (N N4+ ()T .

(i) ((28 — E;Tzi s 5;:8 — E;Tj:) s (P )+ ()T wl, oo ( T) + ()Tw}n)> be higher order (K x
Q) — (F,a, p,d)-type I convex at u with respect to L and S,

(ii) KDR’“, Q D R7T and

(iii) Z)\p (d(l)xu> —i—Zuj {,0] (d;z) ))2—7'T’U}J2-}20.

Then

AT A uTs)  (A@+Q6IC)  fil@)+ Qa0
<gl<u>—uTm"“’gk<u>—uTvk> <gl<x>—Q<x|D1>"“’gk<x>—ﬂ< D >> prAOE G

Proof. By hypothesis (i) and Definition 2.3 at u with respect to L : B x R® — R¥ and S : B x R" — R™, we

have
filz) + 2Tz _ filw) + ul' 2 S filw) +ulz
( * )(Vm (91(“) —UTU1>

N L Tv L - fm u
gi1(z) — vy gi(u) —ulv; 1(u, p1) + p1 Vip, L (u, p1) i

W (g 2 frl@) otz fu(w) +ulm
P1 <d1 (z, u)) @) — e ge(u) — uTug & (u, i)

+ Vp1L1(U,p1)>

+ IV, Lio(u, pi) — Fova {a(x, w) (vr (W) + vpkLk(u,pk)ﬂ —p® (dk(l)(x,u))2> cK

(u)
(3.5)
and
( (ha(u,7) +u'w}) = Si(u,q1) + qf Vi, S1(u, q1) — Fo, [a(z,u)(vx(hl(u,T)—l—uTw%)
+ Vi Si(u, )] = o (@ (@, w)?, = (b, 7) + uTwh,) = S, gm) + 65 Vg, S (1, G
— Foa [al@, ) (Vi (o (0, 7) + uTw0}) + Vo, S (1t,4))] = p2) (42 xu)2> €Q. (36)

It follows from A € int K* and (3.5) that

a T
Z x) + 2Tz filu) +ulz ,

_Li s Pi i YLZ' , Di
i=1 [ (z) —2Tv;  gi(u) — uTv; (u, pi) + i Vi Li(u, pi)

— Fou {a(x,u)< <f§“)+uz> +VpiLi(u,pi)>} pH) (d(”( )ﬂ > 0.

gi(u) —uT

Using the sublinearity property of F, A € int K* C int R and dual constraint (3.3), we get
g + ’ g

ijAi [fi(x)—&-xTzi fiw) +u” zi]

9i(x) —aTv;  gi(u) —uTv;

> Fou [a(m,u)z& {Vm (JW) + Vp, Li(u,p; }

+Z)\2p11)(i )) .37
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Now, from hypothesis (ii), x € int @* C int R, it follows from (3.6) that
Dty | = (hilw )+ uTwi) = S(u,q5) + g Vo, 8w, 45)

— Fo [l u) (V. 7) 0T w0d) + 4,85 (0,07))] — 2 (a2 “I>0
T, ’ xz\Ij qj PJ i x, 'LL) > U.
Using i > 0, along with sublinearity of F, the above inequality gives

Z 15 [ (hy(u,7) + ulwi) — S;(u, ;) + q; Vg, 8;(u, ;)]

2
> Fru quuJ{V ) +ulwi) + Vg, 95(u,q;)} +Zu]p] (d(2) )) .
Further, using inequality (3.2) in the addition of (3.7) and (3.8), we obtain

;/\i [fi(x)erTzz fi(w) +u® zl}

gi(x) —2Tv;  gi(u) — uTv;

+.7-}u (z,u Z,uj{v

> Fou [a@,u)ZAi {v(%) 4V Liup)

+ul w; D+ Ve, S (u i)} + 3 )\ipgl) (dil) x u) +Z,uj {pj (d(2 (z, u)) —Tijz-}.

i=1

It follows from assumption (iii), dual constraint (3.1), sublinearity of F and F, ,(0) = 0 that

ixl[ ) +elz fi(U)Jr“TZi} > 0.

— () —2Tv;  gi(u) —uTy;

Now, on the contrary, suppose that (3.4) is not correct. Then, A € int K* implies

Zk:/\z[ w) +ulz  fi(z) +Q|Ch)

(u) —uTv;  gi(z) — Q(xlDi)} >0

i=1
Finally, since 27 z; < Q(z|C;), Tv; < Q(z|D;) and \; > 0, for all 4, therefore

z’“: { w +ulz filz) +a” z}

(u) —uTv;  gi(z) —xTo;

=1

which contradicts the inequality (3.9). This completes the proof.
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(3.9)

O

Theorem 3.2 (Strong duality). Let & € B be a weakly efficient solution of (SIFP) and the suitable constraint
qualification holds at . Then, for L;(Z,0) = 0, S;(#,0) = 0, V; Li(#,0) = 0 and Vg4, S;(2,0) = 0, i €
I, jel, there exist X = (A,..., ) € int K*, i = (fir, ..., fim) € int Q*, with (\, i) # (0,0) such that
(&, v, W', W, X\ fi, %, p=0, § = 0) is a feasible point of (MD) and the objective function values of (SIFP)
and (MD) are equal Moreover, zf all the assumptions of Theorem 3.1 are satisfied for every feasible point & of
(SIFP) and (u, ©, W', %, X\, fi, %, p, 4) of (MD), then (z, v, w', W, \, fi, %, p =0, § = 0) is an efficient

solution of (MD).



1350 T. YADAV AND S.K. GUPTA

Proof. qu the weakly efficient solution & € Sy of (SIFP), from Theorem 2.7, there exist A € int K*, o €
int Q*, (A, 1) # (0,0) and £ € T such that

Oea<z&<m> i ( +Q(x|E)+Q(f|Mj))> and

fig (h(E, 1) + Q& Ej) + QF M;)) = 0

The above equations with L;(@,0) = 0, Si(%,0) = 0, Vj Li(2,0) = 0, V4.5;(£,0) = 0 imply that
(&, 0, w', W%, X\, f1, 2, p =0, § = 0) is feasible for (MD) and respective values of objective functions
are equal.

Now, suppose that (&, o, wl, w2, A, i, 5 p=0, §= 0) is not an efficient solution of (MD), then there
exists a feasible point (u, v, w!, w2, A, u, p, ¢) of (MD) such that

(fl(u)+uTz1 fk(u)+uTZk> - <f1(§:)+§:T21  h@+Es

gr(u) —ulv” 7 gp(u) — uToy,
This further gives

(fl(u)mTzl fk(u)mTZk) B <f1(az)+n<¢|ol>  A@) + Q0
k

g1(u) —uTvy” 7 gp(u) — uToy

which contradicts Theorem 3.1. Hence proved. (]

Theorem 3.3 (Strict converse duality). Let & and (4, 0, @, @%, X, fi, %, P, §) be feasible solutions of the
problems (SIFP) and (MD), respectively. Let a sublinear functzonal (in third variable) be F : B x B x R" — R
such that

Jr(@) + 'z,

o (@) +aTz U o o o o
(i) <W - Zuj{hj(u,T) + a"w} + 7wl + S;(u,q;) — 4 Vi, S;(d, )},...,m _

LA ol o . ~ - f[@) + 375 Ix(@) + 372,
Z/Jj{hj(U,T) +UT’LUJ1' +Tij2+Sj(u, Qj) —ququSj(u,qj)}> - (gl(j) — i’T”l~)17 ( )7 :L'T S Ka
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y HO)+0O7 f : :

(i) ( <918 — 8T2 yee g:E 3 E ;ﬂi:) o (P )+ ()T wl, oo ha( T) + ()Tw}n)> be strictly higher
order (K x Q) — (F,a, p,d)-type I convez at @ with respect to L and S,

(ii) K2 RY, Q DRT and

(iv) Z/\p(l) (d(” ) i,z 2)(d2 :Eﬁ)) — #T52} > 0,

Then & = u.

Proof. Let ¥ and (4, 0, @', @2, N\ @, 2, P, q) be feasible solutions of the problems (SIFP) and (MD),
respectively. On the contrary, suppose that & # 4. Then, by A € int K* C int Ri, and i € int @* C int R,
hypothesis (ii) and Definition 2.3, we obtain

Zk:X (@) + 2Tz fi(w)+aTz

— L V. Li
i(&) — 270 gi(a) — aTo; i(@,pi) + 5} Vi, Li(@, pi)

— Fia [a(f,ﬂ) {Vz (%) + V,aiLi(a,ﬁi)H — oM (dgl)(i, a))ﬂ > 0. (3.10)
iﬂj [ — (hj(@,7) + a"w;) — S;(a,q;) + 4; Vg, 95(@, G;)
j=1

— Fra [al@ @) (Vs (hy(a@,7) + aTab) + Vg, S5(a,d;)}] — o (d§2> (@,@))2] > 0. (3.11)

Further, using the sublinearity of F and inequality (3.3) in (3.10), we get

2’“: % [ @) +3"%  fil@+ uTz}

gz(éf) — i‘TfJZ gi(’&) — ﬂTfJZ

+Z)\1pl (d(” ))2. (3.12)

k N T
> Fsa 01(33,@)25\1' {Vi (W) + V;,Li(4,p;) }

gi(u) — aTv;

9i(z) —zT0;  gi(a) —aTy,

k ~ T~ ~ T~
Do [fi(x)HCTZi - fi(“H“Tﬂ >0, (3.13)
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Now, using dual constraint (3.2) and A; € int K* in hypothesis (i), we get

This contradicts the inequality (3.13). Hence the result. (]

Example 3.4. Let in the problem (SIFP), f: R — R? g:R — R? and h: R x [-1, 0] — R? be given as:

f@) = (fi(2), fo(2)) = (@ +2, 2*(2* + 1)),
9(x) = (91(2), g2(2)) = (2" +4, (2* +1)*) and
h(z, t) = (hi(z, t), ho(z, t)) = (3t — 2, 2°t).

Let the cones be K = {(z, y) € R? : >0, y > —172} and Q = {(x, y) € R? : y >0, 2y > —z}. Also,
suppose

L(u, p) = (L1(u, p1), La(u, p2)) = (p1u, —p2u),
S(u, q) = (S1(u, q1), S2(u, g2)) = (qw ; q2(u—1)) and
i (2, y) = dP (w,y) =1 — 2y, & (@) = d) (@, y) = y* + 1.

Let the sublinear functional be F ,,(b) = bru and a(z, y) = 1 + z%y?. Let
Cl = {O}, 02 = [O, 1] = D1 = E2 = MQ, and D2 = [—1, 0] = El = Ml-

Thus, their support functions will be

T —x t|—1
Qa]C1) = {0}, (el D2) = QalB) = P aian) = L
t|+t
Q(2|Ch) = Q| Dy) = Qx| Ez) = %'9”' and Q(t[My) = | ';
— t|—t t t
The feasible region Sy = {x e R : <2xt (|x|2 z) — ( |2 ), —z%t — (x—|—2\x|) - ( |2+ )> € Q,

for all t € [—LO]}.

1
ClearlY7 07 —-le SO' AISOa ﬁ: (’U/, v, U}l, w2, )‘, My 2, D, q) = (07 (05 0)? (07 1)7 (_ 17 1)7 (gv 2)’ (1a 1)a
(0, 0), (1, 0), (0, 1)) is feasible for (MD).

Validation of Theorem 3.1:

First we will show that all the hypothesis of Theorem 3.1 are satisfied.
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At uw =0, for v = (0, 0), z= (0, 0), p (1)* 2andp()*§ we get

fi(u) + uTz1>

g(z) —2Tv;  gi1(u) —uTvy g1(u) — uTvy

<f1(x) +aTz B filu) +utz — Li(u,p1) +p1TVp1L1(u,p1) — Fau [a(m,u) <VI (

Y (dg1)($7u)>2’ fo@) + Tz fo(u) +ulz

— L
g2(z) — 27wy go(u) — uTvy 2(u, p2)

+ VplLl(u,p1)>

PV La() — P [ (9 (902 49, L) ) - ) (dél><w,u>)2>

g2(u) — uTvy

_ x2—|—2+3 22 1
T\lzt+4 2 2241 8

> € K\ {0}, for all z € R.
Further, for wi € By, wi € By, w? € My, w3 € My, p§2) =1, pf) = —1 and for all 7 € [—1, 0], we obtain
< (ha(u, 7) +uTwi) = Si(u, q1) +¢f Vo, S1(u, 1) = Fou (e, u) (Va b (u, 7) +u’wy)

£ Vo S10ma)] (8 @) (ol 7) + T d) — 8o p2) + 63 Vi, Sa(u,02)

— Fo [0, w) (Vo ha(u, 7) + uTwh) + V4, 82(u, g2)) ] — (dg?)(x,u))Q) = (1. 1) e\ {oy.

Hence, the hypothesis (i) of Theorem 3.1 is satisfied. Moreover, R C K, R2 C Q and

2 2
Z)\lpgl) (dl(l) z,u ) + Z,uj { (2) <d§»2) (a:,u)) - TTw?} =0.
i=1
Thus, hypotheses (ii) and (iii) of Theorem 3.1 also hold. Now, for 3, the expression
flw)+ulz folu) +ul 2 B filx) + Qz|C1)  fa(z) + Q(x|Cy)
g1(u) —uTvr’ ga(u) — ulvs 91(x) = Qx[D1)" ga2(x) — Qx| D2)
(0, 0)¢K/{0} for =0,
= 1
( 0 )%K/{O} for z=-1.
Hence, the Theorem 3.1 is verified at x = 0, —1 € Sy and the point ( feasible for (MD).

Validation of Theorem 3.5:

For the points 3 and = = 0, it has been shown above that the assumptions (ii), (iii) and (iv) of Theorem 3.3
hold true. Also, the value of the expression

( fi(w) +ul'z

g1(u) —uTvy

falw) +uz
g2(u) — uTvy

fi@)+ a2tz falz) + $T22>

g1(z) —2Tvy" go(w) — 2T vy

2
= widhi(u, )+ uTw) + 7w + Sj(u,q5) — qf Vg, Si(u,q5)}
j=1
2
=S s, ) + uTwd + 7R 4 8 5) — TV, S, qj>}> - (
j=1
=(0,0) € K.

Thus, the assumption (i) of Theorem 3.3 also holds. Hence verified. O
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Next, by demonstrating the following example, we will show that if the assumption of higher order K x Q —
(F,a, p,d) — type I convexity does not hold, then the result of Theorem 3.1 may not hold:

Example 3.5. Let in the problem (SIFP), f: R — R? g:R — R? and h: R x [2, 4] — R? be given as:

f@) = (fi(@), fo2)) = (2 + 4, 2'(a" - 1)),
9(z) = (91(2), g2(w)) = (22° + 1, (2" +1)%) and
h(z, t) = (hi(z, t), ho(z, t)) = (=23t + 2, —2%t?).

Let the cones be K = {(z, y) €R? : >0, y > -2z} and Q = {(z, y) €R? : >0, y > 0}. Also, suppose
L(u, p) = (L1(u, p1), La(u, p2)) = (=p1u, pu),
S(u, q) = (S1(u, @1), S2(u, g2)) = <q1u7 q2u+4) and
A" (w,y) = d () = (e + 1), d7(wy) = d5? () = 2Py,
Let the sublinear functional be F, ,,(b) = b*zu and a(z, y) = 2 + z?y>. Consider
C1={0}, Cy=[~1, 0] = By = My and Dy = Dy = [0, 1] = Fy = M.

Thus, their support functions will be

T —x t|+t
QalC) = {0}, AelCs) = el ) = T2 agan) = T
T+ |z t|—t
Q(z|D1) = Qx| D3) = Q(z|Es) = 2' | nd Q(¢t|Ms) = | |2
One can easily verify that # = 1 is feasible for (SIFP) and (5 = (u, v, wh, w?, A\, u, 2z, p, q) =

0, (0,0), (-1, 1), (% —1), (2, 1), 1, 1), (0, 0), (2, 0), (0, 2)) is feasible for (MD). At fi, for

any pgl), pél), p§2), pé ) e R, since R C K, R2 C Q and

i:)u'pgl) (dz( T, u ) + Z'uﬂ { (2) (d(Q) ))2 — Tijz.} =
=1

Thus, hypotheses (ii) and (iii) of Theorem 3.1 are satisfied but

(R
Vv
o

Ale) +aTz fi(u) +ulz
gi(z) —xTvr  gi(u) —ulvy

fi(u) +ulz
7L T L - xr,u ) x N 7T
1(p2) + 2] VL 1) — [a(x u><v (L

2 2
) = P40 at a—1

—|—Vp1L1(u,p1)> T

O (d< ) (zu

L+ O+ 2
g1() = ()Tvr 7 g2(-) = () Tv2

That is, (K x Q) — (F,«a,p,d)-type I convexity of ((

() Twi, ho(-, 7) + ()T'w%)> is not satisfied. Also,

filw) +uT2zy  folu) +ul 2 | file) +Q(2]Ch)  fo(z) + Q(2|Cy)
g1(uw) —uTvy" go(u) — ulvy g1(x) — Qz|D1)’ ga(x) — Qx| D2)

Hence, the result of Theorem 3.1 does not hold. a
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4. WOLFE TYPE DUAL

Consider the following Wolfe type higher order dual model for (SIFP):

P1 Vp, L1 (u, p1)

T
(WD) K —max lm—&-lq(u, p1) —pl , . W+Lk(u Dk)

- pzvpkLk(I% pk)]

subject to

Z)\

u) +u z m o
(M) + V. Li(u, p;) +jz=;uj [Vw(hj( )—|—u w 4T w])

+ Vg, 55 (u, %‘)] =0, (4.1)
Zuj [hj(u,7) + uijl + TTwJQ» +5;(u, q5) — ququ S;i(u, q;)] >0, (4.2)

%z €C, v €D, wh e Ej,w?e My, iel, jeJ, reTand(\p) €int K* x int Q*, (A, p) # (0, 0).

Theorem 4.1 (Weak duality). Let x and (u, v, w*, w?, \, u, z, p, q) be feasible for the problems (SIFP) and
(WD), respectively. Let a sublinear functional (in third variable) be F : B x B x R™ — R. Also, assume that

: 1)+ Fi() + ()" 2 YT ATl YT ATk is higher order
(1) (( () ()TUI ..,gk(‘)(')Tvk>7 (h1<7 >+() 1,--~7hm(; )+<) m)) hgh d (KX
Q) — (F,a, p,d)-type I convez at u with respect to L and S,
()KDR’C QDRTand

(iii) Z)\lpzl) ( (x u)) + iuj{pg-z) (d§-2)(ac,u))2 -7 wz} > 0.
j=1

Then
(W + Ll(ua pl) - p{vpl Ll(’LL, P1)7 ey W + Lk(u Pk) pgvpk Lk (u7 pk))
fi(@) + Q(=|Ch) fre(z) + Q(z|Cy)
: (91@) —Q@lD) " gule) - Q(wa) PR (*3)

Proof. Tt follows from hypotheses (i) and (ii) and sublinearity of functional F that

zk:/\ { o) +alz fi(u) +uTz

— Li(u,p; Vi, Li(u, p;
() —2Tv;  gi(u) —ulv; (u,pi) +p; Vi, (Up)]

> Fou [a(w) ij A {vx (M) + Vi, Li(u, pi }

gi(u) — uTv;

+ Z )\1/)1 (d(l x u))2 . (4.4)

Z i [(=(h (u, 7) + w"w)) — Si(u, ) + q; Vg, 55 (u, qj)]
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a(w,u) 3 g {9y (0, 7) + uTwl) + ¥, S (. q;) ]+Zwﬂ (@ @w)’. @)

Using (4.2) in (4.5) and then adding with (4.4), we get

zk:/\l |:fi(1') +alz filw) +ulz

B — Li(u,p; I'%,. Li(u, p;
gi(x) —aTv;  gi(u) —ulv; (u,pi) +p; Vp, Li(u, p )}

> Fou [a(x,u) Z Ai {Va,- (M) + vpiLi(u’pi)}

gi(u) —uTv;

+ Fo[alww) Y { Vg7

+uTw! )+V%S U, q;) } i lpgl) (d(l a:u) +Z,uj{ (2) (;2)(.%,114))2 TTw?}

It follows from the hypothesis (iii) and sublinearity of F that

gi(x) —zTv;  gi(u) — uTv;

k
Z)‘i [fz(l‘) + 2Tz _ filu) + ulz; — Li(u,p;) +p?VpiLi(u,pi)]

> Fou [a(w, U){ zk: Ai {Vw (W) + VpiLi(u7pi)}

i=1

+ZMJ{V )tu w)"'quS (u, (IJ)}}

Further, applying inequality (4.1) and using F, ,,(0) = 0, we get

i [ x) +alz fl(u)—i—u %

(z) — zTv; gi(u) —uTw;

~ Li(upy) +p?vpiLi<u,pi>} >0, (4.6)

i=1
Now, if possible, suppose that

<f1 (u) +ulz

L AR
g1(u)—uTv1+ 1(u, pr) = p1 Vi, La(u, pr), -,

T " _ [ fr(z) + Q(=[Ch) fr(@) + Q(2[Cr)
Pi Vi Li( >pk)> (gl(x)_Q(x|D1),...,gk(x)_Q(ka)> € K\ {0}.

From X € int K*, we get

k T
u)+ut oz
> {f() + Li(u, pi) = pj Vp, Li(u, pi) —

g (u) — T, : ] > 0. (4.7

Since 272z; < Q(z|C;), 2Tv; < Q(z|D;) and X € int K* C intR, therefore

i(z) + Q2] Cy b z) + 7z
(St ) o (M) a2

i=1



ON DUALITY THEORY FOR MULTIOBJECTIVE SEMI-INFINITE FRACTIONAL OPTIMIZATION MODEL 1357

Finally, using (4.8) in (4.7), we obtain

k
f, u) —|— ul'z; T filx) + 272
)\z L;i(u, p;) —p; Vp, Li(u, p;) — ————| >0
which contradicts (4.6). This proves the theorem. O

Theorem 4.2 (Strong duality). Let & € B be a weakly efficient solution of (SIFP) and the suitable constraint
qualification be satisfied at &. Then, there exist A = (Ai,..., ) € int K*, i = (i, ..., fm) € int Q* and
(A, 1) # (0,0) such that (&, o, w', w?, N, i, 2, p=0, ¢ = 0) is a feasible solution of (WD) and respective
objective function values are same, provided L;(x,0) = 0, Si(£,0) = 0, V;,L;i(Z,0) = 0 and Vg4 S;(z,0) =
0,iel,jel. Moreover if all assumptions of Theorem 4.1 are satisfied for every feasible point & of (SIFP)
and (@, o, W', W%, N\, {1, , p, §) of (WD), then (&, o, W', w?, N, fi, 2, p=0, §=0) is an efficient solution
of (WD).

Proof. From the subdifferentiability of support functions, for z; € dQ(&[C;), @ € IQ(E|D;), w; € INE|E;)
and w3 € 9Q(|M;), we get

Q(z|Cy) = 37z Q#|D;) = 270, QZ|E;) = 3wl and QI M;) = T w3 (4.9)

It further follows from Theorem 2.7 that

where (\, ) € int K* x int Q*, (\, fi) (0,0). Clearly L;(

0 ,0) = 0, 8;(70) = 0, VyLi(#0) =
/\7 £y Zap:()aq:

0, Vg Sj(#,0) = 0, imply that (z, o, wl, w2, ) is feasible for (WD) and respec-
tive values of objective functions of (SIFP) and (WD) are equal.

Now, on contrary, suppose that (&, o, w', @w?, X\, fi, %, p =0, ¢ = 0) is not a weak efficient solution of
(WD), then there exists a feasible point ( v, wh, w?, A, z, u, p, q) of (WD) such that

u) +ulz u) +ulz
[W —|—L1(u, p1) _p{vplLl(u, p1),...,W —i—Lk(u pk) pfvpkLk(u, pk-)
h(@) +3"5 o . Fr(@) + &7 %,
L — L L4 L
Lh(f)fo}l + Li(Z, p1) — p1 Vi L (&, 1), ' 0u(E) — 2Tk + Li(Z, pr)

_ﬁgvﬁkl’k(ia ﬁk) € K\{O}

Further, using p = 0 and (4.9), we get

[fl(uquzl fe(w) +uTz

gr(u) — ulvg
B [fl(@ +Q@ETRH) @) +E 5
g1(&) = Q@T01)" "7 gr(@) — Q@7 |0y

This contradicts the result of the Theorem 4.1. Hence proved. [

+L1(U/, pl) _p{vplLl(/L% pl)a"'7 +Lk:(u pk) p{vpkLkr(’Lh pk))

g1(u) — uTovy

€ K\ {0}.
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Theorem 4.3 (Strict converse duality). Let & and (i, v, W', 02, N [, 2, P q) be feasible for the problems
(SIFP) and (WD), respectively. Let a sublinear functional (in third variable) be F : B x B x R" — R such that

, a) +u'z . aTwt + 7w i, q
(i) <fl()~1 + Li(a, p1) — pi Vs Li(a Zﬂj{h i, ) Ty + 7T+ S5(0,45) —

~ . fr(@) +al z, . _ . _ . T T -
ququSj(u,qj)},. .. ,m + Li(@, pr) — pLVp, Le(t, pr) — Zuj{hj(u,T) + uijl + TTw? +

: TZl f}c('

)Tz
: TU17'”791¢(~; —f 8TUZ>, (h1(', )+ ()Twh, . o hp(-, ) + ()Tw}n>> be strictly higher

)+ ()

)— ()

| If{ X Q) — (F,«, p,d)-type I convez at @ with respect to L and S,
(iii K ORE, Q DR” and

(iv) ZM) (d(” ))2+iﬂj{p§)(d§2)(f ﬂ))2—7w2}>0
Then T = .

Proof. Let & and (4, 0, @', W%, X\, fi, Z, p, q) be feasible solutions of the problems (SIFP) and (WD),
respectively. Let & # 4. Then, by the Definition 2.3 and supposition (ii), we have

b TR + 375 () +als
PIRY [gﬁjﬁi - ;EZ? e L) + ﬁfvmw,m]
=1
b (@) + Tz 2
> Fra a(ﬁ:,a);&{vi(mﬁvpp } +Z>\1pl (d“ xu)) . (4.10)
>y [~ (hy(@,7) + a"w)) - (@, ;) + @) Vg, S5(a, )]
j=1
> Fra |a(@,a) Y iy {Valhy (i, 7) + a"@}) + Ve, 5(d, 4;) ]+ZW(2) (@ u))2 (4.11)
j=1

where \ € int K* C int R and fi € int @* C int R7". Adding (4.10) and (4.11) and using supposition (iv), we
get
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It further follows from (4.1) and (4.2), sublineairty of F and F, ,(0) = 0 that

Z)‘ {fz (@) +2"z  filw) ru g (@, pi) + LV, Li (1, )] > 0. (4.12)

z) — 2Ty, gl(ﬂ) —aly;

But hypothesis (i), dual constraint (4.2) and X > 0 yield

Mo TR(E) £ iTE (@) 4 als
S Eg;f;j —ggfgfz o Li(api) + BTV L(a,ﬁi)] <0,
i=1 1 1 1 1

This contradicts the inequality (4.12). Hence proved. O
Example 4.4. Let in the problem (SIFP), f: R — R? g:R — R? and h: R x [-0.5, 0] — R? be given as:
fx) = (fi(x), fola)) = (4(=* )2 32%),

9(z) = (91(@), ga(w)) = (2 +2, 2° +2) and
h(z, t) = (hi(x, t), ho(z, t)) = (x +2t, z —t —1).

Let the cones be K = {(z, y) €R? : >0, y>0}and Q = {(z, y) € R? : y >0, 3y > —x}.
Also, suppose

L(u, p) = (L1 (u, p1), La(u, p2)) = (=p1u®, —2pa(u+1) —1),
S(u, q) = (S1(u, q1), S2(u, g2)) = (=5q1u + 2, gou —4),
iV (z, y) = d3)(z, y) = (1 - y)(@* - y?) and
AP (z, y) = 2(y — 1), 4 (z, y) = (1 —y?).

Let the sublinear functional be F, ,(b) = —b(z? — u?)? and a(z, y) = 1. Let C; = {0}, Cy = [-2,0],
Dy = Fy =[-1, 0], and Dy = E; = My = My = [0, 1] then the support functions be given by

Q(e|C) = {0}, AeIC:) = fal — 2, Ra|Da) = 2l y) = L,
D) = Q(alB) = LT and i) = o) = m;t

Now, the feasible region for (SIFP) is

So{xGR : <x2t(|x;x)+t, x+t+1(m+2|m|)> € Q, for allt € [-0.5, 0]

Clearly, 0, —1 € Sp. Also, one can easily verify that for the dual model (WD), [y =
3
(u, v, wh w2 X pozpig) = (= 1,0, 00, (<1 1), (0,0),(6. 7). (12), (0,0), (2,0), (0,2)) and

Gy = (v, wh, w? Ay zops ) = (0, (0,00, (<1,0), (0,0, (1, 2), (1,2), (0,0), (1, 1), (0, 1))
are feasible solutions.

Validation of Theorem 4.1:

1 1
=, o = ——, we obtain

At u=—1, for z = (0,0), v = (0,0) andpgl)zg,p2 =3
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(ﬁg; ji;zi B SJ]EEZ; iZ;Z - LI(U,pl) +p?vp1L1(u7p1) —Fan |ﬁz(m,u) (vx (]W)

g1(u) —uTvy

2 T T
+ VplLl(u,pl)) pgl) (dgl)(x,u)) : fa(z) + 2 29 B fa(u) + u” 2o

— L
g2(x) —xTvy  go(u) — uTvy 2(u; p2)

PV La() — P o) (0 (202 o9, L) )| - o) (dé”(sc,mf)

g2(u) — uTvy
(22 —1)2(52* + 1622 +2) 322 2
< 2T D) ,x2+2+§(x271)2 € K\ {0}, for all z € R.

Also, for all z € R, wi € By, w} € By, w? € My, w3 € My, 7 € T and p§2) =0, pf) =1, we get

<—<h1<um>+u wh) = S1(1n,41) + 47 Vi, 81 (1, 41) — o e, w) (Vo (i, 7) + a0}

2
+ vthl(uﬂ Q1))] - P(12) (d§2)($au)) ) —(hz(uﬂ') + uTw%) - 52(%1?2) + (IQTVq252(U»Q2)

— Fon [a(x, w) (Vm(hg(u,T) +ulwl) + V2 52(u, %))} - p?) (de) (x7u))2>

= (71+w% — 27+ (6 + wi)(2? — 1), 2+T+w%(1+(12f1)2)) €Q\{0}.
Hence, the hypothesis (i) of Theorem 4.1 hold.

2
Also,]Rf_:K,]RiCQandZ)\lpgl)(i a:u) —|—Z,u]{p ( )) Tw?} = (a: —1)2>0.
i=1
Thus, all the hypotheses of Theorem 4.1 are satisfied. Now for the feasible point (of (WD)) 2, we get
fi(u) +ulz T fa(u) +uT 2 T
———F——L L ———F——L L
<gl(u) _ UT'Ul l(ua pl) +p1 Vpl l(uapl)a QQ(U) — ’U,T'UQ Q(U, p2) +p2 Vpg Q(U,pQ)

(A 00y paw) +90IC) | _ [ (0. 5) £ KO} at o=,
g1(z) = Q(z[D1)’ ga(z) — Q([D2) (=2, 1) ¢ K/{0} at x—=0.

This validates the result of Theorem 4.1 for z = 0,—1 € Sy and [ feasible for (WD).

Validation of Theorem 4.3
For the points 2 and z = —1, it has been proved above that the assumptions (ii), (iii) and (iv) of Theorem 4.3
are satisfied. Further,
fi(uw) +ulz
<gl(u)uTvl + Ly (u, p1) — piVy Li(u, p1) Z“J{h u, 7) 4+ u” w» + TTwJZ» + S;(u, q5) — ququSj(u,qj)},

j=1
fa(u) +ut 2
92(0) = uFy + Lo(u, p2) — p3 Vp,Lo(u, p2) Zu]{h (u, 1) 4+ u” w- + TTMJQ- + S (u,q;) — ququSj(u,qj)}

B <f1(:c)+i~Tz1 gzgx)erT@) iy -~

g1(z) — zTvy’ x) — xTvs

0, 1) ¢ K.

Hence, the assumption (i) also holds at x = u = —1. This completes the validation of Theorem 4.3.
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Without the assumption (i) of Theorem /.1
For any p{"), p3" pi?, pi? € R, at B, for (WD),

2 2
Z/\ipl (d(l x u) +Z“J{ ( (2)(a:,u)> o } 0
i=1
and RZ = K, RY C Q. Therefore, assumption (ii) and (iii) of Theorem 4.1 are satisfied but at 2 = 0,

—(hl(u, T)+ uTw%) —S1(u,q1) + q?Vql S1(u,q1) — Fou [a(x, w) (Vx(hl(u, T)+ uTw%)

2
+ Ve Si(ua))] - o <d§2) (m,u)>
=—-7—-27 <0, for all 7 € [-0.5, 0].

91() = ()71 g2() = ()Tv2

(F,a, p,d)-type I convex. On the other hand, at x = 0 and fs,

(fl(u) +ulz

g1(u) — uTvy

Hence, the pair ((‘fl() 0 SO+ ZQ), (ha(-, )+ () wi, hol-, 7) + ()T w3) ) is not (K x Q) —

- Ll(ua pl) +pTVp1L1(U,p1),

file) + Qx|Cr)  folz) + Qx|Co) | _
- (911(06) —Q(IIDll)’ gzz(x) —Q(gc|DZ)> - <0= 1) € K\ {0}

- LQ(ua p2) + pgvP2L2(uap2)>

This shows the significance of assumption (i) in Theorem 4.1, without which the result may not satisfy. 0O

5. SCHAIBLE TYPE DUAL

For the (SIFP) model, consider the following Schaible type higher order dual:

(SD) K —max(ni, n2, - -, M)
subject to
k m
Z iV (fz(u) +ul 2 — ni(gi(u) — uTv,-)> + Z ujvx< 1) +ul w + 7'wa>
i—1 j=1
+ ZA V. [Gi(u, pi) = miLi(u, p)l+ > 11V, S;(u, q;) =0, (5.1)

Jj=1

> )\i{fz‘(u) +u”z = migi(u) — u"vi) + Gi(u, pi) — niLi(u, pi)

i=1

—p!'Vp, (Giu,p;) — niLi(u, p;)) } >0, (5.2)

Zuj {hj(u,T) + uijl- + TTw? + S5 (u, g) — ququ S;(u, qj)} >0, (5.3)

zi € C;, v; € Dy, w; € Ej, r]ERﬁ_, iel, jed, (A p) eint K* x int Q*, (A, p) # (0,0) and 7 € T.
Throughout this section, we have used p( ) = (p(?, p&)) € R xR and dgl) = (dg), d_ﬁﬁ’) e RxR.
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Theorem 5.1 (Weak duality). Let for every feasible solution x of (SIFP) and (u, v, w', w?, X\, u, z, 0, p, q)
of (SD), F: B x BxR™ — R be a sublinear functional (in third variable) and

(1) ((fl() (T2, () + O 20), (M) + (OTwl, oo h (1) + ()Tw}n)) be higher order (K X Q) —
(F, «, p, d)-type I convex with respect to G and S,

(ii) ((_771(91(') - (')TUl)’ s _nk(gk(') - (')Tvk)v (hl('vT) + (')Tw%a AR hm('vT) + ()valn)) be higher order
(K x Q) — (F, «, p, d)-type I convex with respect to —mL and S,

(iii) Z)\ { (1) (d(l) x u))2 erg) (d(l T,u ) } ij { (2) (d(2) ))2 — 77?2 } >0 and

@i )KQR’LQQRT-

Then
fi(z) + Q(z|Ch) Jr(z) + Q(x|Ck)
oo = (TR e~ acim )| # O o4
Proof. Let if possible (5.4) be not true. Then by hypothesis (iv), A € int K* C int R, we have
k
T A+ o)
2N e aing) > (55)

Since #72; < Q(|C;) and xTv; < Q(x|D;), we obtain
fila) + Q(2lC) _ fila) + 275
gi(x) — Qz|D;)  gi(x) —aTv; =
It follows from A; > 0, for all ¢, that

Z/\ (fl z) +Q(z|C;) fi(af)+3«“TZi> > 0. (5.6)

gi(x) = Qz|Di)  gi(x) —zTv;
Further, adding (5.5) and (5.6), we get

k
Z)\i (i (gi(x) — a"v;) = (filz) + 2"2)] > 0. (5.7)

Now, for A € int K* and p € int Q*, hypotheses (i) and (ii) imply
k
Z&' [fi(l’) + a2’z — (filw) +u" 2) = Giu,pi) + p; Vy,Gi(u, pi)
~F V. (fi T2) + Vp, Gi(u, pi))) — pi (V) >0 5.8
T,u (a(m,u)( o(filw) + v’ zi) + Vp, z(uvpz») Py \ Oy, (2, u) =2 U (5.8)
k
ZA lm gi(x) — 2Tvi) + (g:(w) — u"v;)) + niLi(u, pi) — mip] Vp, Li(u, pi)
T 1 1 2
— fz,u( — nia(x,u) (V$(gi(u) —u'v;) + VpiLi(u,pi)) ) — p!(h) (déi)(x,u)) > 0. (5.9)

Z/,LJ [ ) +ulw;) = Sj(u, 4;) + a5 Vg, 85 (u, 45)

—]—'z’u<a(ac,u) (Vx(h( )+u w; )—i—VqJS U, q;) ) Zujp (d 2) ))21 > 0. (5.10)
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From A; > 0, for all ¢ and sublinearity of F, the inequalities (5.8) and (5.9) yield

k
> { )+ 2"z = (filu) + u” z) — Gi(u, pi) + pi Vi, Gi(u, ps)
i=1

—ni(gi(x) — "v;) + i (g5 (u) — uv;) + miLi(u, p;) — UipiTVpiLi(vai)}

k
2 Z AiFau (a(x, u) (vx(fZ(u) +ulz) + V. Gi(w, pi) = ni(Va(gi(u) — u’v;)

k

+ VpiLi(u,pi)))) + Z)‘i {pfi (d(l)(x u))2 N pg) (déf)(x,u)>2} |

i=1

Further using (5.2), we get
k
Z i {fi(z) + 2"z — ni(gi(z) — 2Tv;) }
=1
k
> Z AiFau (a(l“a W) (Va(fi(w) +u”2) + Vp, Gi(u, i) — 1i(Va(gi(u) — u”v;)

+ V., Li(u, p;) ) —|—Z>\ { ) ( (x u)) +p(1) (dg)(x,u)f}. (5.11)

The inequality (5.10) together with sublinearity of F yield
Z )+ ulwh) — S5 (u,q5) + ¢ Vg, Sj(u, )}
wi { j 3\ 45) T 45 V ;05\ Gy
m 2
>]—'zu( quuj ) +ulwy) + Vg, 85 (u,q5)) >+Zujp (d(Q) )) . (5.12)
j=1
It follows from (5.11) and (5.12) and hypothesis (iii) that

k
Do {fi@) + 2z (= (gi(2) — 2"w)) }
i=1

+Zuj{*(h( u) + vl wi + 77wd) — Sj(u, q5) + q) Vg, Si(u,q5)}
> Fuu la (2, u) (Z)\ { ) +ul'z) +V,,Gi(u, pl)) — 0 (Va(gi(u) — uvy)
+ Vo, Li(u,ps)) +Zu3 ) +u” w; )+ Ve, S (u ,qﬂ))].

Finally, using (5.1) and (5.3), we get

k
Do [milga(a) = aTv) — (file) +27)] < 0. (5.13)

This contradicts the inequality (5.7). Hence the result. ]
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Theorem 5.2 (Strong duality). Let & be a weakly efficient solution of (SIFP) and the suitable constraint
qualification be satisfied at &. Then for Li(£,0) = G;(2,0) = S;(#,0) = 0, V; Li(#,0) = V4,8;(2,0) =
VplG(jO)—O i=1,2,...,k,j=1,2,. mthereexist(OO)#(;\[L)EintK*xth*,ﬁGle_, Z €
C;, v; € Dy, w SO w GMJ, iel, jEJsuchthat(:z: v, W', W, N, fi, 2, 7, p=0, ¢ =0) is feasible
point for (SD) and the ob]ectwe function values are same for both problems Moreover, if for every feasible point
& and (u, 0, W', W2, N\, i, %, 7, P, q) of (SIFP) and (SD) respectively, all assumptions of Theorem 5.1 are

satisfied then (&, ¥, W', w2, 5\ i, 2,1, p=0, ¢ =0) is an efficient solution of (SD).

Proof. Tt follows on the lines of Theorem 4.2. |

Theorem 5.3 (Strict converse duality). Let & be feasible for (SIFP) and (u, v, W', w?, X\, fi, %, 9, P, §) be
feasible for (SD). Let a sublinear functional (in third variable) be F : B x B x R™ — R such that

§ . h(@) +3" 5 fu(@) + 37 %
” o ) (s g <&
((fl Vo2, o)+ () 2, (Ra(7) + ()Tt b (, 7) + () T),)) e strictly higher order

(K x ) (]-' a, p, d)-type I convexr with respect to G and S,
(i) ((=71(g1() = ()T01)), -, (=lgr() = ()T 00)), (ha (-, 7) + ()Tt o (,7) + ()T 4Dy,)) - be strictly
higher order (K x Q) — (F, a, p, d)-type I convex with respect to —nL and S,

iv) ﬁ;&{ @) (d(l) 12) +P£71) (d(l) (& a) } ZN] {PJQ)( (:Ic ﬂ)> %Tw;} > 0 and K O

RY, Q DR™T.
Then & = .

Proof. We will show the proof by contradiction. Let & # @. Then, by hypotheses (ii) and (iii), we have
> A [fi(f) +@"z = (fi(a) + 0" %) — Gy, i) + pi Vi, G, pi)
. 2
— Fia (@, 0)(Ta(fi(0) + 07 %) + V5, Gi(a,52)) — oY) (a7 (2, 3)) ] > 0. (5.14)

k
> lm(—(gi(i) — &%) + gi(a) — " v;) 4+ 9 Li (@, p;) — i Vi, Li(, p;)

2
— Fr.a(a(@, ) (Va(hy () + 070)) + Vg, 8(0.07)) ) = o (d (,1)) ] >0 (5.16)
where A € int K* and ji € int Q*. From (5.14), (5.15), hypothesis (iv) and sublinearity of F, we obtain
k
Z {fz (#) + 3"z — (fi(w) + 0" %) — Gi(a, pi) + §; Vi, Gilit, pi)

+ (= (gs (&) — &70:)) + 7igi (@) — @ 0;) + i Ly (4, p;) — f]iﬁiTVﬁiLi(ﬂ,ﬁi)}
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k
> Fa (a(fc, i)y Ai{ (Va(fi(a) + a0 %) + Vi, G, 5;) — (Vi (gi(0) — a”0;)
i=1

ko ) )
+ VﬁiLi(a,ﬁi)))}> + Z i {p%) (dg})(j;,ﬂ)) + pgi) (déli)(faa)) } .

Now, using (5.2) in the above inequality, we get

4V, Ll }) Xk: { W (d‘” (i a))2 +pl) (dg)(:&,a))z}. (5.17)
Since i € int Q* C int R, and F is sublinear, the inequality (5.16) further yields
i 1 {—(hj(@) +aw}) — S; (1, 4;) + d; Ve, S;(,d;) }
> Foa (a(f,ﬁ)iﬂj (Va(h(a) + "o 1) + Vg, 85(t, G;) ) +Z,ujp (d(2 (& 11))2_ (5.18)

j=1

Applying (5.3) in (5.18) and then adding with (5.17), we obtain

k. 2
+3A {p}? (d}?(:z,ﬂ)) + o) (dg (&, @) ) } Zﬂa {pf) ( (& a)) - %Tu?]l-}. (5.19)
Further, using hypothesis (iv), dual constraint (5.1) and F ,,(0) = 0, we have
k
Z i(9i(2) — 2" w;) — (fi(@) +272)] <0. (5.20)
But from hypothesis (i) and A € int K*, we have
k
Z/\ [fi(Z) +-77 Z — mi(9:(%) — j"Tﬁl)] <0,

which contradicts (5.20). Hence the result. O
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Example 5.4. Let in the problem (SIFP), f: R — R?, g: R — R? and h: R x [-2, —1] — R? be given as:
f@) = (filx), fola)) = ("7, 2® +12),
g9(x) = (91(2), g2(2)) = (2” + 1, 13(2 + 2%)) and
Wz, t) = (hi(=z, t), ha(z, t)) = (x +3t, v+t —1).
Let
K={(z,y)€R* : >0, y > 2z},
Q={(z,y) €R* : 2>0, y >0},
G(u, p) = (Gi(u, p1), Ga(u, p2)) = (p1 —u', —(p2u® +5)),
L(u, p) = (Li(u, p1), La(u, p2)) = (p1u” +57 e ),
St ) = (S1(u, 1), Sa(us @) = (qr(u+1)?+2, g(u—1) +3).

Further, let a(z, y) = (2 — y)? and F, . (b) = —bx?u. Consider
Cy =10, 2 = My, Co = Dy = By = [~1, 1] and Dy = By = M; = [~2, 0].
Then, their support functions will be
Q(z|Ch) =z + |z|, Q(z|C2) = Q(z|D3) = Qx| E2) = |z|, Q(t|M7) = |t| — ¢,
Q(z|Dy) = Qz|Ey) = |z| — x and Q(t|Ma) = ¢ + [t].
The feasible set of the given problem:

So = {x cR : (_215_ | =[], 1=z — |a| — 2t — \t|) € Q, forall t € [-2, _1]} = [-1, 1].
. 1 9 1 1
AISO the pOll’lt ﬁ4 = (U, v, w-, w, A7 MK, 2, 1, D, q) = 17 (07 0)7 (_17 1)a (_2a 0)7 (17 1)7 (57 i)a

(0, 0), (1, 0), (1, 2), (1, 2)) satisfies the dual constraints (5.1)—(5.3) and hence feasible for (SD).

Validation of Theorem 5.1:
For u = 1, taking z; = 2o =0, pg) = p(fl) =1 and dg)(m,y) = xy, di) (z,y) =y + 1, we obtain

(fl (z) + 2"z = (fi(w) +u"21) = Gi(u, p1) + i Vi, Gi(u, p1) — Fo (e, u) (Vo (f1(u) + u”21))
F V(@) — A2 (40 w0) s Fale) + 272 — (o) + T 22) — Galuspa) + P V3, Gl )

— Fr (0l ) (Vo) + 07 20) + V(G p2)) — ) (D) ) )
= (e" ' +2% 22°) € K\ {0}, for allz € R.

5 =1, py) =0 and dfy (z,) = 2(y — 1), dy;) (x,y) = = +y, we get

Also, form; =1, ma =0, v1 =v2 =0, pg,
(771((91(95) —2"v) + g1(u) — wvr) + Ly (u, p1) — mpt Vi, Li(u, p1) — Fou( — mala, u) (Vg (u)
2
—u"v1) + Vy, L1 (u,p1))) — ol (d(l)@? u)) , n2(—(g2(x) — 2" v2) + ga(u) — u"vz) + n2La(u, p2)

2
] ¥y L) = o~ u)(Flgal) = ) + Vs Lalu o)) = ) () 0) ") )

= (22® +6, 0) € K\ {0}, for allz € R
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and for pg ) = 0, p(2) -1, d(Q)(m y) = zy, dg )(:13 y) =y + 1, we have
( (ha(ut, 7) + " w}) = S1(u 1) + 4] Vi S1 (1) = Foa (@, 0) (Vi (i, 7) + aTw0d) + V4 S0, 1) )
) (42 2
— o (@) —(hau, 7) +uTwd) = S5(u,02) + 6 Vs Sa(u,02)

 Foau (0@, ) (Valhalu, )+ uwh) + ¥, Sa(u.a2)) ) = o8 (457 (a, gg)
=(=3(1+7)—wi +2°(G+wi), —7+1—wj+2*(1+w})) € Q\ {0},

for all 7 € [-2, —1], w} € By, wi € E; and o € R. Hence, hypotheses (i) and (ii) of Theorem 5.1 are satisfied.
Moreover, Ri C K,R2 =Qand

22: { ( (xu)) <1>(d(1>mu)}+zu {Pf)( ) (z, )) TTng}:xQJFQJFTZO.

i=1
Thus, suppositions (iii) and (iv) of Theorem 5.1 are also true. Now for point 34, we get

(A@) Q@0 falz) + QalCy)
(1, 72) (gl<x>— Q21Dy)’ gal) — 0 <:c|D2>>

_ (1—6*1 13)¢K\{0} at =0,
(-5 ) €K\ At z=1

Hence, the Theorem 5.1 has been verified for x = 0,1 € Sy and 4 feasible for (SD).
Validation of Theorem 5.3

For 84 and x = 1, the assumptions (ii), (iii) and (iv) hold true (shown above). Moreover,
fi(z) + 27z fa(z) + 2T 2 (1 1)
JA T A, 2T 2 (2 2) ¢ K\ {0
<771 7 (IE) — xTvl ) T2 9 (fE) — .’L'TZQ 2a 3 ¢ \ { }
which implies that the assumption (i) of Theorem 5.3 also holds. This validates Theorem 5.3. O

Next, in the following example, we will discuss the case if the assumption of higher order (K x Q) —
(F, a, p, d)-type I convexity fails, then the result of Theorem 5.1 may not hold.

Example 5.5. Let in the problem (SIFP), f : R — R? g:R — R? and h: R x [0, 2] — R? be given as:

f(iv) (() 5(2)) = (sin®z, €”),
T) ) = ((z+1)% e” +1) and

h(z, t) = (hl(z, 1), ho(z, t)) = (2z — 3t, = +t%).

Let the cones be K = Q = {(z, y) € R? : >0, y > 0} and

G(u, p) = (Gi(u, p1), Ga(u, p2)) = (pru?, —p2 + 4u),
L(U,’ p) = (Ll(u) pl)’ LQ(U7 pg)) = (p1u2’ — P2 COS u)’
S(u, q) = (S1(u, q1), S2(u, ¢2)) = (g1 + u+ 5, gau),
49 () = d) (x.y) = d?) (2, y) = 2(2y — ), and
AP (2,y) = dD(@,y) = d (,y) = cosy.
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Further, let a(z, y) = 2%(4 + y?) and F, ,,(b) = —b(x + u). Consider
Cy =10, 2] = M3,Cy =Dy = Ey; =[—1, 1] and Dy = Ey = M; =[-2, 0].
Then, Q(z[Ch) = 2 + [z, Q(alCa) = QalDs) = UalEy) = |o, AtIM) = [f] — 1,
Qx| D) = Qz|Ey) = |z| — 2 and Q(t|Ms) = || + t.

Then, the feasible region of the primal problem (SIFP) is Sy = {0} and 85 = (u, v, wl, w?, A\ u, z, 0, p, q)

= (g, (1, 1), (=2, 1), (0, 0), (1, 6), (37 2)7 (0, —-1), (1, 1), (0, 2), (1, 0)) is feasible for dual problem

(SD). For any pﬁ), pﬁ), pi, ), pP, P e R, at s,

2 2 2 2 2
S on { o) (4 (. w) "+ D (D) ) } +3 { o2 (4 (@)~ Tng} - 0.
i=1 j=1
Moreover, K = @ = R%. Hence, the assumptions (iii) and (iv) of Theorem 5.1 are satisfied but

fi(@) + 2"z — (fi(u) +u'21) = Gi(u,p1) + pi Vp, G1(u,p1) — Fou (a(an) (Ve (fi(u) +u”2))
2 2
() ? e (4T T\,2 _ _
+Vp, (Gl(u,pl))) Pt (df1 (z,u)) =sin“z + 1 <4+ 1 )(:17+ 2)x 1<0, forz=0.

Therefore, assumption (i) of Theorem 5.1 does not hold. Moreover,

fi(@) + Q(z|Ch) f2(90)+9(93|02))
g1(x) = Qz|D1)’ ga(x) — Qx| D2)

1
Hence, without having the condition of higher order (K xQ)—(F, a, p, d)-type I convexity on functions, the result
of Theorem 5.1 may not hold. a

6. CONCLUSION

To the best of our knowledge, the class of conic non-smooth semi-infinite multiobjective fractional program-
ming problem has not been studied so far. In this article, semi-infinite model with multiple fractional type
objective function is formulated. Further, introducing the idea of higher order (K x Q) — (F, «v, p, d)-type I con-
vex function, the duality relations for Mond-Weir, Wolfe and Schaible type dual models have been developed.
Validation of various results obtained have also been shown by demonstrating non trivial examples. Further, it
has been shown by giving examples that considering the assumptions of higher order (K x Q) — (F, a, p, d)-type
I convexity is significant since without this, the duality results obtained may not hold. Exploring optimality
relations and duality theorems for (SIFP) over space of symmetric matrices by using E-convexity in objective
functions be an enthralling future work in this direction.
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