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RESTRAINED ITALIAN DOMINATION IN GRAPHS

BABAK SAMADIY*, MORTEZA ALISHAHI?, IMAN MAsouMI? AND DoosT ALI MOJDEH?

Abstract. For a graph G = (V(G), E(G)), an Italian dominating function (ID function) f : V(G) —
{0,1,2} has the property that for every vertex v € V(G) with f(v) = 0, either v is adjacent to a
vertex assigned 2 under f or v is adjacent to least two vertices assigned 1 under f. The weight of an
ID function is ), v(G) f(v). The Italian domination number is the minimum weight taken over all ID
functions of G. In this paper, we initiate the study of a variant of ID functions. A restrained Italian
dominating function (RID function) f of G is an ID function of G for which the subgraph induced by
{v € V(G) | f(v) = 0} has no isolated vertices, and the restrained Italian domination number ~,7(G) is
the minimum weight taken over all RID functions of G. We first prove that the problem of computing
this parameter is NP-hard, even when restricted to bipartite graphs and chordal graphs as well as
planar graphs with maximum degree five. We prove that ~,;(T) for a tree T of order n > 3 different
from the double star S22 can be bounded from below by (n + 3)/2. Moreover, all extremal trees for
this lower bound are characterized in this paper. We also give some sharp bounds on this parameter
for general graphs and give the characterizations of graphs G with small or large v,1(G).
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1. INTRODUCTION AND PRELIMINARIES

Throughout this paper, we consider G as a finite simple graph with vertex set V(G) and edge set E(G). We
use [10] as a reference for terminology and notation which are not explicitly defined here. The open neighborhood
of a vertex v is denoted by N (v), and its closed neighborhood is N[v] = N (v)U{v}. The minimum and mazimum
degrees of G are denoted by 6(G) and A(G), respectively. Given subsets A, B C V(G), by [A, B] we mean the
set of all edges with one end point in A and the other in B. For a given subset S C V(G), by G[S] we represent
the subgraph induced by S in G. A tree T is a double star if it contains exactly two vertices that are not leaves.
A double star with p and ¢ leaves attached to each support vertex, respectively, is denoted by Sp 4.

A set S C V(G) is called a dominating set if every vertex not in S has a neighbor in S. The domination
number v(G) of G is the minimum cardinality among all dominating sets of G. A restrained dominating set (RD
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set) in a graph G is a dominating set .S in G for which every vertex in V(G)\ S is adjacent to another vertex in
V(G)\ S. The restrained domination number (RD number) of G, denoted by v,.(G), is the smallest cardinality
of an RD set of G. This concept was formally introduced in [3] (albeit, it was indirectly introduced in [9]).

For a function f : V(G) — {0,1,2}, we let Vif ={v € V(G) | f(v) =i} for each 0 < i < 2 (we simply
write f = (Vp, V1, Vo) if there is no ambiguity with respect to the function f and the graph G). We call
w(f) = f(V(G)) = X ev(q) f(v) as the weight of f. A Roman dominating function (RD function) of a graph G
is a function f : V(G) — {0, 1, 2} such that if f(v) = 0 for some v € V(G), then there exists w € N(v) such that
f(w) =2 [2]. In 2015, Pushpam and Padmapriea [8] introduced the concept of restrained Roman domination in
graphs as follows. An RD function f : V(G) — {0, 1,2} is called a restrained Roman dominating function (RRD
function for short) if G[Vp] has no isolated vertices. The restrained Roman domination number (RRD number)
Yrr(G) is the minimum weight }°, .y ) f(v) of an RRD function f of G.

Chellali et al. [1] introduced the concept of Roman {2}-domination, also known as Italian domination by
Henning et al. [6], as follows. An Italian dominating function (ID function) is a function f : V(G) — {0, 1,2}
with the property that for every vertex v € V(G) with f(v) = 0, f(N(v)) > 2. That is, either there is a
vertex u € N(v) with f(u) = 2 or at least two vertices z,y € N(v) with f(x) = f(y) = 1. A restrained Italian
dominating function (RID function) of G is an ID function of G for which G[Vj] has no isolated vertices. The
minimum weight of an RID function of G is called the restrained Italian domination number (RID number) of
G, denoted by ~,7(G). In fact, this concept is more flexible than the concept of restrained Roman domination
as a vertex with weight 0 can also be adjacent to at least two vertices with weights 1.

In this paper, we investigate the restrained Italian domination in graphs. We prove that the problem of
computing the RID number is NP-hard even when restricted to some well-known families of graphs and give
some sharp lower and upper bounds on this parameter. In Section 4, we prove that v, (T) > (n + 3)/2 for any
tree T' # Sy o of order n > 3. Moreover, the characterization of all trees for which the equality holds is given in
this paper. We also give the characterizations of graphs with small or large RID numbers.

By a y(G)-set or a 7,-(G)-set, we mean a dominating set or a restrained dominating set in G of cardinality
¥(G) or v,-(G), respectively. Also, a ~,7(G)-function is an RID function f of G with weight w(f) = v,1(G).

2. COMPLEXITY AND COMPUTATIONAL ISSUES

We consider the problem of deciding whether a graph G has an RID function of weight at most a given
integer. That is stated in the following decision problem.

RISTRAINED ITALIAN DOMINATION problem (RID problem)
INSTANCE: A graph G and an integer j < |[V(G)|.
QUESTION: Is there an RID function f of weight at most 57

In what follows, we make use of the DOMINATING SET problem which is known to be NP-complete for
planar graphs with maximum degree three [4], bipartite graphs and chordal graphs [5].

DOMINATING SET problem
INSTANCE: A graph G and an integer k < |V(G)|.
QUESTION: Is there a dominating set of cardinality at most k7

Theorem 2.1. The RID problem is NP-complete even when restricted to bipartite graphs, chordal graphs and
planar graphs with mazximum degree five.

Proof. The problem clearly belongs to NP since checking that a given function is indeed an RID function of
weight at most j can be done in polynomial time. Set j = 5n + k. Let G be a graph with V(G) = {v1, -+ ,v,}.
For any 1 < i < n, we add a new vertex g; and a double star T; with V(T;) = {a;, b;, ¢;, d;, e;, f;} in which a;



RESTRAINED ITALIAN DOMINATION IN GRAPHS 321

and b; are the support vertices, N, (a;) \ {b;} = {ci,d;} and N, (b;) \ {a;} = {es, fi}. We then join v; to both
a; and g;, for all 1 <17 < n. Let G’ be the constructed graph.

Let f be a v.7(G")-function. Clearly, f(V(T;) U {g;}) > 5 for all 1 < ¢ < n. Moreover, if there exists a
vertex v; € V(G) N'Vy which does not have any neighbor in (V4 U V2) N V(G), then it is not difficult to
see that f(V(T;) U {g;}) > 6. We define X to be the set of such vertices, that is, X = {v; € V(G) NV} |
v has no nelghbor in (V1 UV2)NV(G)}. We have

Yo (G’ Zf T,) U{g:}) + F(V(G))
= 3 rwv@muleh)+ Y FVT) U{g)) + F(V(G)

UriEV(G)\X v, €X
>5|V(G)\ X|+6|X|+ |[(V1 UVe) NV (G)
=b5n+|X|+ |[(V1 UV)NV(GQ)|. (2.1)

On the other hand, S = X U ((V; UV2) NV(G)) is a dominating set in G. Therefore, v(G) < |S| = | X| + |(V1 U
V2) NV (G)]. By using the inequality (2.1), we deduce that v, (G") > 5n + v(G).

Conversely, let S" be a y(G)-set. We define f’ by f'(a;) = f'(b;)) = f'(v) = 0 for each v € V(G) \ ', and
f'(z) =1 for the other vertices x. It is readily checked that f’ is an RID function of G’ with weight 5n + |S’|.
Therefore, v,1(G") < 5n + v(G). This shows that v,;(G") = 5n + v(G).

Our reduction is now completed by taking into account the fact that ~,;(G’) < j if and only if v(G) < k.
Since the DOMINATING SET problem is NP-complete for both bipartite graphs and chordal graphs, we have
the same with the RID problem. Moreover, it is NP-complete for planar graphs with maximum degree five since
the DOMINATING SET problem is NP-complete for planar graphs with maximum degree three. O

As a consequence of Theorem 2.1, we conclude that the problem of computing the RID number is NP-hard,
even when restricted to bipartite graphs and chordal graphs as well as planar graphs with maximum degree
five. In consequence, it would be desirable to bound the RID number in terms of several different invariants of
graphs.

Proposition 2.2. For any connected graph G of order n > 3 and size m,
Y1 (G) > min{v,.r(G),n — 2m/5,n — (2m — 5)/3}.

Proof. Let f = (Vp, Vi, V2) be a v,1(G)-function. If every vertex in V; is adjacent to a vertex in Va, then f is
an RRD function of G. Therefore, v,1(G) > v,-r(G) (and so, 7,1 (G) = v+r(G)). So, we may assume that some
vertices in Vp do not have any neighbor in V. If Vo = (), then every vertex in Vj is adjacent to at least two
vertices in V3. On the other hand, |[Vy, Vo]| > [Vo|/2 since G[Vy] has no isolated vertices. Therefore,

2m = 2|[Vo, VoIl + 2|[Vo, A]| = 5/Vol.

We now have, n = |Vp| + |Vi| < 2m/5 + 7,1 (G). Therefore, v,.;(G) > n — 2m/5. So, we assume that V5 # () and
Yr1(G) < %-r(G). In such a situation, at least one vertex in V does not have any neighbor in V5. We get

2m > 2|[Vo, Vo| + 2|[Vo, Vi U V| > [Vo| 4+ 2(|Vo| — 1) + 4.
Therefore, |Vp| < 2(m — 1)/3. We now have,
n = Vol + [Vi| + [Va| <2(m — 1)/3 + 71(G) — [Vo| < 2(m —1)/3 +7,1(G) — 1

implying that v,;(G) > n — (2m — 5)/3. This completes the proof. O
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We conclude this section by showing that the lower bound given in Proposition 2.2 is sharp. For the sake of
convenience, we let 7(G) = min{y,g(G),n —2m/5,n — (2m — 5)/3}. Let G’ be obtained from k > 2 copies of
K5, a new vertex v and joining v to each vertex of the k copies of K» (this graph was given in [7]). It is easy to
see that 7,1 (G') = 2 = v,.r(G") = n(G’). Moreover, v,1(S22) =4 =n—2m/5 =n(S22). Also, f G =G — =z
for any vertex x # v and k > 4, we deduce that v,;(G") =3 =n— (2m —5)/3 = n(G").

3. TREES

Our main aim in this section is to bound the RID number of a tree from below just in terms of its order.
Moreover, we characterize all trees attaining the bound.

Theorem 3.1. Let T be a tree of order n > 3 different from the double star Sz 2. Then, v,1(T) > (n+ 3)/2.

Proof. We proceed by induction on the order n > 3 of T. The result is obvious when n = 3. Moreover,
Yri(Kin-1) = n > (n+ 3)/2 for n > 3. Hence, we may assume that diam(7") > 3. If diam(T") = 3, then
T is isomorphic to a double star S, with 1 < a < b where (a,b) # (2,2). Then, it is easy to check that
Yr1(Sa,p) > (n+3)/2. So, in what follows we may assume that diam(7") > 4, which implies that n > 5.

Suppose that 7,1 (T") > (n' + 3)/2, for each tree 7" # Sz5 of order 3 < n’ < n. Let T # Sz 5 be a tree
of order n. Let r and v be two leaves of T with d(r,v) = diam(7T). We root the tree T at r. Let u be the
parent of v, and w be the parent of u. Let f = (Vp, V1, V2) be a ~,.;(T)-function. From now on, we assume that
V(Sa,2) = {a,b,a1,az2,b1,b2} in which a and b are the support vertices, a; and ag are the leaves adjacent to a,
and by and b are the leaves adjacent to b. For a vertex x of T, by T, we mean the subtree of T rooted at x
consisting of = and all its descendants in T'. We now distinguish two cases depending on f(u).

Case 1. f(u) > 1. If T" =T — v is isomorphic to the double star S 2, then 7" is obtained from S » by joining
a new vertex to a leaf of it. Consequently, v,;(T) = 5 = (n + 3)/2. Therefore, we assume that T # Sa 5.
Moreover, n(T”) > 3 since diam(7") > 4. On the other hand, f(v) = 1 since f(u) > 1. This shows that
"= f lvry is an RID function of 7". Using the induction hypothesis we have

n+2  n(T)+3
2 2

S PYT‘I(T/) S (.U(f/) = ’.YTI(T) - ]-a (31)

which implies the lower bound.

Case 2. f(u) = 0. Since u is not an isolated vertex of T[Vp], it follows that f(w) = 0 and that u is adjacent to
at least one leaf v" different form v with f(v") = 1 if f(v) = 1, or v is the only leaf adjacent to u if f(v) = 2.
We now consider two other cases.

Subcase 2.1. Suppose that Np(w) N (Vp \ {u}) = 0. Let 7" = T — V(T,). Suppose first that 7" = Ss 5.

Without loss of generality, we may assume that w is adjacent to b or bs.

Subcase 2.1.1. wby € E(T). If deg(w) = 2, then it is easy to see that f(b2) = 2 and hence ~,;(T) >
5+4¢, > (n+3)/2 in which £, is the number of leaves adjacent to u. So, let deg(w) > 3. Notice that
since d(r,v) = diam(7'), all descendants of w are leaves or support vertices. Moreover, all descendants
of w different from wu are assigned at least 1 under f. Suppose that p and ¢ are the number of children
and grandchildren of w, respectively. We now have n = n(Ss2) + n(T) = p + ¢ + 7. Furthermore,
Y1 (T) >n—41if €, > 2, and 7,7 (T) > n — 3 if £, = 1. In both cases, we have v,;(T) > (n+ 3)/2.

Subcase 2.1.2. wb € E(T). Suppose that deg(w) = 2. In such a situation, we observe that ~,;(T) =
n—2 > (n+ 3)/2 by assigning 0 to the vertices a and b, and 1 to the other vertices. On the other
hand, since f(u) = f(w) = 0, it follows that (f(a), f(b)) = (1,2). Therefore, v, 1(T) =w(f) >n—1
which is a contradiction. Thus, deg(w) > 3. Note that the assignment g(a) = g(b) = g(w) = 0 and
g(x) =1 for any other vertex x defines an RID function of T'. So, v,1(T") < n — 3. But the condition
Np(w) N (Vp \ {u}) = 0 implies that all descendants of w different from u, as well as the vertices a
and b, are assigned at least 1 under f. Therefore, 7,.;(T) > n — 2. This is a contradiction. Therefore,
w is not adjacent to b.



RESTRAINED ITALIAN DOMINATION IN GRAPHS 323

So, we assume that T # Sy2. On the other hand, diam(7") > 4 implies that n(T") > 2. Let
n(T"”) = 2. It is easy to observe that v,.;(T) > €, +3 > (n + 3)/2 when deg(w) = 2. When
deg(w) > 3, we have v.;(T) = n—11if ¢, = 1, and v.;(T) = n — 2 if ¢, > 2. In both cases,
we end up with v,;(T) > (n + 3)/2. So, we may assume that 7" # Sz o and n(T"”) > 3. Then,
n(T") = n —p—q— 1. Furthermore, f” = f |y (7») is an RID function of 7". We consider two cases
depending on £,,.

Subcase 2.1.3. £, = 1. Then, w(f"”) =~,1(T) — p — q. So, we get

n—p—q—1—|—3:n(T”)—|—3
2 2

Therefore, v,.1(T) > (n+p+q+2)/2> (n+3)/2.
Subcase 2.1.4. £, > 2. We have w(f") = v1(T) — p — ¢ + 1. Therefore,

< (T") <w(f") = 71(T) —p — q. (3.2)

n—p—q—1+3:n(T”)+3
2 2

Consequently, v,1(T) > (n+p+q)/2 > (n+ 3)/2.

Subcase 2.2. Suppose that Np(w) N (Vo \ {u}) # 0. We set 7" = T — V(T,). Since diam(T) > 4, it
follows that n(T"") > 3. If T"" = S5, then we may assume that u is adjacent to bs or b. Assume
that uby € E(T), that is, w = be. In such a situation, the condition Nr(w) N (Vy \ {u}) # 0 implies
that f(u) = f(v) = f(w) = 0, a contradiction. Thus, ub € E(T). We have ~,1(T) > €, + 4 if £, > 2,
and v,7(T) = 6 if £, = 1. In both cases it results in 7,7 (T) > (n + 3)/2. So, let T"" # S5 2. We have
n(T") = n — £, — 1 and that f"”" = f |y is an RID function with weight at most 7,;(T) — £,.
Therefore,

<Y(T") <w(f") =~71(T) —p—q+1. (3.3)

n—Ly,—1+3  n(T")+3
2 B 2
So, vrr(T) > (n+ £, +2) > (n+3)/2.
All in all, we have proved the desired lower bound.

<Yr(T") S w(f") < %1(T) — L

O

In what follows we characterize all extremal trees for the lower bound given in Theorem 3.1. For this purpose,
we introduce the family J of trees depicted in Figure 1.

Theorem 3.2. For any tree T, ~.1(T) = (|V(T)| + 3)/2 if and only if T € J.

Proof. 1t is easy to check that ~v,7(T;) = (|V(T;)] + 3)/2 for each 1 < i < 5. Now consider the tree Ty j for
some k > 1. It is obtained from k > 1 copies of the star H; = Kj 3 on set of vertices {u;, v;, w;, z;} with
central vertex u; by adding a new vertex z and joining it to x;, for all 1 < ¢ < k. It is not difficult to see that
(f(wi), f(vi), f(wy), f(x)) = (0,1,1,0) for all 1 < i <k, and f(z) = 2 defines a v,; (T4, )-function with weight
2k +2 = ([V(Tur)| + 3)/2.

Conversely, let v,.1(T) = (|V(T)| + 3)/2. This implies that n = |V(T')| > 3 and that T # S5 2. We proceed
by induction on the order n > 3 of T' # Sy 9. Clearly, T'= T1 = P; € J when n = 3. Moreover, it is readily
checked that T € {T3,T»,Ty1} when diam(7T") < 3. Hence, in what follows we may assume that diam(7") > 4,
which implies that n > 5.

Let T" € J for any tree T” # Sy 2 of order 3 < n’ < n for which ~,;(T") = (n’ + 3)/2. Suppose now that
T # S35 is a tree of order n for which 7,1(T') = (n+ 3)/2. From now on, we make use of the notations given in
the proof of Theorem 3.1. Again, we consider two cases depending on f(u).

Case 1. f(u) > 1. T =T —v = Sy, we have T = T5 € J. So, we assume that T’ # S 5. On the other
hand, n(T") > 3 since diam(T") > 4. In such a situation, the inequality chain (3.1) contradicts the fact that

Yr1(T) = (n+3)/2.
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AN ANV A ANVANIA

1

"

T5 Ty p

FIGURE 1. Family J of all trees T with ~,;(T) = (|V(T)| + 3)/2. Note that T, ; is obtained
from k > 1 copies of K 3 by joining a new vertex to a leaf of any of them.

Case 2. f(u) =0. We have f(w) = 0 as it was already mentioned in the proof of Theorem 3.1. Following the

possibilities in the proof of Theorem 3.1 we have two more cases.
Subcase 2.1. Np(w) N (Vp \ {u}) = 0. Suppose first that 7" = T — V(T,) = Sa,2. Similar to Subcase 2.1.2

in the proof of Theorem 3.1, wb ¢ E(T) and we may assume that wby € E(T). Let deg(w) = 2. If

£, > 2, then v,y (T) = 5+ 4, > (b, +11)/2 = (n + 3)/2. This is a contradiction. If ¢, = 1, then

vwi(T) =7 > 6 = (n+ 3)/2 which is again a contradiction. Therefore, deg(w) > 3. If ¢, = 1, then

Yi(T) = w(f) >n—3> (n+3)/2, a contradiction. Therefore, ¢, > 2. We then have ~,;(T) = w(f) =

n—4 > (n+ 3)/2 with equality if and only if n = 11. In such a situation ¢, = 2 and deg(w) = 3,

necessarily. Therefore, T =T, € J.

We now consider the situation in which n(T"”) = 2. We first assume that deg(w) = 2. If ¢, = 1, then

T = Ps with v,;(Ps) = 5 > (n+ 3)/2 which is impossible. So, ¢,, > 2. Then, ~,;(T) = ¢, +3 > (n+3)/2

which is again impossible. Therefore, deg(w) > 3. We have v, ;(T) =w(f) =n—-1> (n+3)/2if ¢, = 1.

So, £, > 2. In such a situation, we have v,;(T) = n — 2 > (n + 3)/2 with equality if and only if £, = 2

and deg(w) = 3. Therefore, T' = T5 € J. So, we turn our attention to the situation in which 7" # Ss o

and n(T") > 3. We consider the following two possibilities.

Subcase 2.1.1. ¢, = 1. In this case, the inequality chain (3.2) implies that ~,.;(T) > (n + 3)/2. This is
a contradiction.

Subcase 2.1.2. £, > 2. Here both inequalities in (3.3) hold with equality, necessarily. This shows that
p+ q = 3 and that v,;(T") = (n(T") + 3)/2. Therefore ¢, = 2, deg(w) = 2, and T” € J by the
induction hypothesis. Note that T,, is isomorphic to the star K 3. Moreover, it is not difficult to
check that a tree T' obtained from a copy of K; 3 and a copy of T; € {T1,--- ,T5} by joining w to
any vertex of T; does not satisfy ~,7(T) = (|V(T)| + 3)/2. Therefore, T = Ty, for some k > 1.
Furthermore, the vertex w must be necessarily adjacent to the vertex z of Ty in order that T
satisfies v,1(T) = ([V(T)| + 3)/2. It is now clear that T =Ty 41 € J.

Subcase 2.2. Nr(w) N (Vg \ {u}) # 0. We now distinguish the following two cases.

Subcase 2.2.1. T =T — V(T,,) = S22 and u is adjacent to b = w. We have v,;(T) = 6 > (n+ 3)/2
when ¢, = 1. When ¢,, > 2, we have 7,.;(T) = 4+ £, > (n+ 3)/2 with equality if and only if £, = 2.
This shows T'=T3 € J.

Subcase 2.2.2. T" = S5 5 and u is adjacent to by = w. In such a situation, f(u) = f(w) = f(b) = 0.
This is a contradiction.
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Subcase 2.2.3. T" # S5 5. Notice that if ¢, = 1, then w(f"”") = 4,1 (T) — 2. Therefore,

n(T")+3 n+1
2 2

Yr(T) = 2=w(f") Z yr(T") =
Therefore 7,1 (T) > (n+3)/2, a contradiction. Finally, w(f"") = .7 (T) — £, when ¢,, > 2. Therefore,

(T")+3 _n—Lly+2

ot (T) = by = w(f") > 7 (T") > 2 5 5

This ends up with the final contradiction ~,;(T) > (n 4+ £, +2)/2 > (n+ 3)/2.
The above discussion guarantees that T'€ J = {T1,--- ,T5} U{T4 1} for some k > 1. This completes the
proof.

]

Some relations between RD number and RID number can be established based on the inherent properties of
their concepts. For instance, we have the following realizability result.

Proposition 3.3. For any connected graph G, v,.(G) < ~,1(G) < 27,.(G). Furthermore, an ordered pair (a,b)
is realizable as the RD number and RID number for some nontrivial trees if and only if 2 < a < b < 2a and

(a,b) # (2,3).

Proof. Let f = (Vo,V1,V2) be a 7,7(G)-function. Clearly, V3 U V, is an RD set in G. Therefore, 7,.(G) <
V1| + |Va| < |Vh] + 2|Va] = 7-1(G). In order to verify the upper bound, it suffices to consider the RID function
(V(G)\ S,0,8) for any ~,(G)-set S.

Suppose that 2 < a < b < 2a and (a,b) # (2,3). Let b = 2a. Let T be obtained from the star K7 ,—1 with
central vertex u by subdividing each edge twice. Note that L(T)U{u} is the unique RD set of T" in which L(T) is
the set of leaves of T'. So, v,-(T') = a. On the other hand, f = (Vp, Vi, Va) = (V(T)\(L(T)U{u}),0, L(T)U{u})
is an RID function with weight ~,;(T) = b.

If a = b, then the star K; ,_; satisfies that v, (K1,4-1) = Yr1(K14-1) = a. So, we may assume that a <
b < 2a. If a = 2, then b = 3 which is impossible. Therefore, a > 3. We begin with the star K; , with
V(K1,a) = {u,v1,- -+ ,9,} in which u is the central vertex. We add b — a new vertices w; and edges v;w; for
1 <4 <b—a. Let T' be the resulting tree. Clearly, the set of leaves L(T”) is the unique RD set in 7" of
cardinality v,(T”) = a. It is now easy to see that f' = (Vp, V1, Va) = ({u,v1}, V(T) \ {w,v1, w1}, {w1}) defines
an RID function with weight w(f’) = v,1(T') = b.

Conversely, suppose that +,.(T") = a and 7,.;(T) = b for some nontrivial tree T'. The bounds in the theorem
imply that a < b < 2a. Also, a > 2 since T is a nontrivial tree. Suppose now that a = 2 and T # P5. Let
S = {x,y} be a v,(T)-set. Since T # Pa, it follows that V(T) \ S # 0. This shows that T[V(T) \ S] is a
forest consisting of ¢ > 1 nontrivial components 17, - ,T;. Since T is a tree, it follows that |V (T;)| < 2 for all
1 < i < t. Therefore, any component 7; is isomorphic to the path P,. Moreover, any vertex of T; has precisely
one neighbor in S since T is a tree. If ¢ > 2, then T contains the cycle Cg as a subgraph, a contradiction.
Therefore, ¢ = 1. This implies that T[V(T') \ S] & P, and so, T' = P,. In fact, we have shown that ~,.(T) = 2 if
and only if T' € { P, P,}. Therefore, the case (a,b) = (2, 3) is impossible. O

4. GRAPHS WITH SMALL OR LARGE RID NUMBERS

4.1. Graphs G with ~,7(G) = ¢ when i € {2,3}

Let H be a complete bipartite graph of order n > 3 with partite sets X and Y with |X| < |Y] such that
|X| € {1,2} and |Y| > 2. Let Q be the family of all graphs G obtained from H by adding some edges among
the vertices in Y such that 6(G[Y]) > 1.
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Theorem 4.1. For any connected graph G of order n > 2, v.1(G) = 2 if and only if G € QU {P»}.

Proof. 1t is routine to check that v,;(G) =2 if G € QU {P,}.
Conversely, suppose that v,.;(G) = 2 and G # Ps. Let f = (Vp, V1, Va) be a v,.1(G)-function. We consider two
cases depending on Vs.

Case 1. V5 # (). In such a case, there is a unique vertex v with f(v) = 2, and the other n — 1 > 2 vertices are
assigned 0 under f. Moreover, all vertices in V(G) \ {v} are adjacent to v and there is no isolated vertex in
G[V(G) \ {v}] by the definition of f. We observe that G € Q by taking X and Y as {v} and V(G) \ {v},
respectively.

Case 2. V5 = (). So, there are two vertices u and v with f(u) = f(v) = 1, and the other vertices are assigned 0
under f. We consider two other possibilities.

Subcase 2.1. Let uv ¢ E(G). We take X and Y as {u,v} and V(G) \ {u, v}, respectively. We have |Y| > 2
since G cannot be P3. We now deduce that G € Q from the fact that each vertex in Y is adjacent to
both vertices in X and another vertex in Y.

Subcase 2.2. Let uv € E(G). In such a case, setting X = {u} and Y = V(G) \ {u} satisfies G € Q. This
completes the proof.

]

Let ¥ consist of all graphs G satisfying one of the following statements (i) and (ii).

(i) A(G) =n —1 and G has a unique vertex of degree one.
(ii) G is obtained from a graph H with 6(H) > 1 by adding two vertices = and y and adding edges with one end
point in {z,y} and the other in V/(H) such that Ng(x) = V(H) and that 1 < deg(y) < |[V(H)| — 1.

Finally, suppose that H and K are two graphs with |V(H)| = 3 and 6(K) > 1. Then, G is obtained from
joining each vertex of K to at least two vertices of H so that the resulting graph is connected. Let © be the
family of all resulting graphs G.

Theorem 4.2. Let G be a connected graph. Then, v,1(G) = 3 if and only if G € VU (O \ Q) U{Ps}.

Proof. Let G € U. Assigning 2 to the vertex of maximum degree n — 1, 1 to the unique vertex of degree one and
0 to the other vertices defines an RID function with weight 7,7(G) = 3 when G satisfies (i). Let G satisty (ii).
Then, (f(z), f(y)) = (2,1) and f(v) = 0 for the other vertices is an RID function with weight 7,7 (G) = 3. Let
G € ©\ Q. The assignment g(u) = 1 for each v € V(H), and g(v) = 0 for each v € V(K) is an RID function
with weight 3. So, v,7(G) < 3. Moreover, v,71(G) > 2 since G ¢ Q. Therefore, v,;(G) = 3.

Conversely, let f = (Vp, V1, Va) be a ~,7(G)-function. We deal with two cases depending on the equality
71(G) = Vil +2[Va] = 3.

Case 1. (|V1],|V2]) = (1,1). Let V4 = {y} and V5 = {}. Since V(G) \ {z,y} = Vb, every vertex in this subset
has a neighbor in {z,y}. Moreover, each such vertex is adjacent to x, necessarily. Therefore, deg(x) > n —2.
If deg(z) = n — 1, then y is a vertex of degree one in G, otherwise ~,1(G) = 2. Moreover, if there exists
a vertex z # y of degree one, then f(z) = 1 which is impossible. So, G satisfies (i). We now assume that
deg(x) = n — 2. Since G is connected, it follows that deg(y) > 1. Moreover, N(y) C V(G) \ {=,y}, for
otherwise v,7(G) = 2. We now deduce that G satisfies (ii) by using G[V;] instead of H in (ii). We have
shown that G € ¥ in this case.

Case 2. Suppose that (|V1],|Vz]) = (3,0) and G # Ps. In such a situation, it is readily seen that G is obtained
from two graphs H = G[V4] and K = G[V,]. That G is a member of © follows by the definition of f.
Moreover, G ¢ Q as v,1(G) # 2.

O
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4.2. Graphs G with ~,7(G) =i when i € {n — 1,n}

Theorem 4.3. Let G be a connected graph of order n. Then, v,.1(G) = n if and only if G € {K1, K1 n-1(n >
2),C4,Cs, Py, Ps, Ps}.

Proof. Let 7,1(G) = n. We distinguish two cases depending on the existence of cycles in G.

Case 1. Suppose that G = T'is a tree. If T' = K; or T' = K; 1 for n > 2, then we are done. So, we may
assume that 7' is neither a trivial tree nor a star. We claim that A(T") < 2. Suppose to the contrary that
there exists a vertex v with deg(v) > 3. Since T is not a star, it follows that the vertex v is adjacent to a non-
leaf vertex u. Let w be a neighbor of u different from v. Then, the assignment (f(u), f(v), f(w)) = (0,0, 2)
and f(z) = 1 for the other vertices « defines an RID function with weight w(f) = n — 1, a contradiction.
Therefore, A(T) = 2, and so T is isomorphic to a path on n > 4 vertices. Consider the path P, : 129, -+ , 2,
for n > 7. It is easy to see that g(x1) = g(x4) = g(z7) =2, g(z2) = g(z3) = g(x5) = g(ws) =0 and g(z;) =1
for 4 > 8 (if any) is an RID function of P, with weight w(g) = n — 1, a contradiction. The above discussion
shows that T € {Kl,Klm_l(n Z 2),P4,P5,P6}.

Case 2. Suppose that G contains at least one cycle. It is easily seen that G is triangle-free, otherwise assigning
0 to two vertices of a triangle, 2 to the third vertex of it and 1 to the other vertices of G leads to 7,1 (G) < n.
Let P, be a longest path in G. An argument similar to what presented in Case 1 (related to P, for n > 7)
implies that ¢ < 6. We now consider a k-cycle Cy : z1xs, -+ ,zxx1 in G. Since G does not contain any path
on k > 7 vertices as a subgraph, it follows that k < 6. If k = 6, then h(z1) = h(z4) = 2, h(x2) = h(zz) =
h(xzs) = h(xe) = 0 and h(z) = 1 for the other vertices z (if any) defines an RID function with weight n — 2,
a contradiction. Therefore, k € {4,5}. Let k = 5. Suppose that V(C5) C V(G) and that v € V(G)\V(C5) is
adjacent to a vertex of Cs, say x1. Then, the assignment (h(z1), h(zs), h(z4)) = (0,0,2) and h(z) = 1 for any
other vertex x defines an RID function with weight n — 1. This is a contradiction. Therefore, V(C5) = V(G).
On the other hand, there is no chord between any to vertices in V' (C5) since G is triangle-free. Thus, G = Cj.
A similar argument implies that G = Cy when k = 4. In such a case, we have proved that G € {Cy, Cs}.

Conversely, it is easily verified that v,;(G) = n if G € {K1, K1 n—1(n > 2),C4,Cs, Py, Ps, Ps}. O

In order to characterize the family of all connected graphs G with ~,.;(G) = |V(G)| — 1, we shall need the
following helpful lemma.

Lemma 4.4. Let G be a connected graph of order n. Then, v,.;1(G) < n — 2 if one of the following statements
holds.

(1) There exist two adjacent vertices u,v € V(G) such that deg(u),deg(v) > 3.

(2) diam(G) > 9.

(3) There exist two vertices u,v € V(G) with d(u,v) =4, deg(u) > 3 and deg(v) > 2.

(4) There exist at least three edge disjoint paths Py, P, and Py, (k,1,m > 4) which have precisely one end vertex
u in common.

(5) There exists a subgraph G’ obtained from P; : v1v30304U5V6V7 by joining a vertex v§ to vy and a vertex vy
to vs.

Proof. (1) The assignment f(u) = f(v) = 0 and f(z) = 1 for each x € V(G) \ {u,v} is an RID function. So,
701 (G) < w(f) =0 —2.

(2) Let d(u,v) = 9 and wwjws,--- ,wsv be a u,v-path. Note that f(u) = f(ws) = flws) = f(v) = 2,
flwy) = f(w2) = f(ws) = f(ws) = flwy) = f(ws) = 0 and f(x) = 1 for any other vertex z is an RID
function of G with weight n — 2. So, we have ~,;(G) <n — 2.

(3) Let uwiwawsv be a u, v-path of length four and t € N(v) \ {ws}. Then, f(u) = f(wy) = f(ws) = f(v) =0,
flwe) = f(t) = 2 and f(z) =1 for x € V(GQ) \ {u, w1, w2, ws,v,t} is an RID function of G. Therefore,
Yr1(G) Sw(f) =n—2.
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(4) Let Py : zqxoxs, - &k, P y1y2ys, -+ Y1, Pm : 212223, , Zm in which u = ¢ = y; = 2z7. We assign 2 to
U, T4, Y4, 24, 0 10 Ta, x3,Y2,Y3, 22,23 and 1 to the other vertices. This gives us an RID function of G with
weight n — 2. So, -1(G) < w(f) =n —2.

(5) Assigning 2 to vy and vz, 0 to ve, v3,vs and vg, and 1 to the other vertices gives us an RID function of G.
Therefore, 7,1 (G) < w(f) =n — 2. O

We make use of the family G depicted in Figure 2 so as to give the characterization of all connected graphs
for which the RID number equals the order minus one. We need to mention some supplementary explanations
concerning this family.

(1) Both vertices w and v have degree at least three in Gj.

There exist ¢t > 1 leaves at distance at most two from the cycle C5 in Gj.

There exist exactly one leaf at distance three and ¢ > 0 leaves at distance at most two from C5 in Gjy.
There exist exactly one leaf at distance four and ¢t > 0 leaves at distance at most two from C5 in Gs.
There are exactly two cycles C5 and ¢t > 0 leaves at distance at most two from them in Gg.

There are t > 1 leaves at distance at most two from C3 in G3.

There are t > 1 leaves at distance at most two from w in T, T5 and T3.

There are t > 1 leaves different from v at distance at most two from v in T}.

There are t > 1 leaves different from v and v in Tx.

In T§, there are t > 1 leaves different from u at distance at most two from v and there is at least one leaf
different from = adjacent to w.

(11) There are t > 1 leaves different from v and w at distance at most two from v in T7 and T.

(12) There are t > 1 leaves different from u and v in Ty.
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Theorem 4.5. Let G be a connected graph of order n. Then, v.;(G) = n — 1 if and only if G € G U
{03,07, Cg,P7,P8,P9, Sl’q} i which q Z 2.

Proof. Suppose that v,.;(G) = n— 1. We consider two cases depending on the existence of cycles in the graph G.

Case 1. G is not a tree. Suppose that Cy, : vivs, - ,vpv1 is a cycle on k > 9 vertices. Then f(vi) = f(vq) =
flor) =2, f(v2) = f(v3) = f(vs) = flve) = f(vs) = f(vo) =0, f(vio) = 2 (if k = 10) and f(z) =1 for
other vertices z (if any) defines an RID function of weight at most n — 2. This is a contradiction. It follows
that there does not exist any cycle on k > 9 vertices in G. Let 3 < k < 8 be the length of a longest cycle
Ci : vive, - ,vv1 in G. Note that there is no chord v;v; between any two vertices of C, for otherwise
f(vi) = f(v;) =0 and f(u) =1 for any other vertex u would be an RID function with weight n — 2. This is
impossible. We distinguish the following possibilities depending on the different values for k.

Subcase 1.1. k € {7,8}. Suppose that there exists a vertex z € V(G) \ V(C) adjacent to a vertex on
C = (s, say vy. Assigning 0 to vy, vg, vg4 and vs, 2 to vz and vg, and 1 to the other vertices gives us an
RID function of G with weight n — 2, which is impossible. Therefore, G = Cs. A similar argument shows
that G =2 C; when k= T7.

Subcase 1.2. k = 6. In such a situation, f(v1) = f(v2) = f(va) = f(vs) = 0, f(vs) = f(vg) = 2 and
f(z) =1 for any other vertex x defines an RID function of G with weight n — 2. Therefore, there does
not exist any cycle on six vertices in G.

Subcase 1.3. k£ = 5. Since C = C5 has the RID number 5, it follows that V/(G)\ V(C) # 0. If two adjacent
vertices on C have degree at least three, then we have 7,;(G) < n—2 by Part (1) of Lemma 4.4. Therefore,
for any two adjacent vertices on C, at least one of them has degree two. This implies that at most two
(nonadjacent) vertices on C' have degree at least three. Let d(z, C) = min{d(z,v) | v € V(C)}. Suppose
now that d(z’, C') > 5 for some vertex x’ and xabcdv; is a path of length five for some 1 <4 < k, in which
a,b,c,d ¢ V(C). In such a situation, (f(z), f(a), f(b), f(c), f(d), f(v:)) = (2,0,0,2,0,0) and f(z) =1 for
the other vertices z is an RID function of weigh n — 2, which is impossible. Therefore, d(z,C) < 4 for
each z € V(G). We now consider two cases depending on the number 1 < p < 2 of vertices of C' with
degree at least three.
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FIGURE 2. Family G of graphs G with ~,;(G) = |V(G)| — 1.

Subcase 1.3.1. p = 2. Suppose to the contrary that there exist two vertices z and y with d(z,C) = 2
and d(y,C) = 1. Moreover, we may assume that yv; € E(G) and zwwv, is a path connecting z
to C. Then, f(v1) = f(v2) = f(va) = f(w) =0, f(vs) = f(z) = 2 and f(z) = 1 for any other
vertex z defines an RID function of G with weight n — 2, a contradiction. Therefore, d(x,C) =1 for
any vertex x € V(G) \ V(C). We may assume that v; and vs have some neighbors not in V(C). If
A = N(v1) N N(vg) N (V(G) \ V(C)) = 0, then G is of the form G; in Figure 2. Now let A # 0.
Suppose that |A| > 2. Then, f(vq) = f(vs) = f(z) = 0 for any vertex z € A, f(v1) = f(vs) =2 and
f(2) = 1 for the other vertices z is an RID function of wight at most n — 2, which is impossible.
Therefore, |A] = 1. Let A = {w}. If deg(vy) or deg(vy), say deg(vy), is at least four, then f(vy) =
f(vs) = f(w) =0, f(v1) =2 and f(z) =1 for any other vertex z defines an RID function of weight
n — 2 which is again impossible. Therefore, GG is of the form G5 in Figure 2.

Subcase 1.3.2. p=1. Let x be a vertex in V(G) \ V(C). We claim that deg(z) < 2. Suppose to the
contrary that deg(x) > 3, for some z € V(G) \ V(C). Let wy,--- ,w; be a shortest path connecting
x to C, in which z = wy and v; = wy. If ¢t = 2, then f(z) = f(v;) =0 and f(z) =1 for z # z,v; is
an RID function with weight n — 2, a contradiction. So, ¢t > 3. Without loss of generality, we assume
that ¢ = 1. Suppose now that ¢t = 3. Then f(x) = f(w2) = f(v2) = f(vs) =0, f(v1) = f(v4) = 2
and f(z) = 1 for the other vertices z is an RID function with weight n — 2. This is a contradiction.
If t > 4, then f(z) = f(w2) = f(v1) = f(v2) =0, f(ws) = f(vs) = 2 and f(z) = 1 for any other
vertex z is an RID function with weight n — 2, which is again a contradiction. Therefore, we have
proved that deg(z) < 2 for each z € V(G) \ V(C).
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The discussion above guarantees that the induced subgraph H = G[(V(G)\V(C))U{v1 }] is isomorphic to
a union of some graphs in {Pa, Ps, Py, P5, C3,Cy4, C5} such that they have only the vertex v; in common.
We proceed with the following series of claims.

Claim A. There is no subgraph C3 in H.

Proof. If this is not true, then there exist two adjacent vertices z,y € V(G) \ V(C) which are both
adjacent to v1. Then f(z) = f(y) = f(v2) = f(v3) =0, f(v1) = f(v4) =2 and f(z) = 1 for the other
vertices z is an RID function of weight n — 2, which is impossible. Therefore, H does not have any
cycle C3 as a subgraph. |

Claim B. There is no subgraph Cy in H.

Proof. Suppose this is not the case. Let viabcv; be such a 4-cycle in H. Then the assignment
f(v1) = f(a) = f(c) =0, f(b) =2 and f(z) =1 for any other vertex z would be an RID function of
G with weight n — 2, a contradiction. Thus, H does not have any cycle C, as a subgraph. ([

Claim C. There is at most one subgraph among {Py, P5,Cs} in H.

Proof. If there are at least two subgraphs in H isomorphic to some members of {Py, P5,C5}, then
there are two 4-paths P’ : zwywovy; and P : yujusvy in H. In such a situation, three paths P, P”
and P : vjvguzvy satisfy Part (4) of Lemma 4.4. This contradicts the fact that v,.;(G) = n — 1.
Therefore at most one path Py exists in H, and so, at most one graph among { Py, P5,C5} appears
in H as a subgraph. O

We now infer from the above argument that G is one of the graphs Gs,--- , Gg depicted in Figure 2.

Subcase 1.4. k = 4. Similar to Subcase 1.3, we have V(G)\ V(C) # 0 in which C = Cj4. Moreover, at most

two nonadjacent vertices on C have degree at least three. Let a vertex on C, say v, have degree at least

four. This implies that f(vi) = f(v2) = f(va) =0, f(vs) =2 and f(z) =1 for each x € V(G) \ V(C) is

an RID function with weight n — 2, which is impossible. Therefore, each vertex on C has degree at most
three. Let 1 < p < 2 be the number of vertices on C' of degree three. Similar to Subcase 1.3, all vertices

in V(G) \ V(C) have degree at most two. We now deal with two cases depending on the values for p.

Subcase 1.4.1. p = 2. Without loss of generality, we may assume that deg(v,) = deg(vs) = 3. If there
exists a path vyabc in G in which a, b, c € V(G)\ V(C), then assigning 2 to v; and ¢, 0 to a, b, v2 and
vs, and 1 to the other vertices gives us an RID function of G with weight n — 2, which is impossible.
Therefore, d(z,C') < 2 for each x € V(G). Moreover, the existence of two paths viab and vsa’V/, in
which a,b,a’, b’ ¢ V(C), leads to the RID function f(b) = f(b') =2, f(v1) = f(v3) = f(a) = f(a') =
0 and f(z) =1 for any other vertex z. So, v,-1(G) < w(f) = n — 2. This is a contradiction. It is now
easy to check that the only graphs G satisfying ~,;(G) = |V(G)| — 1 are isomorphic to G7, Gs or Gy
in Figure 2.

Subcase 1.4.2. p = 1. We may assume that deg(v;) = 3. Suppose that there exists a path viabed in
H. Tt is readily seen that f(a) = f(d) = f(vs) = 2, f(b) = f(c) = f(v1) = f(v2) = f(vg) =0 and
f(x) =1 for the other vertices x defines an RID function of G with weight n — 2, a contradiction. In
such a situation, G is isomorphic to G1g, G171 or G2 in Figure 2.

Subcase 1.5. k= 3. If V(G)\V(C) = 0, then clearly G = C = C3. Hence, we assume that V(G)\V(C) # 0.

Again we have deg(z) < 2 for any € V(G)\ V(C), by a similar fashion. On the other hand, there exists
only one vertex on C, say v1, of degree at least three by Part (1) of Lemma 4.4. If there is a path zabv;
in H, then the assignment f(z) = f(v1) = 2, f(a) = f(b) = f(v2) = f(vs) = 0 and f(z) = 1 for the
other vertices z would be an RID function of weight n — 2, which is impossible. This shows that G is of
the form G13 depicted in Figure 2.
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Case 2. Suppose now that G = T is a nontrivial tree. Note that Part (2) of Lemma 4.4 implies that diam(7T") <
8. We distinguish the following cases depending on the possible values for diam(7"). In each case, we suppose
that P : vjvg, - , v, is a diametral path in 7' in which r = diam(T") + 1. Clearly, v; and v, are leaves.
Subcase 2.1. diam(T) = 8. We have deg(vy) = deg(vs) = deg(vy) = deg(vg) = deg(vy) = deg(vg) = 2

by Part (3) of Lemma 4.4. If V/(T) \ V(P) = 0, then clearly T = P = P,. So, we may assume that
V(T)\V(P) # 0. If there exists a vertex x at distance three from vs, then T has a subtree illustrated in
Part (4) of Lemma 4.4. This is a contradiction. This implies that T is of the form T} depicted in Figure 2.

Subcase 2.2. diam(T) = 7. Since 7,;(Pg) = 7, we may assume that 7' # P = Pgs. Note that Part (3) of
Lemma 4.4 implies that deg(vy) = deg(vs) = deg(vg) = deg(v7) = 2. On the other hand, Part (1) of the
lemma and the fact that T' # P = Pg show that precisely one of vy and vs, say vy, has degree at least
three. Moreover, there is no vertex x € V(T') \ V(P) at distance three from vy by Part (4) of Lemma 4.4.
Therefore, T =2 T5 € G.

Subcase 2.3. diam(T") = 6. We may assume that T' # P = P; as v,7(P;) = 6. On the other hand, deg(v2) =
deg(vg) = 2 by Part (3) of Lemma 4.4. This shows that if deg(v;) > 3, then v; € {vs, v4,v5}. Note that
none of (a) deg(vs),deg(vs) > 3, (b) deg(vs), deg(vs) > 3 and (c¢) deg(vy),deg(vs) > 3 is the case because
any of them satisfies Part (1) or Part (5) of Lemma 4.4. Therefore, precisely one of the cases deg(vs) > 3,
deg(vy) > 3 and deg(vs) > 3 happens. By symmetry, we may assume that at most one of deg(vs) > 3
and deg(vq) > 3 happens. If there exists a vertex x € V(T) \ V(P) at distance three from vs, then we
derive the contradiction diam(T") > 7. Moreover, every vertex € V(T) \ V(P) is at distance at most
two from vy, for otherwise T satisfies Part (4) of Lemma 4.4. Thus, T2 T3 € Gor T =T, € G.

Subcase 2.4. diam(T") = 5. Since v,7(Ps) = 6, it follows that V(T') \ V(P) # 0. In such a situation,

(a) no pair of adjacent vertices in {vg,v3,v4,v5} have degree at least three simultaneously by the first
part of Lemma 4.4,

(b) there is no vertex in V(T \ V(P) at distance two from vq or vs since diam(T) = 5, and

(¢) there is no vertex in V(T') \ V(P) at distance three from vs or vy since diam(7T) = 5.

Consequently, T is of the form T5, Ts or 17 depicted in Figure 2.

Subcase 2.5. diam(T") = 4. Since 7,7(Ps) = 5, we have V(T) \ V(P) # 0. In such a situation,

(a) no pair of adjacent vertices in {va, v3,v4} have degree at least three simultaneously by the first part
of Lemma 4.4,

(b) there is no vertex in V(T') \ V(P) at distance two from vy or vy since diam(T")

(c) there is no vertex in V(T') \ V(P) at distance three from v3 since diam(7") = 4

Therefore, T is of the form Tg or Ty depicted in Figure 2.

Subcase 2.6. diam(T") = 3. It is easy to see that S; 4 for ¢ > 2 is the only tree T with diameter three
satisfying ~,.7(T) = |V(T)| — 1.

Conversely, it is not difficult to check that v,.;(G) = |V(G)|—1 for each G € GU{Cs,C7,Cs, Pr, Ps, Py, 51,4}

This completes the proof of the theorem.

=4, and

O

5. CONCLUSIONS AND PROBLEMS

The concept of restrained Italian domination in graphs was initially investigated in this paper. We studied
the computational complexity of this concept and proved some bounds on the RID number of graphs. In the
case of trees, we characterized all trees attaining the exhibited bound. We also provided the characterizations
of graphs with small or large RID numbers. We now conclude the paper with some problems suggested by this
research.

— For any graph G, 7.(G) < 71(G) < 2v,.(G) as already noted in Proposition 3.3. It is worthwhile to
characterize all graphs G with v, (G) = 7.1(G) or v,1(G) = 27(G).

— It is also worthwhile proving some other nontrivial sharp bounds on ~,.(G) for general graphs G or some
well-known families such as bipartite, chordal, planar, triangle-free, or claw-free graphs.
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— The decision problem RESTRAINED ITALTAN DOMINATION is NP-complete even for bipartite graphs,
chordal graphs and planar graphs with maximum degree five, as proved in Theorem 2.1. By the way, there
might be some polynomial-time algorithms for computing the RID number of some well-known families of
graphs, for instance, trees. Is it possible to construct a polynomial-time algorithm so as to compute ~,.;(T")
for any tree 17
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