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DISTANCE SPECTRAL RADIUS OF SERIES-REDUCED TREES WITH
PARAMETERS

Yuyuan DeNG!, DaNGur Li*, HONGYING LIN? AND Bo Zuoul*

Abstract. For a connected graph G, the distance matrix is a real-symmetric matrix where the (u,v)-
entry is the distance between vertex u and vertex v in G. The distance spectral radius of G is the
largest eigenvalue of the distance matrix of G. A series-reduced tree is a tree with at least one internal
vertex and all internal vertices having degree at least three. Those series-reduced trees that maximize
the distance spectral radius are determined over all series-reduced trees with fixed order and maximum
degree and over all series-reduced trees with fixed order and number of leaves, respectively.
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1. INTRODUCTION

All graphs in this paper are finite, simple and undirected. Let G be a graph of order n with vertex set V(G)
and edge set E(G). For u,v € V(G), the distance between w and v in G, denoted by dg(u,v), is the length of
a shortest path joining v and v in G. The distance matriz of G is the n x n matrix D(G) = (dg(u,v))uvev(a)-
It is a symmetric matrix, and therefore, all its eigenvalues are real. The largest eigenvalue of D(G) is called the
distance spectral radius of G, denoted by p(G).

1.1. Problems and existing results

A natural question is what can be said about the distance spectral radius. Let G be a class of connected
graphs. It is natural and of interest to find

min{p(G) : G € G}
and
max{p(G) : G € G}

and determine the graphs in G attaining the minimum and maximum. One of the first results on the spectrum
of the distance matrix of a graph was obtained by Graham and Pollak [8], who showed that if G is a tree on n
vertices, then det(D(G)) = (—1)""(n — 1)2"72, and when n > 2, D(G) has one positive eigenvalue and n — 1
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negative eigenvalues. This unexpected result also aroused the study of the spectrum of the distance matrix to
explore the roles of separate eigenvalues, especially the role of the distance spectral radius. In applications, the
distance spectral radius has been successfully used as a molecular descriptor [2,9]. Zhou and Trinajsti¢ [29]
provided lower and upper bounds for the distance spectral radius in terms of the order, the sum of squares of
the distances between all unordered pairs of vertices, and the status (sums of the distances between a vertex and
all other vertices). Ruzieh and Powers [23] initiated in 1990 the study to determine the graphs that maximize
or minimize the distance spectral radius in a class of graphs, and they showed that the maximum possible
value for all connected graphs on n vertices is achieved by the path, for which the distance spectral radius is
% - 2&;‘32 + O(n~?), where a is the root of atanh(a) = 1. Stevanovié¢ and Ili¢ [24] showed that the broom
consisting of A — 1 edges and a path of length n — A at a common vertex maximizes uniquely the distance
spectral radius over all trees of order n with maximum degree A > 2. In recent ten years, there are lots of papers
on the distance spectral radius, and among them, lots of work was devoted to the distance spectral radius of
trees. There is a survey of Aouchiche and Hansen [1] in 2014 on the relevant background and results on the
spectrum of the distance matrix of a graph, and especially on the distance spectral radius. The extremal results
on the distance spectral radius of trees may be found in [12,20] with fixed matching number, in [20,21] with
given number of leaves, in [15,17,18,24] with given maximum degree, in [6,28] with fixed diameter, in [14] with
fixed number of odd vertices, in [25] with fixed domination number, in [16] with given number of vertices of
degree two, in [5] with fixed degree sequence, and in [15,16,26,27] for some particular classes of trees.

1.2. Work of this paper

A vertex of degree one in a graph is called a leaf. A vertex of a tree is an internal vertez if it is not a leaf.
A series-reduced tree is a tree with at least one internal vertex and all internal vertices having degree at least
three. It is also known as a homeomorphically irreducible tree [11]. Series-reduced trees form an important family
of trees [3,7,10,11]. So it is natural to ask what can be said about the connection between the extremal distance
spectral radius and structural parameters of series-reduced trees, which is the goal of this article. As examples,
two parameters including maximum degree and number of leaves are considered. Those trees that maximize the
distance spectral radius are determined over all series-reduced trees of order n with maximum degree A, where
3 < A < n-—2>5, and over all series-reduced trees of order n with p leaves, where f%ﬁ] < p < n—2, respectively.

2. PRELIMINARIES

For a graph G with u € V(G), let Ng(u) = {v € V(G) : wv € E(G)}. The degree of vertex u in G is
dc(u) = [Na(u)|.

A diameter of a connected graph G is the greatest distance between vertices of G.

An edge which is incident with a leaf is called a leaf edge. For a tree T with a leaf v, v is said to be a leaf
at u if v is adjacent to v in T. Given a nontrivial tree T with v € V(T'), if a new vertex v and a new edge uv
are added to T to form a new tree 7", then T” is said to be obtained from T by adding a leaf edge uv or a leaf
v at u.

The status of a vertex u of a connected graph G is sq(u) = >, cv (g da(u,v), and the minimum status of
G is s(G) = min{s¢(u) : v € V(G)}. Evidently, s(G) equals the minimum row sum of D(G). It is easy to see
that the minimum status of a tree of order at least three is achieved by some internal vertex, see, e.g., [22].

Let G be a connected graph with V(G) = {v1,...,v,} and 2 = (z,,,...,2,,) " a real column vector. Then
z' D(G)x = Z 2d G (U, V) Ty Ty.
{u,w}CV(G)

As D(G) is a nonnegative irreducible matrix, by the well known Perron—Frobenius theorem, p(G) is simple,
and associating with p(G), there is a unique positive unit eigenvector, which is called the D(G)-Perron vector.
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FIGURE 1. The tree T in Lemma 2.4.

If z is the D(G)-Perron vector, then, for each u € V(G),

p(G)x,, = Z da(u, v)z,.

veV(G)

This equation is called the D(G)-eigenequation at u. By Rayleigh’s principle, for a unit nonnegative column

vector ¥y = (Yuys - - - 7yvn)T7
p(G) =y  D(Gy
with equality if and only if y is the D(G)-Perron vector.

If By is a set of unordered pairs of distinct vertices that are not adjacent in G, then G + E; = (V(G),
E(G)U Ey), and if E; C E(G), then G — E; = (V(G),E(G) \ Ey). If E; = {uv}, then G 4+ uv or G — wv is
used for G + E; or G — E;. If u € V(G), then G — u is the subgraph of G obtained by deleting u and all edges
incident with w.

For a subset Vj of vertices of a connected graph G, o (Vp) denotes the sum of the entries of the D(G)-Perron
vector corresponding to the vertices from Vp. If H is an induced subgraph of G, o¢(H) is used for og(V (H)).

Lemma 2.1 ([25]). Let G be a connected graph with u,v € V(G) and = the D(G)-Perron vector. Suppose that

u' and v’ are leaves adjacent to u and v, respectively. Then x), — ! = p()c(:g;-)pz (T4 — o).

Note that in previous lemma, v and v are not necessarily distinct.

Lemma 2.2 ([25]). Let G be a connected graph and uwv a cut edge but not a leaf edge of G. Let G' = G — {vw :
W0 € Ng—uo(0)} + {ww : w € No—yu(v)}. Then p(G) < p(G).

Lemma 2.3 ([14]). Let T be a tree with u € V(T), and let Np(u) = {u1,...,ux}, where k > 3. Let T; be the
component of T — u containing u; for 1 < i < k. Let T' =T — {uu; : 3 < i <t} + {wu; : 3 < i < t}, where
3<t<kandw e V(I2). If or(T1) > or(Ts), then p(T") > p(T).

Lemma 2.4. Let T be a series-reduced tree on n vertices whose structure is displayed in Figure 1, where uy, uo,
and ug are neighbors of u, each neighbor of u different from wy,us,us (if any exists) is a leaf in T, v; is a leaf at
w; fori=1,2, and d7(us) > 3. Let T' = T — {uusz, urv1 } + {urus, v } and T* = T — {uus, ugva } + {ugus, uva }.
Then p(T") > p(T) or p(T*) > p(T).

Proof. Because T is a series-reduced tree, T is also a series-reduced tree. Let x be the D(T)-Perron vector. Let
Ny = Np(u) \ {u1,us,u3}. Let T, T» and T3 be the three nontrivial components in T'— u containing u, ug and
ug, respectively.

Suppose that op(T1) < op(Ts). As T is transformed into 7", the distance between a vertex of V(753) and a
vertex of V(Ty) U{u}UN, is increased by 1, the distance between a vertex of V(T3) and a vertex of V/(T1)\ {v1}
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FIGURE 2. The tree E(n,{; k, k +t).

is decreased by 1, the distance between vy and a vertex of V(T7) \ {v1} is increased by 1, the distance between
v and a vertex of V(T3) U {u} U N, is decreased by 1, and the distances between all other pairs of vertices
remain unchanged. Thus

(o(T") — p(T)) > 52" (D(T') ~ D(T))z

= o7(T3)(o7(T2) + 2y + 07 (Nu) = (07(T1) — 20,))
+ 2y, (07 (T1) — 20y, — (07(T2) + T4 + 07 (Nu)))
= (or(T2) — or(Th) + 2y + 07 (Nu) + 20, ) (07 (T3) — T,). (2.1)

1
2

Let a, b be two neighbors of uz in T5. For any v € V(T')\{us, a, b, v1 }, dr(us, v)+dr(a,v)+dr(b,v)—dr(vi,v) > 0.
From the D(T)-eigenequations at us,a,b and vy, one has

P(T) @y + T+ 05— x0,) = Y, (dr(uz,v) + dr(a,v) + dr(b,v) — dr(v1,v))
veV(T)

= Z (dr(us,v) +dr(a,v) + dr(b,v) — dr(vi,v)) T,
veV (T)\{us,a,b,v1}
F 04+ 141—3)z0y + (1+0+2—4)z,
F(14+240— D)z + (B+4+4—0)zy,

> = Ty, — Tq — Ty + 11z,

and thus (p(T) + 1)(xy, + o + Tp — Ty,) > 10z, > 0, which implies z,, + x4 + T — Ty, > 0. Therefore,
or(T3) — Ty, = Tyy +Ta+Tp— Ty, > 0. Evidently, or(T2) —or(T1) + @+ 07 (Nu) + Ty, = Ty +0or(Ny)+x4, > 0.
From (2.1), one has p(T") > p(T).

If o7 (T2) < op(TY), then by similar arguments as above, one has p(T%) > p(T). O

Recall that a caterpillar is a tree in which removal of all leaves outside a longest path (if any exists) gives a
path.

For simplicity, [n] is used for {1,...,n} if n is a positive integer.
For integers n, ¢, k, t with n = 20+2k+t—2,£ > 2, k > 0and t > 0, let E(n, ¢; k, k+t) be a caterpillar obtained
from P,_; whose vertices are consecutively labelled as uq,...,us—1 by adding a leaf v; at u; for i € [¢ — 1] and

then adding k leaves at u; and k + t leaves at uy_1, see Figure 2. Note that this tree has diameter /.

Lemma 2.5. Let G = E(n,l;k,k +t), where k > 0,t > 1, £ = %%_t = 2d, and d > 2. Let x be the
D(G)-Perron vector and $; = Xy, + Ty, for i € [2d — 1]. Then Sq—; > Sa+; fori € [d —1].

Proof. Let the vertices of G be labelled as in Figure 2 (with £ = 2d). Let A = Z?i}il sj+ (E+t)xy,, , —
(Zd s+ k;mv1>
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Let K = p(G) + %. Suppose that i € [d — 1]. By Lemma 2.1, one has

P(G) (8d—i — sa+i) = p(G)

(

= p(G) (xud,i - :vudﬂ,) 4 76;
)
(

i.€.,
K (Sd—i - Sd-‘ri) = QP(G) (Iudw - xudJri) .
So, by the D(G)-eigenequations at ug—; and ug4;, one has

d—1i i—1
K (sqg—i — 8q+i) =2 —22'2 sj — 2ikx,, — Z 2jSa—j
j=1 j=1
i—1 2d—1
+ > 2sary +20 Y s+ 2i(k+ )0,
j=1 j=d+i
d—i i—1 i—1 2d—1
= -4 Z s; — 4ikx,, — Z 4jsq_j + Z 455415 + 4 Z 55
j=1 j=1 j=1 j=d+i
+ di(k + ) Zppy_,-
Thus
2d—1 d—i
K ((sd,i — Sd+i) — (sd,(i,l) — Sd+(i71))) =4 Z sj+ (k+t)xy,, , —ky, — Z 85
j=d+i j=1
i—1
=4A+4)  (Sa—j — Satj) - (2.2)
j=1

It is easy to prove that sq—; — Sq4+; and A have the same sign by induction on ¢ € [d — 1]. If ¢ = 1, then this

follows from (2.2). Suppose that 2 <1i < d — 1. By the induction hypothesis, s4—; — sq4+,; and A have the same

sign for j € [i — 1]. Thus 42;;11 (sd—j — S4+j) and A have the same sign. Now from (2.2), sq—; — S4+; and A

have the same sign. This shows that s;—; — sq4; and A have the same sign for all ¢ € [d — 1], as desired.
Suppose that z,, < z,,, ,. By Lemma 2.1,

(2P(G) + 2) (xul - qud—l) = (p(G) + 2) (51 - 82d*1) .

Thus s1 < S24—1. As S4—; — Sq+; and A have the same sign for ¢ € [d — 1], A + Z;i;ll ($d—j — Sa+j) < 0. On the
other hand, from the expression of A, one has

SH

-1
A+ (sd*j - 3d+j) = (k + t)'TUZd—l - kmvl
j=1

p(G)

(e

(xu2d—l - xu1) + tmvzd—l
> 0,

which is a contradiction. It follows that z,, > x,,, ,. Then s; > soq_1, so A > 0. Therefore sq4_; > sq4; for
ie[d—1]. O
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By the previous lemma and its proof, sq—; > sq4; for i € [d — 1], and A > 0. So from (2.2), we have
Corollary 2.6. Let G = E(n,l;k,k +t), where k > 0,t > 1, £ = % = 2d and d > 2. Let x be the
D(QG)-Perron vector and s; = Xy, + Ty, for i € [2d — 1]. Then

Sd—i — Sd+i > Sd—i+1 — Sd+i—1
forield—1].

Lemma 2.7. Let G = E(n, 4k, k+t), wherek > 0,t > 1, £ = %%_t =2d+1, and d > 2. Let = be the
D(QG)-Perron vector and s; = Xy, + Ty, for i € [2d]. Then sq—; > Sqyiy1 for 0 <i<d—1.

Proof. Let the vertices of G be labelled as in Figure 2 (with ¢ = 2d + 1). Let A = Z?id_ﬂ sj+ (k+t)zy,, —
(Zj’:l Sj + kx“l) .

Let K = p(G) + p(p((;?j-r Fori=0,...,d — 1, by Lemma 2.1, one has

K (Sd*i - Sd+i+1) = 2p(G) (’T'defi - xud+i+1) )

so, by the D(G)-eigenequations at ug—; and tg4;41, one has

d—1 1—1 i—1
K (Sa—i — Satit1) = —2(20+1) Y 85— 220+ Dkay, — Y 2(25 + 1)sa—j + ¥ 2(2) + 1)sagj41
j=1 j=0 Jj=0
2d
+22i+1) D s+ 220+ 1)k + )Ty,
j=d+i+1

Thus, for 0 < ¢ < d—1, one has

K ((8a—i — Sd+i+1) — (Sd—i+1 — Sd+i))

2d —1%
=4 Z sj+ (k+t)xy,, —kxy, — > 8
j=d+i+1 j=1
i—1
= 4N +4) " (Sa—j — Sarj+1) - (2.3)
j=0

It is easy to prove that sg—; —Sq+i+1 and A have the same sign by induction on ¢ for 0 <7 < d—1. If i = 0, then it
follows from (2.3). Suppose that 1 < i < d— 1. By the induction hypothesis, s4—; — s4+;4+1 and A have the same
sign for 0 < j <4 — 1. Thus 422;10 (Sd—j — Sa+j+1) and A have the same sign. Now from (2.3), sq—; — Satit1
and A have the same sign. This shows that sq_; — Sgy:+1 and A have the same sign for 0 < i < d—1, as desired.

Suppose that z,, < z,,,. By Lemma 2.1, s1 < soq. AS 5q—; —Sq+i+1 and A have the same sign for 0 <1 < d—1,

one has A < 0. But, on the other hand, A+Zj;é (Sd—j — Satj+1) = (k+t)xy,, —kxy, = k%(zwd — Xy, )+

txy,, > 0, a contradiction. It follows that x,, > x,,,. Then s; > sa4, so A > 0. Therefore sq—; > Sqyi4+1 for
0<i<d-—1. |
Corollary 2.8. Let G = E(n,l;k, k+t), where k >0,t>1, ¢ = %%_t =2d+1 and d > 2. Let x be the
D(G)-Perron vector and s; = &y, + Z,, fori € [d —1]. Then

Sd—i = Sd+i+1 > Sd—i+1 — Sd+i

for0<i<d-1.
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Lemma 2.9. Suppose that 3 <{ < ||, k>0,t>2 and 20+2k+t—2=n. Then p(E(n,l;k+1,k+t—1)) >
p(E(n, bk, k +1)).

Proof. If £ = 3, this is Corollary 3.2 of [4]. Suppose that ¢ > 4. Let G = E(n, {; k,k+1t). Let the vertices of G be
labelled as in Figure 2. Let « be the D(G)-Perron vector. Let G’ be the tree obtained from G by deleting a leaf
adjacent to uy—_1 that is different from vy_; and adding a leaf edge at u;. Obviously, G' & E(n, l; k+ 1, k+t—1).
Case 1. { = 2d.

Let s; = xy; + Ty, for i € [2d — 1]. Then

S(0(G) = p(G)) 2 32T (D(G) = D(G))e = 70y, | F.

where

d-1
F=k(2d—2) (T, — To,) + (t = 1)(2d — 2)20,, , + Z 2d — 2i) (s2q—i — Si) -
i=1

Suppose that F' < 0.
For i € [d — 1], by Corollary 2.6, s; — S2g—; < 81 — S24_1, and thus by Lemma 2.1,

20(G) + 2
8; — S2d—i < 81 — S2d—1 = 0 12 Tur T Tusg <2(Tys — Ty 4 ) -
p(G) ( 1 2d 1) ( 1 2d 1)
By Lemma 2.1,
p(G)
Tyy = Tugg_y = m ($u1 - xuzd—l) < Tyy = Tugg_y-
Thus

P(@) (T, = Tuny ) = Y (da(v,m1) — da (v, usa1))a,
veV(Q)
d—1 d—1
= k(2 —2d)z,, + Y (20 —2d)s; + > _(2d — 2i)s2a—; + (k +1)(2d — 2)z,,,
i=1 =1
d—1
= k(2d = 2) Ty, — T0y) +1(2d — 20y, , + D (2d — 20) (s24-; — 55)
i=1
d—1
=2F — (t — 2)(2d — 2@y, , + Y _(2d — 2i) (s; — 524-1)
i=1
+ k(2d—2) (%1 — xvm_l)
d—1
<> (2d — 2i) (55 — s2a—) + k(2d — 2) (0, — Tus,_,)
=1

d—
< 22 2d 27’)(Iu1 Lugg_ 1) + k(2d 2) (‘Tul Lugy_ 1)

1=1

= (2d* — 2d + 2kd — 2k) (T, — Tusy . )

implying
(p(G) — (2d* — 2d + 2kd — 2k)) (T, — Tupy_,) <O. (2.4)
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For i € [2d — 1],

sa(ug) = Z de(v, u;)

veV(G)
= 2i? — (4d + t)i + 4d* + 2kd + 2dt — 1

£\ 2 12
:2<i— (d+4)) +2d2+dt+2kd—§—1.

Suppose first that 2 <t < 4d — 4. Then 2 < d + ﬁ < 2d — 1. As a function of i, sg(u;) achieves its minimum if
i=d+ %, so

2
s(G)22d2+dt+2kd—%—1.

Let f(t) = 2d* +dt +2kd — % —1. As f(t) is strictly increasing for 2 < ¢ < 4d, f(t) > f(2) = 2d*> +2d+2kd — 3.
Thus s(G) > 2d? + 2d + 2kd — 3. Suppose next that ¢ > 4d — 3. Then d + £ > 2d — 1. As s(u;) is strictly
decreasing for i € [2d — 1], sg(u;) achieves its minimum if ¢ = 2d — 1, so

s(G) > 4d® +2kd —4d +t + 1
> 4d? + 2kd — 2
>2d2+2d+2kdf§~

Thus s(G) > 2d? 4 2d + 2kd — 2 in either case. Note that p(G) > s(G) [19]. Thus

p(G) > 2d* + 2d + 2kd — g

which together with (2.4), implies 2, < Zy,,_,. But by Lemma 2.5, z,,, > u,, ,, a contradiction. Thus F' > 0,
and then p(G’) > p(G).
Case 2. { =2d+ 1.

Let s; = Xy, + Ty, for i € [2d]. Then

S0l — (@) > 32T (D(E) ~ D(@))x = 0y, L,

where
d

L =k(2d —1) (Tu,, — T,) + (t = 1)(2d — Dz, + Y (2d — 20 + 1) (s24-i41 — 5i) -
i=1
Suppose that L < 0.
For i € [d], by Corollary 2.8 and Lemma 2.1, one has

8i = S2d—it1 < 2(Tuy — Tuyy)

and
Ty = Tugg < Tuy — Tugy-
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Thus

P(C) (Tuy = Tupy) = Y (da(v,u1) — de (v, usa))wy
veV(G)
d d
= k(1 —2d)zy, + Y (2 — (2d+1))s; + > _(2d+ 1 = 2i)s24-i41
=1 =1
+ (k+1)(2d — )0y,
d
= k(2d — 1) (Tup, — T0,) +1(2d — DTy, + > (2d — 20+ 1) (s20—i11 — 5:)
i=1
d
=2L — (t — 2)(2d — 1)@y, + > _(2d — 2i + 1)(s; — S2a—i+1)
=1
+k(2d — 1) (T, — Ty,)

-

Il
Q ~

S (2d — 21 + 1)(81 — Sgd_i+1) + k(Qd — 1) (.’ﬂvl — 1’U2d)

2

<2 (2d = 20+ 1) (Tuy — Tupy) + K2 — 1) (Tu, — Tuy,)
1=1
= (2d* + 2kd — k) (24, — Tu,,) ,
implying
(p(G) — (2d® + 2kd — k)) (20, — Tuy,) < 0. (2.5)
For i € [2d],
sa(u) = Y da(v,u)
veV(G)
=2i% — (4d +t +2)i +4d* + 4d + 2kd + k + 2dt + t
AN 2
=2 (i— (d+tz>> vod® 4 2d+2kd ki Lo L

Arguing as in Case 1, s(G) > 2d? + 4d + 2kd + k, so p(G) > 2d? + 4d + 2kd + k. It follows from (2.5) that
Zyy < Tyy,. But by Lemma 2.7, one has x,, > @,,, a contradiction. Thus L > 0, so p(G’) > p(Q). O

3. MAIN RESULTS

In this section, we determine the trees with maximum distance spectral radius among all series-reduced trees
with fixed order and maximum degree and among all series-reduced trees with fixed order and number of leaves,
respectively.

For 3 <A <n-—1,let SR(n,A) be the set of series-reduced trees of order n with the maximum degree A.
Obviously, SR(n,n — 1) contains only the star S,, of order n, SR(n,n — 2) = ), SR(n,n — 3) contains only
the double star with degrees n — 3 and 3 for its centers, and SR(n,n — 4) contains only the double star with
degrees n — 4 and 4 for its centers.

Theorem 3.1. Let T € SR(n,A), where 3 <A <n—>5. Then

GOl R i R el




S2570 Y. DENG ET AL.
with equality if and only if T = E (n, (%1 +1; L%J — {%1 +2,A-2).

Proof. Let T be a tree in SR(n, A) that maximizes the distance spectral radius. By [5], the maximum distance
spectral radius of a tree with given degree sequence is uniquely attained by a caterpillar. So T is a caterpillar.

If A=3,thenniseven,n —Aisoddand T2 E (n, 531, 1).

Suppose in the following that 4 < A <n — 5.

Let d be the diameter of T and let ug . .. uq be a path of length d in T'. Let I(T') be the set of internal vertices
of T, d.e., I(T) ={u; : 1 <i<d—1}. Let u be a vertex of degree A. Evidently, u € I(T). For i € [d — 1], let v;
be a leaf at u; in T

Case 1. A = 4.

Suppose that dr(ui) # 4 and dr(ug—1) # 4. As T is a series-reduced tree, dr(u1) = dr(ug—1) = 3. Then
u = u;, for some 1 < ig < d — 1. Let 11 be the component of T — u containing ug and 75 the component of
T — u containing ug. Let T/ = T — uv;, + u1v;, and T” = T — wv;, + ug—1v;,. Note that T/, T" € SR(n,A). By
Lemma 2.3, p(T") > p(T') or p(T") > p(T), a contradiction. So v may be chosen to be u4_1.

Suppose that there are three vertices of degree 4. Recall that dr(uq—1) = 4. Choose a vertex u; of degree 4
with the smallest 7. There is also a vertex u; of degree 4 with 1 <7 < j < d—1. Let F; and F, be the components
of T'—u; containing ug and ug, respectively. Assume that o (F1) < or(F3) (otherwise change the role of u; and
Ug—1). Let T = T — u;v; +u;v;. By Lemma 2.3, p(T") > p(T). Note that the maximum degree of T” is 5. Let FY
and Fj be the components of 7" —u, containing ug and ug, respectively. Let T* = T" — {w;v;, u;v; } +{uovi, uov; }
and T** = T" — {u;v;, wv; } + {uqv;, uqv; }. Note that T*,T** € SR(n,4). By Lemma 2.3, p(T™*) > p(T") or
p(T**) > p(T"), so p(T*) > p(T') or p(T**) > p(T), a contradiction. Hence, there are at most two vertices of
degree 4 in T, and one is ug_1.

If ug—1 is the only vertex of degree 4 in T, then dr(u;) = 3 for i € [d —2] and n — A = 2d — 3, so
T=E (n,251;1,2).

Suppose that there are exactly two vertices of degree 4 in T'. By Theorem 6 of [5], the other vertex of degree
4 must be u; or ug_o. Then n — 4 = 2d — 2.

Suppose that dr(uy) # 4. Then 07 (ug—2) = 4. Let T1 be the component of T — u4_o containing ug and Th
the component of T — ug_o containing ug. Suppose that or(T)) < or(T2). Let T =T — ug_2v4—2 + u1v4—2.
Obviously, T" = E(n, ”772;2,2). By Lemma 2.3, p(T’) > p(T), a contradiction. It follows that or(T}) >
O’T(Tg). Let TV =T — UJ—2Vd—2 + UJ—1Vd—2- ObViOuSly, 5T’ (ud_l) = 5, 5T’ (ud_g) = 3 and §T’ (w) = 5T(w)
for w € V(T') \ {ug-1,uq—2}. Let T = T' — ug_1v4_2 + u1v4_o. Note that T" = F (n, ”T_Q; 1,3) and T" =
E (n,"5%;2,2). By Lemmas 2.9 and 2.3, p(T") > p(T") > p(T), also a contradiction. Hence d7(u;) = 4. That
is, T = E (n, 52;2,2).

Case 2. A > 5.

Suppose that there is a vertex, say w, in T" different from u with degree larger than 4. Then w = u;, for some
jo € [d—1]. Let r = dp(w). Then 5 < r < A. Let T; be the component of T — w containing ug and T5 the
component of 7' — w containing u4. Assume that or(71) > or(Tz). Let T" = T — {wvj,, wvjs } + {uqvj,, uavj; },
where v} is a leaf at uj, in 7' different from vj,. Evidently, é7/(w) = r — 2, d7/(uq) = 3, and 67/ (2) = or(2)
for z € V(T) \ {w,uq}. So T" € SR(n,A). By Lemma 2.3, p(T") > p(T'), a contradiction. So the degree of any
internal vertex different from w is 3 or 4 in 7.

Suppose that dr(u1) # A and dr(ug—1) # A. Then ér(ug—1) = 3,4. Let 71 be the component of T — u
containing ug and Ty the component of T — u containing ug. Let N be the set of some A — d7(ug—_1) leaves at u
in T. Assume that op(Ty) > op(T2). Let 7" =T — {uz: 2 € N} + {ug_12z : z € N}. Obviously, 77 € SR(n, A).
By Lemma 2.3, p(T") > p(T), a contradiction. So u may be chosen to be ug_1.

Suppose that there are three vertices, say wu;,u;,u¢, of degree 4 in T, where 1 < ¢ < j < £ < d — 2. Let
T' =T —ujv; +ugv; and T =T — wjv; + ug—2v;. Then 77, 7" € SR(n, A). By Lemma 2.3, p(T") > p(T') or
p(T") > p(T), a contradiction. So there are at most two vertices of degree 4 in T'.
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Suppose that there are exactly two vertices of degree 4 in T. Then n—A = 2d—1 and 07 (u;) = 07 (u;) = 4 for
some ¢ and j with 1 <14 < j < d—2. Suppose that j < d—2.Let T’ = T —ujvj+uiv; and T" = T —u,;v; +ug—2v;.
By Lemma 2.3, p(T") > p(T') or p(T") > p(T), a contradiction. So j = d — 2. By similar argument ¢ > 2 is
impossible, so i = 1.

Let 77 and T, be the components of T — ug_o containing u; and wug, respectively. Suppose first that
or(Ty) < op(Ty). Let T" = T — ug—2v4—2 + u1vg—2. Then ér:(ug—2) = 3, d/(u1) = 5 and d7/(2) = ér(z) for
z € V(T') \ {u1,ug—2}. So T € SR(n,A). By Lemma 2.3, p(T") > p(T), a contradiction. It follows that
O’T(Tl) > UT(T2). Let T/ = T —ug_ov4—2+1qg—1v4—2. Then 5T/(ud_2) =3, 5T/(Ud—1> = A+1and 5T/(Z) = 6T(Z)
for z € V(T")\{ug—1,uq—2}. Thatis, T/ € SR(n, A+1). By Lemma 2.3, p(T") > p(T). Let T" = T" —uyv1 +ugv;.
Then 7 (ug) = 2, dpr(u;) = 3 for i € [d — 2] and dpr(ug—1) = A+ 1. By Lemma 2.2, p(T") > p(T"). Let
T =T" —ug_104—2 +Ugv4—o. Then d(u;) =3 for 0 <i <d—2and d5(ug—1) = A, so Te SR(n,A). Note that
T" =~ E (n,2=5+3:0,A — 1), and T~E (n,2=5+2;1, A — 2). By Lemma 2.9, p(T) > p(T"). So p(T) > p(T),
a contradiction. Hence, there are at most one vertex of degree 4 in 7.

If there is no vertex of degree 4, then n — A =2d —3 and T2 FE (n, WTA*?’; 1,A - 2).

Suppose that there is exactly one vertex with degree 4 in T', and by (K. Dadedzi, V. Razanajatovo Misanan-
tenaina and S. Wagner [5] Thm. 6), this vertex is uy or ug—2. Note that n — A = 2d — 2. If dp(uy) # 4, then
07 (ug—2) = 4, so by similar argument as in Case 1 by using Lemmas 2.3 and 2.9, a contradiction occurs. So

5T(u1):4andT%E(n, "7§+2;2,A—2). O

Let T be a series-reduced trees of order n with p leaves. Denote by n; the number of vertices of degree ¢
in T, where i = 1,..., A with A being the maximum degree of T. Evidently, ny = 0. Then Zle n; = n and
Zle ini=2(n—1).S02n; =n+2+ ZiA:4(i —3)n;, and ny > 22,

Let SR(n, p) be the set of series-reduced trees of order n with p leaves, where f"T“W <p<n-—1.1Itis evident
that SR(n,n —1) = {S,,} for n > 4.

Theorem 3.2. Let T € SR(n, p), where [*£2] <p <n—2. Then

R e e )

with equality if and only if T = E (n,n —p + 1; {2”2_” , (2”2_”]),

Proof. Let T be a tree in SR(n,p) that maximizes the distance spectral radius.

First, we show that T is a caterpillar. Suppose that this is not true. Let F' be the tree obtained from T by
deleting all leaves. Denote by r the maximum degree of F. Then r > 3. Suppose that r > 4, say dp(w) =7 > 4
for some w € V(F). Let wy, ..., w, be the neighbors of w in F. Obviously, {w1,...,w,} C Ny(w). Fori=1,2,3,
let T; be the component of T — w containing w;. Assume that or(T1) > or(T2). Let T/ = T — wws + waws.
Then 7' € SR(n,p). By Lemma 2.3, p(T') > p(T), a contradiction. It thus follows that r = 3. So there is a
vertex w with degree 3 in F' such that there are two paths, say P and @, at w in F' such that any internal
vertex of F' on these two paths except w (if any exists) has degree two. Let wy,ws and ws be the neighbors
of w in F', where wy € V(P) and we € V(Q). Then dp(w;) > 3 for i = 1,2, 3. By similar argument as above,
or(w) = 3, implying that w is not adjacent to any leaf in 7. By the choice of w, there is a leaf z; adjacent to
w; in T for each i =1,2. Let T/ = T — {wws, w121} + {wiws, wz1 } and T* = T — {wws, waza} + {waws, wza}.
Note that 7", 7* € SR(n,p). By Lemma 2.4, max{p(T"), p(T*)} > p(T), also a contradiction. This shows that
T is a caterpillar.

If there is no vertex of degree larger than or equal to 4 in 7', then it is trivial that T' = F (n, 551, 1), i.€.,
T=E(m,n—p+1;1,1) as in this case p = § + 1.

Suppose that ér(u) > 4 for some u € V(T). Let ¢ be the diameter of T and P = ug...u; be a path of
length ¢ in T. As T is a caterpillar, u lies on the path P. Suppose that v ¢ {uj,up—1}. Then £ > 4. Let
T1 be the component of T — u containing u; and T, the component of T — u containing wuy_1. Assume that
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or(T1) > or(T3). Let 2z be a leaf adjacent to u. Let T/ = T—uz+wvy_12. Obviously, T" € SR(n, p). By Lemma 2.3,
p(T") > p(T), a contradiction. Therefore v € {uy,u¢—1}, and T = E(n,¥; k, k + t) for some k,¢ with k > 1,
t >0, and %%_t =l=n—p+1.SoT =2 E(n,n—p+1;k k+1t) for some k,t with £ > 1 and ¢ > 0, where
2p—2k—t = n. Suppose that ¢t > 2. Let T = E(n,n—p+1;k+1,k+t—1). Obviously, T is a series-reduced tree of
order n with p leaves. By Lemma 2.9, p(T) = p(E(n,n—p+1;k+1,k+t—1)) > p(E(n,n—p+1; k, k+t)) = p(T),
a contradiction. So t = 0,1, i.e.,

2p — 2p —
T%E(n,n—p—&—l;{ p2 HJ’{])Q H—D,

completing the proof. O

For a graph G, let A(G) be the maximum degree of G. Let T be a series-reduced tree of order n with maximum
distance spectral radius, where n > 4. Then (H. Lin and B. Zhou [15] Lem. 4.1) states that A(T) < 4, and there
are at most two vertices of degree 4 in T. The argument for the second part there used the fact that T is a
caterpillar without proof. A proof is given below. Suppose that T is not a caterpillar. Let F' be the tree obtained
from T by deleting all leaves. Then A(F) = 3,4. Suppose that A(F) = 4, say dp(u) = 4 with v € V(F).
Assume that Np(u) = {uy,...,us}. Evidently, uq,...,us are also the neighbors of « in T. For i = 1,2, let
T; be the component of T — u containing u;. Assume that or(T}) > or(T). Let T = T — uuy + usuy. Note
that dr/(u) = 3, o7/ (u2) = 4,5 and o7/ (v) = ér(v) for v € V(T) \ {u,uz}. Then T' is a series-reduced tree
of order n. By Lemma 2.3, p(T") > p(T), which is a contradiction. It follows that A(F) = 3. Then there is
a vertex u with degree 3 in F' such that there are two paths, say P and @, at u in F' such that any internal
vertex of F' except w (if any exists) has degree two. Let uy, us and us be the neighbors of u in F, where
u; € V(P) and us € V(Q). By the choice of F', there is a leaf v; that is adjacent to w; in T, where i = 1,2.
Let G1 = T — {uus,uiv1 } + {wyus,uv1} and Go = T — {uug, ugva} + {usus,uve}. As T is a series-reduced
tree, G1 and Gy are also series-reduced trees and o7 (ug) > 3. Then by Lemma 2.4, max{p(G1), p(G2)} > p(T),
a contradiction. Thus T is a caterpillar. So, we have the following finer version of (H. Lin and B. Zhou [15]
Lem. 4.1): ‘Let T be a series-reduced tree of order n with maximum distance spectral radius, where n > 4. Then
A(T) < 4, T is a caterpillar, and there are at most two vertices of degree 4 in T°. With this, (H. Lin and B.
Zhou [15] Thms. 4.1 and 4.2) follow by a simpler proof.

4. CONCLUDING REMARKS

For a caterpillar T of diameter ¢ > 2 with a path vg...v; of length ¢, let s; = op(v;) — 2 for i € [¢ —1].
Denote such a tree T' by D(s1,...,8¢—1). In the following Table 1, we list the maximum degree A, number of
leaves p, the domination number -, diameter d and the distance spectral radius p of all 11-vertex series-reduced
trees T' except the star, where D(1,2,1)T is the tree obtained from D(1,2,1) by adding two leaf edges at a leaf
incident to vg, and D(1,1,1)7 is the tree obtained from D(1,1,1) by adding three leaf edges at a leaf incident
to vy. This demonstrates the validity of Theorems 3.1 and 3.2. Note that D(1,2,1)" and D(1,1,1)" are not
caterpillars. Though the extremal trees in Theorems 3.1 and 3.2 are caterpillars, we find from Table 1 that a
tree that maximizes the distance spectral radius over all series-reduced trees with fixed order and domination
number or diameter may be not a caterpillar, as D(1,1,1)T is such a tree when v = 3 or when d = 4.

It is a challenge to explore the connection between spectral properties and structural properties of graphs. In
this paper, the spectral properties of a graph are studied through its distance matrix. The structural properties
are considered through maximum degree and number of leaves. The trees with maximum distance spectral
radius are identified over all series-reduced trees with given order and maximum degree, and over all series-
reduced caterpillars with given order and number of leaves, respectively. Generally, the tree with maximum
distance spectral radius over all trees with given order and some parameter like maximum degree, number of
leaves, matching number, and domination number may possess vertices of degree two. So, to determine the
series-reduced trees with maximum distance spectral radius over all series-reduced trees with given order and
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TABLE 1. Values of A, p, v, d and p of 11-vertex series-reduced trees T' except Si;.

T A p v d p

D(1,6) 8 9 2 3 21.3167
D(2,5) 7 9 2 3 220147
D(3,4) 6 9 2 3 223515
D(1,4,1) 6 8 3 4 24.0353
D(1,1,4) 6 8 3 4 251144
D(1,3,2) 5 8 3 4 24.7391
D(1,2,3) 5 8 3 4 25.0919
D(2,1,3) 5 8 3 4 25.7805
D(2,2,2) 4 8 3 4 254386
D(1,1,1)Y 4 7 3 4 274185
D(1,2,)t 4 7 4 4 26.7082
D(1,1,2,1) 4 7 4 5 27.3587
D(1,1,1,2) 4 7 4 5 28.5063

some other parameter needs more deliberate analysis. As mentioned above, though the extremal trees in this
paper are all caterpillars, there are also other classes of series-reduced trees for which the extremal trees are not
caterpillars. It would be interesting to determine those series-reduced trees with maximum distance spectral
radius over all series-reduced trees with given order and some other parameter, like domination number and
diameter.

Recall that the distance spread of a connected graph is defined to be the difference between the largest and
the smallest eigenvalues of its distance matrix [13]. A somewhat different research direction is to study the
extremal problems for the distance spread of series-reduced trees.

Acknowledgements. The authors would like to thank the editor and referees for their kind comments and suggestions.
This work was supported by National Natural Science Foundation of China (No. 11671156).

REFERENCES

[1] M. Aouchiche and P. Hansen, Distance spectra of graphs: a survey. Linear Algebra Appl. 458 (2014) 301-386.

[2] A.T. Balaban, D. Ciubotariu and M. Medeleanu, Topological indices and real number vertex invariants based on graph
eigenvalues or eigenvectors. J. Chem. Inf. Comput. Sci. 31 (1991) 517-523.

[3] F. Bergeron, P. Leroux and G. Labelle, Combinatorial Species and Tree-like Structures. Cambridge University Press, Cambridge
(1998).

[4] S.S. Bose, M. Nath and S. Paul, Distance spectral radius of graphs with r pendent vertices. Linear Algebra Appl. 435 (2011)
2828-2836.

[5] K. Dadedzi, V. Razanajatovo Misanantenaina and S. Wagner, On the distance spectral radius of trees with given degree
sequence. Discuss. Math. Graph Theory 40 (2020) 495-524.

[6] Z. Du, A. Ili¢ and L. Feng, Further results on the distance spectral radius of graphs. Linear Multilinear Algebra 61 (2013)
1287-1301.

[7] T.H. Foregger, Identities related to permanents of doubly stochastic matrices and series reduces trees. Linear Multilinear
Algebra 7 (1979) 37-41.

[8] R.L. Graham and H.O. Pollak, On the addressing problem for loop switching. Bell Syst. Tech. J. 50 (1971) 2495-2519.

9] I. Gutman and M. Medeleanu, On the structure-dependence of the largest eigenvalue of the distance matrix of an alkane.
Indian J. Chem. A 37 (1998) 569-573.

[10] J. Haslegrave, Extremal results on average subtree density of series-reduced trees. J. Combin. Theory Ser. B. 107 (2014)
26-41.

[11] F. Harary and G. Prins, The number of homeomorphically irreducible trees, and other species. Acta Math. 101 (1959) 141-162.

[12] A. Ili¢, Distance spectral radius of trees with given matching number. Discrete Appl. Math. 158 (2010) 1799-1806.

[13] Y. Liang and B. Zhou, On the distance spread of cacti and bicyclic graphs. Discrete Appl. Math. 206 (2016) 195-202.

[14] H. Lin and B. Zhou, The distance spectral radius of graphs with given number of odd vertices. Electron. J. Linear Algebra 31
(2016) 286-305.



S2574 Y. DENG ET AL.

(15]
[16]
(17]

(18]
(19]
20]
21]
(22]
(23]
(24]
[25]
[26]
27]

(28]
29]

H. Lin and B. Zhou, The distance spectral radius of trees. Linear Multilinear Algebra 67 (2019) 370-390.
H. Lin and B. Zhou, Distance spectral radius of trees with given number of segments. Linear Algebra Appl. 600 (2020) 40-59.

W. Lin, Y. Zhang, Q. Chen, J. Chen, C. Ma and J. Chen, Ordering trees by their distance spectral radii. Discrete Appl. Math.
203 (2016) 106-110.

Z. Luo and B. Zhou, On distance spectral radius of trees and fixed maximum degree. Filomat 29 (2015) 2021-2026.

H. Minc, Nonnegative Martices. John Wiley & Sons, New York (1988).

M. Nath and S. Paul, On the distance spectral radius of trees. Linear Multilinear Algebra 61 (2013) 847-855.

W. Ning, L. Ouyang and M. Lu, Distance spectral radius of trees with fixed number of pendent vertices. Linear Algebra Appl.
439 (2013) 2240-2249.

Z. Peng and B. Zhou, Minimum status of trees with given parameters. RAIRO-Oper. Res. (2020) DOLI:
https://doi.org/10.1051/ro0/2020015.

S.N. Ruzieh and D.L. Powers, The distance spectrum of the path P, and the first distance eigenvector of connected graphs.
Linear Multilinear Algebra 28 (1990) 75-81.

D. Stevanovié¢ and A. Ili¢, Distance spectral radius of trees with fixed maximum degree. Electron. J. Linear Algebra 20 (2010)
168-179.

Y. Wang and B. Zhou, On distance spectral radius of graphs. Linear Algebra Appl. 438 (2013) 3490-3503.

Y. Wang, R. Xing, B. Zhou and F. Dong, A note on distance spectral radius of trees. Spec. Matrices 5 (2017) 296-300.

R. Xing, B. Zhou and F. Dong, The effect of a graft transformation on distance spectral radius. Linear Algebra Appl. 457
(2014) 261-275.

G. Yu, S. Guo and M. Zhai, Distance spectral radius of a tree with given diameter. Ars Combin. 134 (2017) 351-362.

B. Zhou and N. Trinajsti¢, On the largest eigenvalue of the distance matrix of a connected graph. Chem. Phys. Lett. 447
(2007) 384-387.


https://doi.org/10.1051/ro/2020015

	Introduction
	Problems and existing results
	Work of this paper

	Preliminaries
	Case 1. =2d.
	Case 2. =2d+1.


	Main results
	Case 1. =4.
	Case 2. 5.


	Concluding remarks
	References

