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FUZZY WEAK LINK APPROACH TO THE TWO-STAGE DEA

DiMITRIS DESPOTIS! AND DOROTA KUCHTAZ*

Abstract. This paper refers to a recent approach to two-stage DEA called the weak link approach.
It underlines the lack of solution uniqueness in this approach to DEA and the fact that in order for
the solution to the weak link approach to be unique, the decision maker needs to express a preference
on which Pareto solution would be most satisfactory. In this paper, we propose to use a fuzzy set
approach called fuzzy bicriterial programming to help the decision maker to express this preference.
Fuzzy bicriterial programming is explained and then applied to the weak link approach to the DEA. It
is shown that for each candidate (Pareto) solution to the original weak link approach, there exists an
expert opinion that can lead to the unequivocal selection of this solution due to the use of the fuzzy
approach. The proposal is illustrated with examples.
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1. INTRODUCTION

Decision envelopment analysis (DEA) deals with the problem of assessing the efficiencies of a group of decision
making units (DMUs), each of which transforms a set of inputs into a set of outputs. Recently, a great deal of
research has been devoted to multi-stage DEA (as opposed to the single-stage case), in which each DMU is a
chain of several transformations of inputs into outputs, and the outputs of the previous stage may become the
inputs for the next stage. Two-stage DEA is a special case of multi-stage DEA (e.g. [3-5]). Much research has
also been devoted to the application of fuzzy approaches to single- or multi-stage DEA).

There are basically two general approaches to the two-stage (and generally multi-stage) DEA problem: the
decomposition approach and the composition approach ([2,4]).

The decomposition approach (represented by the additive and multiplicative approach) initially calculates
the overall efficiency of each DMU and only then decomposes this overall efficiency into the efficiencies of
the individual stages. The decomposition process is not unequivocal and may lead to various individual stage
efficiencies. In the decomposition approach, the only efficiency the decision maker controls is the overall efficiency;
the stage efficiencies are not clearly defined and are therefore difficult to assess and control [2,4,5]. This makes
it difficult to introduce any improvements or to control them: such activities have to be performed at the level of
individual stages. Furthermore, the overall efficiency of the DMU in the decomposition approach is arbitrarily
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defined either as the sum (in the additive approach) or the multiplication (in the multiplicative approach) of
the efficiencies of individual stages, which is rather limiting and in many cases contrary to intuition (e.g. it is
not clear why the efficiency of the chain of supply and production processes should be defined as a sum or a
product of the individual efficiencies of the supply process and the production process).

In the composition approach, the starting point is the assessment of the individual stage efficiencies. These
are individually assessed and controlled, and only later composed into an overall efficiency of both stages, while
the definition of the latter can be chosen by the decision maker. A representative example of the composition
approach is the weak link approach, proposed by Despotis et al. [4], in which the overall efficiency of the DMU is
defined as the minimum of the efficiencies of both stages. This approach “enables the decision maker to identify
the stage which causes the inefficiency of the system, and to effectively improve the performance of the system”
[8] and is line with more general approaches to supply chain and project management based on bottlenecks and
the Goldratt theory of constraints (e.g. [16]). It gives concrete indications as to what needs to be improved in
the concrete stages of individual DMUs.

Thus, the basic difference between the decomposition approach and the composition approach to two-stage
DEA is that:

(a) In the decomposition approach, the overall efficiency of both stages is determined in the first instance. Its
definition (with respect to the unknown individual efficiencies of the individual stages) is fixed and cannot
be changed by the decision maker, although it is not always intuitively obvious. It is decomposed into the
individual efficiencies of the individual stages only in the second step, and this decomposition is neither
unequivocal nor controlled by the decision maker.

(b) The composition approach consists of two steps. In the first step, the individual efficiencies of both stages are
determined, with full control by the decision maker. It is only in the second step that the overall efficiency
of the DMU is determined, and this is fully controlled by the decision maker. In the composition approach
referred to in this paper, called the weak link approach, the definition of the overall efficiency of both stages
seems to be intuitive and supported by the well-known theory of constraints. Hence, this approach was
chosen as the subject of the present paper.

The weak link approach has one requirement. It selects one of the Pareto optimal solutions, and the solution
will only be unique if the decision maker determines the search orientation, enabling an unequivocal selection of
one of the Pareto optimal solutions on the Pareto frontier. Thus far, two specific search orientations have been
proposed in the literature [4,5] but a general framework for a procedure that would allow an arbitrary search
orientation selection is still absent. A fuzzy approach may offer a solution to this problem.

Hence, the objective of this paper is to propose a novel fuzzy application of the weak link approach to the
DEA [4] that can define a generalisation of the weak link approach proposed in the literature thus far.

The reader is reminded that fuzzy sets have two basic interpretations [20]:

(A) They may represent incomplete knowledge (e.g. we can state by means of fuzzy sets that a certain magnitude
will be about five, but we do not know yet the exact value). This interpretation is used in all the papers
listed above, which apply a fuzzy approach to DEA (where fuzziness represents the incompletely known
inputs, outputs, weights etc.);

(B) They may represent the preferences of the decision maker (e.g. we can say that we will accept only values
greater than five, but we will be completely happy only with values greater than seven). To our knowledge,
this approach has not yet been applied to DEA, and particularly to multi-stage DEA. We therefore aim to
fill this gap in the current knowledge.

The prefer ences of the decision maker, expressed by means of fuzzy numbers, indicate a unique search direction
and for each DMU will permit a unique solution of the two-stage DEA problem to be chosen from among the
Pareto optimal ones.

The structure of the paper is as follows. In Section 2, we give basic information about the two-stage DEA
and the weak link approach, which is based on bicriterial mathematical programming problems. In Section 3,
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we present fuzzy sets as a tool for defining preferences and fuzzy bicriterial programming. In Section 4, fuzzy
modelling and programming will be related to the weak link approach to two-stage DEA. Section 5 presents
conclusions and further research perspectives.

2. Two-sTAGE DEA: BASIC DEFINITIONS

Suppose we have n DMUs, DMU,, k=1,..., K.

In two-stage DEA, each DMUy, k& =1,..., K transforms inputs into outputs two times, in two stages. We
assume here that the outputs of the first stage are the inputs for the second stage. In more general cases, it is
possible to use more general models, e.g. to let the second stage take additional, external inputs.

The notation here is based on that in [5], and is illustrated by the following figure.

X z y
Stage 1 Stage 2

Figure 1. General scheme for the two-stage process with no external inputs in the second stage [5].

The notation is as follows: the inputs to the first stage are denoted as #¥,i = 1,..., I; the outputs of the first
stage, which are also the inputs for the second stage, are denoted as zlk,l =1,...,L; and the outputs of the
second stage are denoted as y;»“,j =1,...,J.

In two-stage DEA, each fixed koth DMU (ko € {1,2,... K}) can choose the weights of all the inputs and
outputs in the two-stage process to present itself in the best light, while the weights for yf”, j=1,...,J (which
are both the outputs of the first stage and the inputs of the second stage) must be the same in the first and
second stages.

In the two-stage process, we assume that the output-based approach, “showing itself in the best light” means
maximising two objective functions at the same time ([4]), i.e. solving the following bicriteria problem:

L_ o max

Zl:ltlolo

L tkozk
M<1,k€ 1,2,...K k 2.1
S < kel 1\ (ko) (2.1)

J ko, k
Z]‘:1 V;Y;

<lke{l2,...K k
AT

where tf“,vf“,w?“ >0,i=1,...,1,5=1,...,J,l =1,..., L are the decision variables.

In the above model, wf“,tf”,vf“,l =1,..., L are the weights selected for the DMUy, that shows it “in the
best light”.
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Once we have obtained the solution from the above model, the question arises as to the overall efficiency of
the two-stage process. Before we answer this question, we separate the two stages, giving two relative efficiencies
for the given DMUy,: that of the first stage and that of the second stage.

Zlel t %"
Efficiency of the first stage: 9y, = (2.2)

I ko ko

i=1 W
—1

J ko g

Zj:l ;Uj jO
Efficiency of the second stage: &y, = —————— (2.3)

where g, , &, are the “optimal” values of the objective functions (2.2) and (2.3), respectively, in a solution to
the model in (2.1), and wkf’ tko k“j are the corresponding values of the decision variables in the “optimal”
solution of (2.1).

As mentioned above, in the weak link approach, which is a composition approach to the two-stage DEA
problem, the efficiencies ¥, &k, are determined in the first step, before the overall efficiency of the DMUy, .
The overall efficiency of DMUy,, e, is then defined as the “weak link”, as follows:

Cko = min {19’607 fko} . (24)

In the weak link approach, we do not define or consider the notion of efficient or inefficient units. The value
of er, in equation (2.4) makes it possible to rank the decision units from the most to the least efficient. The
least efficient ones may be then required to improve, and this will start with the weak link, i.e. the least efficient
stage. The value of equation (2.4) serves mainly to rank the DMUs. The lowest ranked units undergo a deeper
analysis in which both the efficiencies in (2.2) and (2.3) are analysed and, if possible, improved.

Vo €k are selected from the Pareto optimal solutions to (2.1). This approach means that the solution to (2.1)
may be different depending on the Pareto solution that is selected. In most cases, the set of Pareto solutions is
infinite. The decision maker needs to give some information on the search direction within the solution space
of (2.1) in order to make the choice of the solution unequivocal. This freedom of choice from among several
Pareto solutions is in line with the philosophy of the DEA approach: the decision maker can influence the image
of the DMU. However, in the two-stage case, the decision maker must find a compromise solution and select
the efficiencies of both the weak link and the second stage from among the available Pareto solutions, in the
knowledge that improving one of these necessarily worsens the other.

Despotis et al. [4,5] suggest starting with the information about the so-called ideal solution, i.e. the solution
that is composed of the optimal solutions of the following one-criteria problems, referring separately to each of
the two stages:

w <Lke{l,2,. K3\ {k} (2.5)

where tf“,wfo >0, +=1,...,1,5=1,...,J,l=1,..., L are the decision variables.
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The optimal value of the objective function in (2.5) is denoted as Tk,. This represents the relative efficiency
of DMUy, in the first stage.

T e . max
=1tz
Z‘.le U’?"y’?
ﬁgl,ke{l,z...l{}\{ko} (2.6)
PRI
where tf“,vf” >0, i=1,...,1,5=1,...,J,1=1,..., L are the decision variables.

The optimal value of the objective function in (2.6) is denoted as Py,, and this corresponds to the relative
efficiency of DMUy, in the second stage.

In order to find a unique solution to (2.1), in the papers by Despotis et al. [4,5], two approaches were
assumed, both of which refer the final solution of (2.1) to the ideal point (Tk,, Px,). The following approaches
are proposed:

(i) Despotis et al. [4] assume that the solution to (2.1) must fulfil the condition that the ratio 9y, /&, is equal to
the ratio T}, / Pk,- Thus, the relationship between the ideal points is maintained if both stages are considered
as a single system;

(ii) Despotis et al. [5] consider the solution to (2.1) to be the point (9, &k, ), which is the closest point to the
ideal point (Tk,, Pr,) in the sense of the weighted Tchebycheff norm (L, norm).

Despotis et al. [4] mention that points other than those indicated in options (i) and (ii) above can be also
determined. However, no definitive indications are given as to how to make the final decision on which point
(Oko, &y ) should be chosen by the decision maker. The fuzzy approach that is proposed in the later part of this
paper can help the decision maker to express his or her preferences in a formal way.

It should be underlined that the solution to (2.1) or any of its one-criterion versions can be found by means
of solving linear programming problems, although problem (2.1) is not linear. This is done by applying the C—C
transformation and the bisection search.

We will illustrate the weak link approach by means of Example 1.

Example 1

In this example, we have 30 DMUs. We will concentrate here on the 18th one. Finding all the Pareto solutions
for the problem in (2.1) formulated for n, = 18 gives the following Pareto set (the curve AE) (Tab. 1).

In Figure 1, point F represents the ideal point (g, P1g) = (0.5046, 1). The feasible set for problem (2.1) for
ko = 18 is formed from the curve AE (A: (0.2378, 1), E: (0.5046, 0.4910)) and the orthogonal projections of
points A and E on the axes together with the respective axes sections. From Figure 1, we can see all the Pareto
solutions to problem (2.1) for kg = 18, and thus all the candidates for the final solution to the two-stage DEA.
Figure 1 also shows the two Pareto solutions to problem (2.1) for ky = 18, obtained under the two assumptions
mentioned above:

(i) point C = (13, &18) = (0.3536,0.7007) is a solution under the assumption that the ratio 915/&15 is equal to
the ratio T1g/Pis; we then have a final efficiency for DMUjg of e;5 = 0.3536;

(ii) point B = (th5,&18) = (0.3082, 0.8037) is a solution under the assumption that the distance between
the ideal point and C (in the sense of the weighted Tchebycheff norm (L. norm)) should be minimised,
€18 =0.3082.

Any other point on the Pareto frontier could also be chosen, for example point D (0.468, 0.528), (which will be
interpreted later on) or even points A and E; however, the decision maker must express his/her preferences in
order to make the final decision. The present application of the weak link approach allows only the selection
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TABLE 1. Entry data for Example 1 [4].

DMU. af  af 2 25 yf  ys

1 69.5 68.6 56.6 844 487 628
2 40.2 66.2 88 472 858 28.3
3 81.3 89.8 444 184 383 20.7
4 55 97.9 287 41.6 38.2 10.3
5 56.2  59.1 26.5 52.7 442 174
6 64.8 64.4 147 705 86.6 229
7 79.2 681 63.5 393 476 35

8 36 743 66.6 57.4 40.3 94.8
9 10.8 10.3 46.5 479 575 95.2
10 17.7 936 359 587 459 12

11 388 97.5 552 41.7 60.5 82.7
12 60.9 96.4 86 289 93.1 723
13 70.3 458 653 353 343 988
14 205 756 13.1 60 53.3 18.3
15 179 748 542 66.7 521 158
16 51.8 19.8 523 742 73.6 84.7
17 11.3 273 427 723 689 374
18 58.7 421 959 26.6 51.6 96.4
19 414 516 83 75.4 205 72

20 99.7 87.1 87.5 969 586 39

21 25.6 14.6 52 19.1 443 513
22 65.1 97.3 794 68 53.8 55.5
23 404 33 745 21.7 139 55.7
24 194 201 775 741 609 71

25 54.2 993 20.8 69.9 47.8 122
26 80.1 27.5 51.3 95.8 21.7 12.6
27 829 381 433 753 16.8 26.6
28 98.6 81.8 93.8 159 403 358
29 77.3 403 95.6 52,5 96.1 44.2
30 386 583 378 66.1 16 69.9

of points C or B. However, the decision maker may prefer another Pareto optimal point (we have to keep in
mind that in the DEA method, each DMU attempts to show itself in the best light, of course within limits of
reality and feasibility). The decision maker can choose whether to emphasise the efficiency of the first or the
second stage or to find a balance between these. If the decision maker prefers to optimise the efficiency of the
first stage, the regions of point E will be the preferred search direction for the Pareto solution, meaning that
(in the case of Example 1) the second stage will be the weak link; an external evaluator may require this to be
improved, as it will be at the lowest possible level. The regions of point A will be the same with respect to the
second stage.

In the weak link approach, one essential issue is the position of the efficiency frontier with respect to the line
es = ey. If the entire efficiency frontier is above this line, the overall efficiency will be always equal to e; (i.e. the
first stage will always be the weak link). In this case, the decision maker of the selected DMU may prefer this
to be ranked the highest of all the DMUs, and will prefer the region of point E. However, he or she must keep
in mind that the second stage will also be examined in a deeper evaluation of this DMU, and in this situation
it would be presented in the worst possible light (although its efficiency will be higher than that of the first
stage). In the case where the whole efficiency frontier is below the line e; = €1, an equivalent consideration will
apply to the second stage, which will always be the weak link.



FUZZY WEAK LINK APPROACH TO THE TWO-STAGE DEA S391

2
e A

Tr * #E

/
/
/
08} +B
/
C
;K
06 / D
y %
/ +E
/
04} y
/
/
/
02+ /
/
/
/

D / 1 1 1 1 1

0 02 04 06 08 T

FIGURE 1. Pareto frontier for Example 1, kg = 18.

In other situations, including that shown in Figure 1, the efficiency frontier crosses the line es = e;. In this
case, the decision maker can choose the stage that will be the weak link. Depending on this choice, the regions
around A (where the first stage is the weak link and thus deciding about the rating, but evaluated on its lowest
possible level, the second stage being evaluated on its highest levels) or E (a similar situation to point A, but
relating to the second stage) might be preferred. And always the decision maker has to remember that extreme
regions of the efficiency frontier show one of the stages in the best possible and the other stage in the worst
possible light. So he or she may prefer to choose a compromise, a point in the interior part of the efficiency
frontier, above or below the line es = e;. He or she has to keep in mind that the ranking (thus the weak link)
is one thing and a deeper evaluation of both stages is another thing, both being important.

The fuzzy approach proposed in this paper and explained in the next section can help the decision maker to
do this.

3. ASPIRATION LEVELS AND FUZZY BICRITERIA PROGRAMMING

Zimmermann [20] introduced fuzzy sets that can be used to express the decision maker’s preferences, for
example using aspiration levels. Let M = (mj, mg) represent a two-dimensional vector that can take on various
values. At the moment of decision making, the decision maker does not know its values, but is able to say which
values of the vector would be more satisfactory. We assume that the general preference is for larger values of
my and mg, but the definition of “large” recognised by the decision maker is (i) not crisp and (ii) assumes that
over a certain level, the numbers are considered to be “large”, regardless of the amount by which they exceed
this limit. This level is called the aspiration level. In the case of (mq,ms) considered here, the decision maker
can determine the aspiration levels My and Ms for both coordinates and the respective admissible violations V;
and V5. These values mean that if m; > M; (and similarly if mo > Ms), the decision maker will be completely
satisfied with the value my (ms2), and if m; < M7 — Vi (similarly, if me < Ms — Vs, the decision maker will be
completely dissatisfied). For the other values, there are various possible definitions of the membership functions
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FIGURE 2. The membership function pi,,, (my) (3.1).

tm, (M1) and piy,, (m2) that represent the degree of satisfaction of the decision maker with the values mq,ms.
Following Zimmermann [20] we assume that:

0 if mq S Ml - ‘/1
My (ml): %—Fl—% if M —-Vi<m <M. (31)
1 if mq> M

The definition of fi,,,(m2) is analogous.

Figure 2 illustrates the membership function g, (m1), which represents the satisfaction of the decision maker
with the value m, for which the general goal is maximisation.

The aim of using an aspiration level and admissible violation is to define two threshold values, a lower and
an upper value, which define the limits within which the changes of the magnitude in question are of interest
to the decision maker. The values of this magnitude do not need to exceed the upper value in order to be to
some extent satisfactory; they also cannot fall below the lower limit, since they are then not satisfactory, even
if they are close to it. If they exceed the upper limit, then the satisfaction is complete, regardless of how much
this value is exceeded by.

We now describe the application of user aspiration levels in bicriterial programming. We will apply this
approach to the problem in (2.1), but we first consider the general formulation of bicriteria programming in
order to introduce the necessary definitions.

We define a general bicriteria problem for which problem (2.1) is a particular case:

fi(x) — max

fa(x) — max

A(z) B (3.2)

IVIA I

where x is a vector of decision variables, A represents the left-hand side of the constraints and B the right-hand
side. Let (Z1, Z2) denote the ideal point of (3.2); thus, Z; is the optimal value of (3.2) with f; the only objective
function in (3.2) (: = 1, 2).

Both objective functions are maximised. However, we assume that for each objective function there is a
certain limit over which the value of the objective function is completely satisfactory to the decision maker
(the aspiration level) and that the transition from completely satisfactory values to completely unsatisfactory
ones is not crisp (i.e. there is an admissible violation). The aspiration levels and the admissible violations
must be defined for both objective functions. Let them be denoted as M, V;, Mo, Vs, respectively, and let the
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membership functions i, , tim, be defined on the domains of the values of f; and fs, respectively. We represent
the user satisfaction by the values of the individual objective functions.
We then have the following definition:

Definition 3.1 ([7,17]). The fuzzy Pareto solution of (3.2) is a vector x that fulfils the constraints of (3.2)
and for which there does not exist any vector @; fulfilling the constraints of (3.2) such that pi,, (fi(x1)) >
Ly (f1(0)) and pim, (fo(1)) > tim, (f2(x0)) and at least one of the following inequalities hold:

(@) pim, (f1(21)) > i, (f1(20))

(B) pmy (f2(21)) > pims (f2(20))-

The interpretation of the fuzzy Pareto solution of (3.2) is as follows. Fuzzy Pareto solutions are vectors for
which no other vectors exist with which the decision maker would be more satisfied, at least according to one
criterion. The satisfaction with the other criterion must remain at least at the same level. Thus, the fuzzy
Pareto optimal solutions maximise the satisfaction of the decision maker with respect to both of the objective
functions that are maximised, while for each objective function, there is a threshold over which the decision
maker begins to be somewhat satisfied and another threshold over which he/she is completely satisfied with the
value of the corresponding criterion. The set of fuzzy Pareto optimal solutions depends strongly on the decision
maker’s preferences, expressed by means of fuzzy sets (3.1) and defined on the space of values of both objective
functions.

In order to determine a Pareto optimal solution to (3.2), we can start [7,17] by solving the so-called min-max
problem:

A — max

pny (f1())
fms (f2())

>\
>\

~—

A(x) B.

IVIA I

It can be observed that problem (3.3) is equivalent to maximising the objective function determined on R?,
which defines a fuzzy set on R?2, i.e. the universe of the values (fi(), fo(x)) of (3.3):

KM (61, 62) = min (:u’ml (61) s Bmo (62)) (34)

with the same constraints as in (3.3). Thus, it is a problem of the max-min type.

Problem (3.3) can be reduced to a linear problem if the membership functions are piecewise linear and if
problem (3.2) is linear. Since we assume that the membership functions are of type (3.1), this is the case here.
The corresponding linear problem is:

A — max
flélw) +1—%12A
fQ‘Z”) +1- %2 >\ (3.5)
Al(x) ; B.
>

We denote the solution to (3.5) by «*. For problem (3.5), we check whether * is a unique solution (using the
standard approach of checking the values of reduced costs via the simplex method or some other method, for
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example the one proposed by Appa [1]). If so, it is the Pareto optimal solution; if not, the following problem
must be solved [7]:

A1 + Ay — max
fimy (f1(®)) = M1 = o, (f1(27)) (3.6)
fims (f2(2)) = A2 = pim, (fo(2"))

A (x) B.

IVAA I

In an analogous way to the previous example, problem (3.6) can be addressed by solving a linear programming
problem, if problem (3.2) is linear and the membership functions in (3.1) are assumed. The linear programming
problem in this case is as follows:

A1 + A2 — max

fi(z) M, fi(x*) M,

T SN N £ L C A R
Vi + " >\ > Vi + i
fa(x) M fa(x*) My

1——=>X>= " 4+1-—= 3.7
B TwERE Ty T (3.7)
A(x)| < | B.

>

The solution to (3.7) will be a fuzzy Pareto optimal solution.

Theorem 3.2. Using formula (3.1) and referring to the ideal point of (3.2), then if we assume My = Vi = 7
and My = Vy = Zy, the solution to problem (3.3) will be a Pareto optimal point of (3.2).

Theorem 3.2, which is straightforward to prove, assures us that by making the choice of the fuzzy preferences
indicated in the theorem, we choose a Pareto optimal solution. If this is not satisfactory to the decision maker,
it can be adjusted by changing the values M1, Vi, My, V5, which will be described more in detail later on in the

paper.

4. APPLICATION OF ASPIRATION LEVELS TO DEA

Here we will apply an approach based on aspiration levels to the two-stage case of DEA, using the weak link
approach. As explained above, in this approach, one of the Pareto optimal solutions to problem (2.1) must be
chosen. The decision maker must give information as to which point is preferrred. This may be based on the
influence of each process, taken independently (problems (2.5) and (2.6)), on the efficiency of the two-stage
process.

In the approaches presented in the literature thus far Despotis et al. [4,5], the decision maker has had the
choice between approaches (i) and (ii) in Section 2. Approach (i) means that the ratio of the influence degrees
of the two stages, taken independently, on the two-stage case is proportional to the ratio of the ideal efficiencies.
Approach (i) means that the point representing both efficiencies in the two-stage case should be as close as
possible to the point representing the ideal efficiencies.

The fuzzy approach (based on aspiration levels) allows the decision maker to introduce other requirements.
The decision maker may be asked to give the values MF V¥ M¥ VI and pb(fF(x)) and pu5(f¥(x)) can be
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defined as in (3.1). The following problem can then be solved (for DMUy, ):

A — max

T cna K (ko)
S wloak KR ko
1

J k
Zy 1 Joyf
S o2k

where tl , fo, f” >0,0=1,...,1,5=1,...,J,l=1,..., L are the decision variables.
With necessary corrections, this problem represents the linearisation and by problems (3.6) and (3.7). A
solution (dg, &y) is obtained, where min(y, &) is the overall evaluation of DMUyj.
The Pareto optimal solution of problem (3.2), with fF(x) and f§ () equal to the objective functions of (2.1)
according to Definition 3.1, can then be found. This can be done solely by means of solving linear programming
problems. The problem of choosing a Pareto optimal solution no longer exists since the Pareto solution found

will be based on the decision maker’s preferences, expressed by means of

J
§ (zlltko ) and 1 (Zy)
mi 1 ko .k ma2 k
Dimt witx” 2121 ) 10

The membership functions (4.1) and (4.2) will be defined as in (3.1). The decision maker may give different
values for My, Ms, V1, Va; he or she is free to give any values within the intervals [0, T,] for My and V; and
[0, Py,] for My and V5. However, the following interactive procedure is suggested:

(A) Solve problem (4.1), (4.2) for My = Vi = T}, My = Va2 = Py,. According to Theorem 3.2, a Pareto optimal
solution will be obtained (identical to the one found via the approach with the above mentioned assumption
().

(B) If pm, (&) < 1 and is too low according to the decision maker, and iy, (J) is higher than expected,
decrease M; and/or Ty stepwise (by a small €) or increase M; and/or Th, also stepwise, as long as i, (€o)
is too low and fim, (¥o) is high enough, and all the parameters remain in the respective intervals ([0, T}, ]
for My and V; and [0, Py,] for My and V3). Stop when fi,,, (o) is high enough or pi,, (¥9) is too low, or
when the parameters of the fuzzy numbers can no longer be decreased/increased in the desired direction
since they would fall outside these intervals;

(C) If pm, (¥9) < 1 and is too low according to the decision maker, and fi,, (§o) is higher than desired, act in
an analogous way to the above;

(D) If both i, (o) and pm, (Vo) are too low, either accept the solution or choose a stage to be “sacrificed”, i.e.
accepting a still lower satisfactory efficiency for this. It may be necessary to “sacrifice” the stage which is
not the weak link, so that the ranking position of the DMU is increased. If second stage is to be sacrificed,
decrease Ms and/or T; stepwise (by a small €) or increase M; and/or Th, also stepwise, as long as i, (€o)
is too low and all the parameters remain within the respective intervals ([0, Tk,| for M; and V4 and [0, P, ]
for My and V53). If the first stage is to be sacrificed, act in an analogous way.

(E) If both iy, (&) and ., (Yo) are at an acceptable level, stop.

<1ke {12, K3\ {ko}

The values MF, V¥, MY VF help the decision maker to express the desired influence degree of the ideal values
of (2.1) on the solution to the two-stage case in the weak link approach. For example, if MF is close to T} and
V¥ is a small number, we have a fuzzy number similar to the following (Fig. 3).



S396 D. DESPOTIS AND D. KUCHTA

Mk — v}k
t
1 | |

»
»

my

FIGURE 3. The membership function j,,, (m1) for M¥ close to T}, and for a small value of Vi*.

In this case, the influence of T}, is required to be very strong. Only values close to it have a positive satisfaction
degree.

If M} decreases and/or V¥ increases, the influence of T} becomes smaller or is less restrictive. Of course, the
relations between M, VF and M¥, VF are important. For example, if we have Mf = VF = Ty and M¥ =V} =
Py, the influence of Ty, and Py is proportional to the ratio Ty /Py, which gives us case (i) from Section 2.

The proposal is illustrated by means of Example 2.

Example 2
We take the data from Example 1 and the following functions of type (3.1):

(a) For k, = 18, M{® = Ti5, V{'® = Tig, M3® = Pig,Vf = Pig (maximal satisfaction is attained at the ideal
point and is zero if one of the criteria takes on a value of zero).

The solution to problem (2.1) according to Definition 3.1 is the point C in Figure 1, and thus we obtain exactly
the same solution as in Example 1, approach (i) (step A in the procedure).
Function (3.4) is then as follows:

0 if 1918 S 0 or 518 S 0
DS i S < 05046 and U1s < 0.5046 and &g <1
0.5046 Gs = =
€18 if g—s >0.5046 and 15 <0.5046 and &g <1
p1g(1s, §18) == .
Y18 .
f 915 < 0.5046 d 1
05046 = U18= and 15 >
§is if ¥ >0.5046 and &5<1
1 if 15 > 0.5046 and &8> 1

(b) For k, = 18, M® = Ti5, V!¥® = 0.25T15, M3® = 0.75P5, Vy'® = 0.75P;5. For the first objective function,
the satisfaction is positive only for values between 0.7571g and Tig (the decision maker requires a strong
influence from the first stage). For the second objective function, the decision maker is already completely
satisfied with the value of 0.75P;g, and thus requires a lower influence with respect to the second stage.
This solution might be derived from the solution obtained in a) via step B (decreasing V{'® and M3® in



FUZZY WEAK LINK APPROACH TO THE TWO-STAGE DEA S397

FIGURE 4. Function (3.4) for Example 2b.

ko k J ko, ko
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in order to correct the previous step, ¢.e. increasing fim, SATCED at the cost of iy, S ).
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Function (3.4) is then as follows:

0 if 95 < 0.37845

U1g _ : Y18 _ &is
if 0.37845 < ¥15 < 0.5046 and &5 <075 and gL —3< S
0.12615 : :
(%85 if 037845 <115 <0.5046 and &5 <075 and  gigiE — 3> 5%
p1g(1s, §18) = .19

0.121215 —3 if 0.37845 < ¥15 < 0.5046 and &5 > 0.75

S8 if 915 > 0.5046 and &g < 0.75

0.75 =

1 if 915 > 0.5046 and &5 > 0.75

The solution to problem (2.1) according to Definition 3.1 for Example 2b would be the point D =
(0.468,0.528), located between C and F in Figure 1. Thus we have e;g = 0.468 (Fig 4).
The following theorem is then true:

Theorem 4.1. For each point X = (x1,z2) on the crisp Pareto frontier of problem (2.1), there exist
ME,  VF MY VFE and functions (3.1) such that this point is the unique fuzzy Pareto solution to problem (2.1)
according to Definition 3.1, and the unique solution of problem (3.3).
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Proof. If we take any 0 < A < 1 and values of Mf, V[, M¥, VJF such that ‘%—1—1— %1 = Aand ‘%—1—1— %2 =,
then we have pin,, (1) = fim, (£2) = A. Since X = (21, z3) is a crisp Pareto optimal solution, (x1,z2) is a unique

solution of (3.3) and a unique fuzzy Pareto optimal solution. (I

Theorem 4.1 means that for each crisp Pareto optimal solution to (2.1), there exists a family of expert
opinions expressed by (3.1) (and indexed by A) for which this crisp Pareto optimal solution is the only crisp
Pareto optimal solution satisfying the expert’s opinion on the influence of the ideal point (T},, Px,) on the
solution to (2.1) according to the weak link approach. This means that each crisp Pareto optimal solution has
a chance to be the only solution candidate for (2.1). This resolves the problem of the lack of uniqueness of the
solution of (2.1), as long as the experts are able to decide which element is to be emphasised and to what extent
with respect to the other elements: the ranking position of the DMU, the efficiency of the first stage or the
efficiency of the second stage.

As for the practical question of solving the relevant problems, problems (3.2), (3.3) and (3.5) are nonlinear
for the weak link approach to DEA, since here we are using the nonlinear objective functions of (2.1). However,
they can first be reduced to linear problems via a C-C transformation and then by a bisection search as in [4].

5. CONCLUSIONS

This paper proposes the application of fuzzy preferences and fuzzy bicriterial programming in the weak link
approach to the two-stage DEA. The proposed method helps in identifying the final solution in the weak link
approach, which in the original weak link approach is not unequivocal. An indication of the search direction at
the Pareto frontier is required, and the proposed fuzzy approach may be helpful here when fuzzy numbers are
used to express the decision maker’s preferences.

The fuzzy approach does not automatically resolve the problem of the equivocality of the solution in the
weak link approach. In an extreme case, it may happen that in the beginning it will not bring anything, since
the decision maker will not be able to express the relevant preferences adequately. However, the possibility
then arises of making these requirements more precise (the procedure for this is outlined in this paper) and the
final solution will be determined in a stepwise manner. The important theorem is proven in the paper that for
each candidate solution (i.e. each Pareto solution) in the original weak link problem, there exists a family of
expert opinions for which the candidate solution will be the only solution satisfying the decision maker. Thus,
each Pareto optimal solution has a chance to become the solution selected according to the decision maker’s
preferences.

Future research is expected to involve:

— A more general model of the two-stage and multi-stage DEA (e.g. allowing for additional inputs in the
second and later stages);

— Interactive determination of the fuzzy sets, to allow them to exactly express the decision maker’s preferences;

— Real-world applications of the proposed method.

The proposed approach (fuzzy numbers as a way of expressing the decision maker’s preferences) can also
be applied to decomposition approaches. Fuzzy versions of the decomposition approaches in the literature use
fuzzy numbers as an expression of inexactly known values rather than an expression of the decision maker’s
preferences.
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