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RATE OF CONVERGENCE FOR GEOMETRIC INFERENCE BASED
ON THE EMPIRICAL CHRISTOFFEL FUNCTION

MAI TRANG VU!, FRANGOIS BAcHOC!*® AND EDOUARD PAUWELS?

Abstract. We consider the problem of estimating the support of a measure from a finite, indepen-
dent, sample. The estimators which are considered are constructed based on the empirical Christoffel
function. Such estimators have been proposed for the problem of set estimation with heuristic justifica-
tions. We carry out a detailed finite sample analysis, that allows us to select the threshold and degree
parameters as a function of the sample size. We provide a convergence rate analysis of the resulting
support estimation procedure. Our analysis establishes that we may obtain finite sample bounds which
are comparable to existing rates for different set estimation procedures. Our results rely on concen-
tration inequalities for the empirical Christoffel function and on estimates of the supremum of the
Christoffel-Darboux kernel on sets with smooth boundaries, that can be considered of independent
interest.
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1. INTRODUCTION

Given a measure v on R? and under appropriate assumption, the Christoffel function with degree bound
d € N can be defined on R? as

Agiz — min P2dv,
deg P<d, P(z)=1

where the infimum is over all polynomials of degree at most d. The empirical Christoffel function A, 4 is
associated to an input measure p,, which is a scaled counting measure uniformly supported on a cloud of
data-points. When p,, is the empirical measure of an #d sample from p, A, 4 can be seen as an estimation of
the population Christoffel function A, 4 (see [24]). Throughout this work the population measure p has density
w on an unknown input set S C RP.

The (population) Christoffel function A, 4 itself has a long history of research in the mathematical analysis
literature. Its construction is based on multivariate polynomials of degree at most d and it has strong links to the
theory of orthogonal polynomials. Especially, the asymptotic behavior of the Christoffel function as the degree
d increases provides useful information regarding the support and density of the associated input measure pu.
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Important references in multivariate settings include [8, 9, 22, 23, 44], which concern specific cases of the input
measure pu and set S. These works not only provide valuable information on the asymptotics of the population
Christoffel function as d goes to infinity, but also motivate the usage of this function in statistical contexts,
especially in support recovery. Indeed, [24] provides a thresholding scheme using the Christoffel function which
approximates the compact support S of the measure p with strong asymptotic guarantees. More precisely, [24]
considers a family of polynomial sublevel sets S, = {z € R : A, 4, (z) > v} with k& € N, where the degree dj,
increases with k and where the threshold vy is well-chosen between a lower bound of the Christoffel function
inside S and an upper bound outside S. Another thresholding scheme can be found in [26], which provides useful
results on the relation between S and its estimator Si. The topic of set estimation based on the population
Christoffel function is thus currently a subject of active interest with a large range of applications in machine
learning (see [24, 29]).

In a statistical context, the population Christoffel function A, 4 is not available and only the empirical
Christoffel function A, 4 is, based on the observed empirical measure p,. Let us detail results and discussions
presented in [24]. Statistical procedures based on the empirical Christoffel function have three important features:
(i) computations are remarkably simple and involve no optimization procedures, (ii) they scale efficiently with
the number of observations and (iii) the procedures are affine equivariant (affine transformations of their input
data result in affine transformations of their outputs, see Prop. 2.10). Furthermore, when considering a compactly
supported population measure p as well as its empirical counterpart u, supported on a sample of n vectors
in R?, drawn independently from p and when the degree d is fixed, the empirical Christoffel function A, 4
converges uniformly to A, 4, almost surely with respect to the draw of the random sample. This asymptotic
result is appealing given the strong connections between A, 4 and the support of u, which suggest that A, 4
could be used for inferring the support of the population measure p. Yet more precise quantifications on the
relation between sample size n and the degree bound d are required, but [24] does not provide any explicit
way to choose the degree d as a function of n, and does not provide any convergence guaranty for the full
plugin approach based on the empirical Christoffel function A, 4, when d depends on n. These shortcomings
constitute one of the main motivations for the present work.

1.1. Contribution

Qur contribution is twofold:

1. We adapt the thresholding scheme in [24], using the empirical Christoffel function, by a careful tuning of the
degree d and the threshold v in the limit of large sample size. This scheme allows to estimate the compact
support S of a measure. Our results include, under regularity assumptions on u, a quantitative rate of
convergence analysis which was unknown for this estimator. More precisely, we consider the Hausdorff
distance between the original set S and its estimator S,, and between their respective boundaries, as well
as the Lebesgue measure of their symmetric difference. These results rigorously establish the property
that, when n is large enough, these distances decrease to zero with an explicit rate.

2. This analysis relies on results which could be considered of independent interest. First, we provide a
quantitative concentration result regarding the convergence of the empirical Christoffel function to its
population counterpart. Second, this concentration relies on an estimate of the supremum of the Christoffel
Darboux kernel on the support of the underlying measure. We prove that, for a large class of slowly
decaying densities with smooth support boundary, this supremum is at most polynomial in the degree d.
This shows that the considered class of measures is regular in the sense of the Bernstein-Markov property,
see [31] and references therein.

1.2. Comparison with the existing literature on set estimation

Support inference (more generally set estimation) has been a topic of research in the statistics literature for
more than half a century. The main subject of interest is to infer a set (support of an input measure, level set
of an input density function,...) based on samples that are drawn independently from an unknown distribution.
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Introduction and first results on this subject can be found in [20, 33], which motivate a subsequent analysis
of estimators based on convex hulls for convex domains [10] or unions of balls for non-convex sets [16]. More
involved estimators follow, such as the excess mass estimator [32], the plug-in approach based on the use of
density estimators [12, 14, 27] or the R-convex hull of the samples, R being a radius, [35].

Those works also motivated the development of minimax statistical analysis for the set estimation problem.
We might find minimax results for the recovery of sets with (piecewise) smooth boundaries in [25], for the
estimation of smooth or convex density level sets in [40] and for the plug-in approach in [34]. More current
works related to set estimation include local convex hull estimators [1] and cone-convex hulls [11].

We obtain convergence rates both in terms of symmetric difference measure, and Hausdorff distance, which
can be arbitrarily close to n =/ (?+27+2) where n is the sample size, p is the ambient dimension and r > 0 measures
the speed of decrease of the population density around the boundary of the support (r = 0 corresponds to a
density which is uniformly bounded away from 0).

Our convergence rates hold under the assumption of a ball of fixed radius R rolling inside and outside the
support S. The rolling ball assumption is common [13, 42, 43]. Under this assumption, and in the case r = 0,
[35] showed that the R-convex hull of the samples achieves the rate of convergence n=2/(P+1) for the Hausdorff
distance' and the symmetric difference measure.

In [15], the Devroye and Wise estimator is shown to have a convergence rate of order (log(n) /n)l/ P in
Hausdorff distance, under similar geometric assumptions as ours corresponding to the choice r = 0. Later on,
[7] proved for the same estimator, under similar assumptions as ours, a rate which can be arbitrarily close to
n~1/P+7) for the measure of the symmetric difference for 7 = 1 and r = 2. Similarly, [37] obtained the same
rate for an histogram based estimator in the context of density level set estimation. Earlier work presented in
[25] proved that n~1/? is minimax optimal for the symmetric difference measure for a special class of piece-wise
C'! boundaries. Recently [28] proved a minimax lower bound on the convergence rate for symmetric difference,
of order n=/®+7) for adaptive estimators to unknown r < 2.

Although the rates which we obtain are not optimal, for instance when compared to [35] in the case r = 0,
the dependency in the dimension and speed of decrease of the density seem reasonable in comparison to existing
rates. Let us insist on the fact that our analysis allows to cover a wide range of density decrease regimes and a
variety of divergence measures between sets for which the results for other estimates are not known. A detailed
comparison between all geometric conditions on the support, its boundary and different notions of divergence
between sets is out of reach given the diversity of assumptions in the literature, and as such we only consider a
high level general discussion based on orders of magnitude here.

From a computational point of view, our approach using the empirical Christoffel function has important
advantages. The most important one is that this approach estimates the support of u by a polynomial sublevel
set, which is conceptually simple to manipulate. As an important illustration example, consider the situation
when one is interested in performing numerical optimization over the estimated support. This situation can
arise when a criterion is to be optimized over a feasible domain, which needs to be estimated from data. In this
optimization case, the fact that the estimated support is a polynomial sublevel set is beneficial, for instance
one can use nonlinear optimization techniques such as Sequential Quadratic Programming (SQP) or barrier
functions. If the support is estimated by an union of balls centered at the observations [16], the estimated
support may be less amenable to numerical optimization. Similarly, the R-convex hull estimator [35] is a set
over which optimization may be challenging.

In terms of numerical implementation, our approach requires to compute and store the inverse of a matrix
of size s(d,,) = o(n) (see Sects. 2 and 3) where d,, is the selected degree for the sample size n. Then, each input
point can be tested to belong to the estimated support or not, with the cost of evaluating a quadratic form
of size s(d,) and of computing s(d,,) monomials in dimension p. In practice, s(d,) is smaller than n (to avoid
rank deficiencies), and in our asymptotic results, d,, is selected such that s(d,) = o(n). Hence our approach
relies on reasonably simple and classical computations. In comparison, for instance, computing the R-convex
hull estimator [35] in general dimension p may turn out to be challenging. In dimension p = 2, a point can be

TSimilarly as we do, they consider Hausdorff distances both between sets and between their boundaries.
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tested to belong to this set with computational cost O(nlogn) [19], but we are not aware of similar efficient
algorithms for larger p.

1.3. Organisation of the paper

Section 2 introduces the notation and definitions which will be used throughout the text, especially the
definition of the population and empirical Christoffel functions and their known properties. In Section 3, we
present our main assumptions as well as our results on support estimation and convergence of the empirical
Christoffel function to the population one. Numerical illustration of the method appears in Section 4 for synthetic
data in dimension 2 and 3 and an outlier detection benchmark in dimension 6. There, we also provide a fully data
driven procedure for choosing the degree d and the threshold . Concluding remarks are provided in Section 5.
The proofs are postponed to the appendix. The appendix also contains additional results of interest on upper
and lower bounds on the Christoffel function, outside and inside the support.

2. PRELIMINARIES

2.1. General notation

When g is a measure on R?, we denote by supp u the support of p. Let f be a measurable function from R? to
R”. The push-forward measure of u by f, denoted by 4, is a measure on R? defined by: pug¢(K) = u(f~1(K))
for all Borel sets K of RP. Given an arbitrary (measurable) set S C RP, we denote by Int .S the interior of S, 95
the boundary of S, S¢ the complement of S, A\(S) the Lebesgue measure of S, diam(.S) the diameter of S (with
respect to the Euclidean distance), Ag the Lebesgue measure restricted on S and pg the uniform measure on S
(when A(S) > 0).

When M is a square matrix, we denote by || M|| the operator norm of M, i.e.

[Mz||2
|M]| = sup T = sup ||Mz|s.
z#£0 Z|2 [|z|l2=1

If in addition, M is symmetric and positive definite, we can define its inverse M ~! and its unique square root
M1'/? which are also symmetric positive definite matrices. We denote by M ~!/2 the inverse of the square root
of M, which is also symmetric and positive definite.

For z,y € R?, we let d(z,y) be the Euclidean norm between x and y. For A C RP and = € R?, let d(x, A) =
infyead(z,y).

We also denote by B,(z) the open Euclidean ball of radius 7 > 0 and centered at x € R? while B,.(z) is the
associated closed ball. In particular, B denotes the unit Euclidean ball B1(0).

We denote by

o
T2
Wp 1= ——— (2.1)
r&+1)
the surface area of the p-dimensional unit sphere in RP*. We denote by
I'(p/2 1
_T/24r+1) (2.2)

T el (r 1 1)

the normalization constant of the measure v,. whose density is (1 — ||z]|2)" on the unit ball B (see e.g. [45], page
2441, (2.2)). For o € R and k € N, the associated binomial coefficient is defined as follows:

T T(k+D)I(a—k+1) k! ’

(i) B T(a+1) ala—1)(a—2)...(a—k+1)
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Finally, for two positive quantities a,, and b, depending on the sample size n (and potentially depending
on other constant quantities), we write a, o b, when both quantities a, /b, and b,/a, are upper bounded
uniformly in n. We proceed similarly, for two positive quantities ag and by depending on a degree bound d but
not on the sample size n (and potentially depending on other constant quantities).

2.2. Problem setting

The following notation and assumptions will be standing throughout the text.
Assumption 2.1.

1. p is a Borel probability measure on R? and its support S := supp(u) is compact with nonempty interior.
2. n €N, n>0is fixed and Xy,...,X,, are independent and identically distributed random vectors with
distribution g. The corresponding empirical measure is denoted by

1 n
n — i) 2.
I n;&cz (2.3)

where §, is the dirac measure at z € R”.

Using the notation of Assumption 2.1, given the sample (X;)?_; our goal is to build an estimator
Sn(X1,...,Xn) CRP in order to approximate S. We construct a specific kind of estimator S,, based on the
empirical Christoffel function. The rest of this section is dedicated to the presentation of further background
needed to define our estimator. Convergence of our estimator to S using different criteria is described next in
Section 3.

2.3. The Christoffel function
2.8.1. Multivariate polynomials

Polynomials of p variables are indexed by the set NP of multi-indices. For example, given a set of p variables

o . . . . (6%
x = (21,...,2p) and a multi-index a = (a1,...,a,) € NP, the monomial z® is given by =% = z{"x5? ... zp"

which degree is

P
degz® = |a| = Zai.
i=1

The space of polynomials of degree at most d is the linear span of monomials of degree up to d:
5 := span{z® : « € N, |a| < d}.

The space of polynomials of p variables is

= | 1.
deN

The degree of a polynomial P € IIP, denoted by deg P, is the maximum degree of its monomial associated to
a nonzero coefficient (the null polynomial has degree 0). Note that dimII}, = (dji'p ). We denote by s(d) the

quantity (“17) throughout the text.
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2.8.2. Orthonormal polynomials

Since p satisfies Assumption 2.1 (see also Remark 2.3), we have the following inner product:
(P.Q), = [ P@Q@)duta),
RP
where P, () are polynomials. A sequence of orthonormal polynomials with respect to p is a sequence of polynomials
{Pa : a € I} in II” such that (P, Pg), = 6(c, B) 2 for all , 3 € I. The Gram-Schmidt orthonormalization

process guarantees the existence of such an orthonormal sequence. Restricting the degree up to d € N, we
obtain a sequence of orthonormal polynomials {P; : 1 < j < s(d)}, which is also a basis of II%.

2.8.8. Moment matriz

Now, let {P; : 1< j < s(d)} be a basis of IT} (not necessarily orthonormal). We denote

vg: RP — R¥@
x +— (P1(z), Pa(2),. .., Ps(d)(x))T.

The moment matric of p with respect to the basis { P; }j(:dl) is a square matrix of dimension s(d) which is defined
by

My = [ vaayva(o) duta), (2.4)
RP

where the integral is taken entry-wise. We have the following property of the moment matrix which is useful in
the sequel.

Lemma 2.2. Let P,Q € II¥, have representations with respect to the basis {P; : 1 < j < s(d)} of the form:

s(d) s(d)
P = Z(Cp)jpj = cngvd, Q= Z(CQ)ij = Cgvd,
=1 7=t
where cp,cg € R*@ . Then

/P(J;)Q(x)du(x) = ch M, 4cq-
RP

Remark 2.3. M, 4 is a symmetric, positive definite square matrix of dimension s(d). In fact, for any ¢ € Rs(d),

s(d)
we set P, = ) ¢;P; and by Lemma 2.2, we have
j=1
"M, qc = /Pc(x)de(m) > 0. (2.5)
RP

25(a, B) is 1 if o = B, 0 otherwise.
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Since Int S # @), S is polynomial determining, that is, the equality of two polynomials is implied from their
equality on the support. By combining this fact with (2.5), we obtain that M, 4 is positive definite.

2.8.4. The Christoffel — Darboux kernel

The space of polynomials of degree at most d along with the inner product defined by p (I, (., .) u) is then
a finite-dimensional Hilbert space of functions from R” to R and dimII}; = s(d). Moreover, (II}, (.,.),) is a
reproducing kernel Hilbert space (RKHS) (see for example [3]). Indeed, we notice that the function P — P(z)
is linear on the space of polynomials and IT} is finite-dimensional (hence all norms are equivalent), therefore we
obtain the continuity of this function on (IIj, (.,.),,) for any « € R”. This property of (IIf,,(.,.),) guarantees
the existence and uniqueness of a reproducing kernel which is defined as follows.

Definition 2.4. The Christoffel — Darbouz kernel, denoted by r, 4, is the reproducing kernel of the RKHS
(I3 (-, ) ,.), d-e. for all z € R” and P € ITj;, we have ry, q(,.) € IIj; and

(Prya(w)), = [ PWsatey)duty) = Po).
RP

The two following propositions are explicit formulas for the Christoffel — Darboux kernel. The first one is
its expression as a sum of squares of orthonormal polynomials, while the other is a computation based on the
moment matrix (and does not require an orthonormal basis).

Proposition 2.5 (see e.g. [5], page 7 or [18], page 97, (3.6.3)). Let {Pj};(:dl) be an orthonormal basis of I with
respect to p. Then for all z,y € RP

s(d)

Kua(,y) = > Pi(x)Pi(y).

J=1

Proposition 2.6 (sce e.g. [24], page 7, (3.1)). Let vg = (Py, Pa, ..., Pya))" be a basis of I, and M, 4 be the
corresponding moment matriz (see (2.4)). For all z,y € RP, we have

Hu,d(xa y) = vd(x)TMl;cllvd(y)'
Remark 2.7. By Proposition 2.5,
s(d)
Kpd(T,x) = Z Pj(z)* >0,

j=1

where {P; : 1 < j < s(d)} is an orthonormal basis of II,. Moreover, the P;(z) cannot be all 0 since otherwise,
the polynomial 1 will be 0 at point «, which is impossible. So &, q(x,x) > 0 for all z € RP.

2.83.5. The Christoffel function

Now, we will define the (population) Christoffel function and provide some of its properties which are useful
for the sequel. The fact that the min exists in the next definition follows from e.g. [18], Theorem 3.6.6.

Definition 2.8. Let d € N. The Christoffel function associated to p and d is the function

Aﬂvd :RP — R+
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z|—>min{ P2d,u:P€H§,P(z):1}.

RP

The following proposition is an equivalent definition of the Christoffel function, relying on the Christoffel-
Darboux kernel.

Proposition 2.9 (see e.g. [18], Thm. 3.6.6).

1

Aﬂ,d(z) = K#’d(272) .

Above, recall that the Christoffel — Darboux kernel is positive. We now highlight the following properties of
the Christoffel function which will be useful in the sequel. The following proposition guarantees the equivariance
of the Christoffel function by affine transformations.

Proposition 2.10 (see e.g. [29], Lem. 1). Let A be an invertible affine map from RP to RP. Recall that piya is
the push-forward measure of 1 by A. Then for all x € R?,

Au,d(x) = A/L#A,d(AI)-

The next proposition expresses the monotonicity property of the Christoffel function. It is a direct consequence
of Definition 2.8.

Proposition 2.11. If v is a Borel measure on R?, such that v < p, in the sense that v(K) < p(K) for all
Borel sets K, then for all x € R?,

Apa(z) < Apya(z).

Remark 2.12. All the previous definitions and results extend straightforwardly to the case when u does not
have unit mass (see Asm. 2.1). This extension is a simple scaling. This is a very slight abuse of notation that
we will some times do without mentioning it (for instance in Prop. 2.11).

2.4. The empirical Christoffel function

The Christoffel function associated to p, (see Asm. 2.1), A, q is called the empirical Christoffel function.
It is to be compared to the population Christoffel function A, 4. The convergence of the empirical Christoffel
function towards its population counterpart as n — oo and for a fixed d has been shown in [24]. Furthermore,
[24] show that, as d — 0o, A, 4 takes asymptotically much larger values in the support S (polynomial decay)
than outside (exponential decay).

Since A, 4 is unknown but A, 4 is observed, our objective is thus, with a careful choice of threshold v > 0
and degree d € N, as functions of n, to construct a sequence of polynomial sublevel sets

{:E € Rp : AN'rud('T) 2 ry}

which estimate the support S. It is worth mentioning that the empirical Christoffel function A
computed using the inversion of a square matrix of size s(d) thanks to Proposition 2.6.

Assuming that n > s(d), and that the empirical moment matrix M, 4 (see (2.4) with p replaced by p,,)
is invertible (this being true with probability one for example if u has a density, see for example [30]), by
Propositions 2.5 and 2.9, we have

1
)dun 2:: n

RP Aun ,d(z

n,d Can be

- Xl Z’% (Xi, X;) = s(d).

Hns



RATE OF CONVERGENCE FOR GEOMETRIC INFERENCE 179

By Jensen’s inequality, we deduce that in this case + 3% | s(d)A,, 4(X;) > 1. This holds with equality for two
special values.

—If d =0, then s(d) = 1 and following Definition 2.8, we have A, 4(z) = 1 for all z and so
LY (@) a(X) = 1

— If s(d) = n, for each i = 1,...,n, let M, _, 4 be the empirical moment matrix obtained from (2.4) with
w replaced by p, —;, the empirical distribution with X; removed from p,. The matrix M, fin.,—i,d 1S Ot full
rank so from (2.5) (with p replaced by p,,—;), there exists a non-zero P € II¥ such that P(X;) = 0 for
j #i. We have P(X;) # 0 because M, 4 is invertible and again from (2.5). Then by renormalization of
P, using Definition 2.8 we have A, 4(X;) = + = S(ld) so that £ 3% | s(d)A,, a(X;) = 1.

So the typical value of A, 4(X;) is greater than 1/s(d) with equality in two extreme cases of very small and very
large degree for n fixed. The Christoffel function scaled by s(d) is indeed a key quantity. In typical examples,
s(d)A,,,q(z) converges as d — oo to a product of two terms, one accounting for the geometry of the support
(the so called equilibrium measure from potential theory), one accounting for the density of u [9, 39, 44]. The
most general multivariate description of this phenomenon is found in [6], the equilibrium measure and density
argument is found in [22]. As discussed above, the limit is zero outside the support of p.

3. MAIN RESULTS

3.1. Overview

From now on, we consider the case where the probability measure i has density w with respect to Lebesgue
measure. Our main result is that for a large enough number of observations n, by choosing pertinently a degree
d,, € N and a threshold ,, > 0 for the empirical Christoffel function A, 4, , we obtain a sequence of polynomial
sublevel sets

Spi={z € R Ay, d, () > v}

which approximates the support of p. More explicitly, we show that under smoothness assumptions on S, .5, is
close to S both in Hausdorff distance and Lebesgue measure of their symmetric difference. For any € € (0,1),
we obtain an explicit convergence rate of order

n- P+12:+2, (3.1)

where r measures the speed of decrease of the density of u, w, close to S, see Assumption 3.5.

Those results are obtained from the following materials:

1. Properties of the population Christoffel function. We provide a lower bound on the Christoffel function
A, q in the interior of the support S and an upper bound in the exterior of S. We also provide a bound on the
supremum of the Christoffel-Darboux kernel %, 4 on S. Those results will be discussed in Appendices B and C.

2. Concentration results for the speed of convergence of the empirical Christoffel function A, 4 to its pop-
ulation counterpart A, 4. This part requires the above mentioned bound on the supremum of the Christoffel —
Darboux kernel. Those results could be of independent interest and will be discussed in Section 3.4 with all the
proofs in Appendix D.

3. We introduce a thresholding scheme using the empirical Christoffel function A, 4, as in (3.3) by a careful
tuning of the degree d and the threshold «y in the limit of large sample size n. With this thresholding scheme,
we prove the desired results described in (3.1). The details will be in Section 3.3 with proofs postponed to
Appendix E.
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3.2. Conditions on the support and the density

Throughout the text, we consider a probability measure u which is supported on S C RP and has density
w > 0.
3.2.1. Assumptions on the support S

We first introduce the following definitions, notation and assumptions.

Definition 3.1. Consider a closed set F' C R? and a constant R > 0. We say that a ball of radius R rolls inside
F if for any x € F, there exists a ball B, centered at z; of radius R such that z € B, C F. If a ball of radius
R rolls inside F'¢, then we say that a ball of radius R rolls outside F.

Definition 3.2. Consider a closed set F' C R”. Denote by F© the e-extension of F', defined as
Fe={zeRl:d(z,F)<e}
We also define the volume function

VF : R+ — R+
e — A(F°),

where we recall that A(.) denotes the Lebesgue measure of a set.

Assumption 3.3. S C R? is a compact set with nonempty interior. Furthermore, there exists R > 0 such that
a ball of radius R rolls inside and outside S.

We will rely on Assumption 3.3, in particular the rolling ball part, for our results and proofs. This latter
assumption is made relatively frequently in the support inference literature, see for instance [15]. It is interpreted
as meaning that the boundary of S is smooth. In particular, it prevents corners in the boundary of S. The case
of sets S with non-smooth boundaries is a future research topic of interest that is not addressed here for the sake
of concision. The following result will be needed when working with the Lebesgue measure of the symmetric
difference, the proof is given in Appendix F.

Lemma 3.4. Let S C R? satisfy Assumption 3.3 and let ¢ > 0. Then, there is Cs > 0 such that for all0 < € < ¢,
Vas(e) <eCg.

Following [43, Theorem 1], there is a geometric sufficient condition for Assumption 3.3. If S C R? has finitely

many path-connected components, each with non-empty interior, and is compact, then it satisfies Assumption 3.3

if and only if its boundary 05 is a C'! submanifold of R?, of dimension p — 1 and its unit outer pointing normal
vector, n: 0S — RP is globally Lipschitz on 95, with constant 1/R, that is

1
In(2) =n@W)ll < Fllz =yl v,y € S.

Note that the norm is that of R?, the proof of Lemma 3.4 is built on this construction.

8.2.2. Assumption on the density w
Now, for § > 0, we set

L($) := inf{w(x) : x € S,d(z,S) > 6}.
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The next assumption concerns the rate of decay of the density of p at the boundary of the support S.

Assumption 3.5. The density w : S — R is such that for all § > 0, we have
L(s) > o,
where C' > 0 and r > 0 are fixed constants (depending only on p).

3.3. Main results for support estimation
3.3.1. Thresholding scheme

First, we design our n-dependent thresholding scheme using the empirical Christoffel function A, 4. This
thresholding scheme depends on the constants R, C,r given by the assumptions on p (Asms. 3.3 and 3.5). It
also depends on a constant ¢ € (0,1) which can be made arbitrarily small (a smaller € leads to a better rate
of convergence, but possibly worse constants), and on a constant e € (0,1) which is in principle a small risk

threshold, such that our results hold with probability 1 — a.
The n-dependent thresholding scheme relies on a sequence of degrees d,, of order

dy, & NFFEE (3.2)

which full expression is given in (A.3) in Appendix A. Recall that o is defined in Section 2.1. Based on d,,, we
define a sequence of thresholds 7, of order

_p@2—a+(-or
Vn X T prart2

which full expression is given in (A.4) in Appendix A. The thresholding scheme, for support estimation, is then
Sy ={zeRP: A, q,(x) >} (3.3)
The explicit results for this thresholding scheme will be presented in the next subsections.

3.3.2. Result for the Hausdorff distance between two sets and two boundaries

Recall the definition of the Hausdorff distance between two subsets A, B of R?:

dp (A, B) = max (sup d(x, B), sup d(y,A)) .
T€EA yeB

The following result provides an explicit quantitative rate of convergence for the estimation of S using the
thresholding scheme (3.3) based on the empirical Christoffel function. More explicitly, this estimation of S by
Sy is measured by the Hausdorff distance between them and between their boundaries. Thus, this theorem is
one of the most important results of this paper.

Theorem 3.6. Let S C R? satisfy Assumption 3.3 with radius R > 0 and w : S — R satisfy Assumption 3.5
with two constants C' > 0 and r > 0. Let p be the measure supported on S with density w with respect to Lebesgue
measure. Then, there is a constant ng € N (with full expression given in (A.2) in Appendiz A) such that for
n > ng, the thresholding scheme (3.3) satisfies with probability at least 1 — « that

du(S,Sn) <,
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and
d(0S,05,) < dn,
where
On X n_ﬁ,
with full expression given in (A.5) in Appendiz A.

3.3.3. Result for the Lebesgue measure of the symmetric difference between two sets

Recall the definition of the symmetric difference between two subsets A, B of RP:
AAB = (A\ B)U(B\ A).

In this section, in order to measure the convergence of the estimator S, to the true set S, we will use the
Lebesgue measure of their symmetric difference:

(A, B) — MAAB).

The following result, which is a counterpart of Theorem 3.6 for the Lebesgue measure of the symmetric
difference, is the second main result of this paper.

Corollary 3.7. Let S C R? satisfy Assumption 3.3 with radius R > 0 and w : S — R satisfy Assumption 3.5
with two constants C > 0 and r > 0. Let p be the measure supported on S with density w with respect to
Lebesgue measure. Consider then 6, n"FEFE gs defined in Theorem 3.6. Let C's > 0 be given by Lemma 3.4
with some ¢ such that ¢ > 2max, ey 0. Then, for n > ng, with ng as in Theorem 3.6, the thresholding scheme
(3.3) satisfies with probability at least 1 — o that

A(SAS,) < 2Cs6,.

Remark 3.8. The order of magnitude of the error for the thresholding scheme (3.3) is n™ 77777 for both
the Hausdorff distance between two sets and between their boundaries as well as the Lebesgue measure of
their symmetric difference. Since € € (0, 1) can be taken arbitrarily small, the rate of convergence is essentially

1
n p+H2r+2

Remark 3.9. The tuning of d,, and 7, (see (A.3) and (A.4) in Appendix A) depends on the constants C' and
r from Assumption 3.5 and on the constant R from Assumption 3.3. In practice, these constants are typically
unknown. In the numerical simulations of Section 4, once d,, is selected, ,, is taken as large as possible, under
the constraint that the resulting S,, contains all the observed points. We would recommend this choice for v, in
general. In Section 4, we also suggest a simple fully data driven heuristic to select d,,, based on considering the
normalized Christoffel function s(d)A,, 4 as a proxy to a “density” (see also Sect. 2.4) and on taking the value of
d which associates the most “mass” to the observations. While the numerical performances of this heuristic are
encouraging, we leave further empirical validation of this selection procedure, and the development of associated
theory, as a topic of future research.

On a theoretical level, the main aim of this paper is to show that it is possible to obtain rates of convergence,
by selecting d,, and ~, according to the constants C, r and R. For the sake of concision, the situation where
C, r and R are estimated from data is not studied in this paper. Let us nevertheless discuss it briefly here.
First, we remark that if Assumptions 3.5 and 3.3 hold with constants C, r and R, then they hold a fortiori
with constants C’ < C, ' > r and R’ < R. Hence, in order to obtain rates of convergence, it is sufficient to
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tune d,, and ~, based on conservative values of C' and R that are overly small and of r that are overly large,
such that Assumptions 3.5 and 3.3 hold. Obtaining conservative values is statistically easier than obtaining the
sharpest possible values of C, r and R such that Assumptions 3.5 and 3.3 hold. Another important question is
adaptivity: obtaining a procedure based on the Christoffel function, with no knowledge of the values of C, r and
R such that Assumptions 3.5 and 3.3 hold, and which yields the same rates of convergence as when knowing
the sharpest values of C, r and R such that Assumptions 3.5 and 3.3 hold.

3.8.4. Sketch of proof of Theorem 3.6

First, we suppose that the estimation of the population Christoffel function by its empirical counterpart can
be controlled. More explicitly, we assume that there exists a constant 8 < 1 such that for all z € R?,

[Apa(®) = A, a(@)] < Aya(2)B, (3.4)

or equivalently

(1 =B Apa(z) < Ay, a(z) < (14 B)Aua(z). (3.5)

Now we introduce a sequence of polynomial sublevel sets which estimates the support S using the empirical
function A, q where d does not depend on n. For 0 < € < 1 fixed and for d € N, we define

1
T4 X oy

with full expression given in (A.9) in Appendix A. We then let
Sd,n = {$ eRP: Aumd(ﬁ) > ’yd}. (36)
The idea of this estimator S, comes from [26], Section 4.1. The difference is that we let 0 < ¢ < 1 arbitrarily
small for a better rate of convergence (instead of setting ¢ = 1/2 like in [26]). Moreover, by choosing carefully
the threshold, we obtain an estimator Sy, such that not only Sy, is contained in a small enlargement of S

(which has been shown in [26]), but we also have a small enlargement of S;, that contains S. The explicit
result is as follows.

Lemma 3.10. Let S be a compact set with non-empty interior, w : S — R satisfy Assumption 3.5 with two
constants C' > 0, r > 0 and p be the measure supported on S with density w. Assume that there exists a constant
B < 1 for which (3.4) holds. We define

Sti={r € R”:d(z,S) < 61(d)}
and
S%:={zxecS:d(x0S) > d(d,A3)},

where 61(d) o< =179 55(d, B) x d= 1) are defined in (A.6) and (A.7) respectively, in Appendiz A. Then the
thresholding scheme (3.6) satisfies that

S%C 84 C S
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This above relation between S and Sy, is important since it implies that the difference between S and Sy,
is controlled by

84 = max (91 (d), 62(d, B)) oc d=179). (3.7)

Now, under Assumptions 3.3 and 3.5 and thanks to the concentration results in Section 3.4, we can select d,
such that (3.4) holds with high probability with 8 = 1/2. Subsequently, we can select a threshold ~,, that will
optimize the convergence rate of S, to S. We obtain now the thresholding scheme (3.3) and the result regarding
the Hausdorff distance.

All the proofs’ details are postponed to Appendix E for the sake of clarity.

3.4. A concentration result for the approximation of the Christoffel function by its
empirical counterpart

Let p be a measure which satisfies Assumption 2.1 and u, be the corresponding empirical measure. We
consider now the speed of convergence of the empirical Christoffel function A, 4 towards A, 4. All the proofs
of the following results will be postponed to Appendix D.

First, we state below a technical lemma which bounds uniformly the quantity |A,, ¢ — Aual/Aua by the
operator norm of a moment-based random matrix.

Lemma 3.11. Letvg = {P; : 1 < j < s(d)} be a basis of orthonormal polynomials with respect to p. Denote by
M, a the moment matriz of w, with respect to the basis vq (see Sect. 2.3). Then for all x € RP, we have

[Apa(@) = My a(@)] < Appa(@) [ My, 0 = Lo

where we recall that the norm of s(d) x s(d) matrices is the operator norm.

Note that I, is actually the associated moment matrix of p with respect to the basis v4. Now, to control
the operator norm of the random matrix M), 4 — Isq), we rely on Theorem 5.44 from [41]. The following
theorem makes use of this random matrix result and of Lemma 3.11 to obtain an upper bound for the quantity
[Ay,.d — Apal/Ay.q with high probability.

Theorem 3.12. Let u be a measure which satisfies Assumption 2.1 and p, be the corresponding empirical
measure. Then for all x € R” and a > 0, we have

16m  s(d) 16m  s(d)
|Amd(z)fAﬂmd(x)| < A,a(x) max( ™ log % o log o

with probability at least 1 — o, where

m= sup kyq(z,x).
TESUPP U

Note that in our case, the supremum of the Christoffel — Darboux kernel m has a quantitative upper bound of
order dPT2"+1 which is of independent interest and will be provided in Appendix C. The following corollary is a
consequence of Theorem 3.12 combined with Theorem C.3, and is useful in the tuning of d,, for the thresholding
scheme (3.3).

Corollary 3.13. Let S C RP satisfy Assumption 3.3 with radius R > 0 and w : S — R satisfy Assumption 3.5
with two constants C > 0 and r > 0. Let p be the measure supported on S with density w with respect to Lebesgue
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measure and p, be the corresponding empirical measure. Then for all d > 2, v € RP and o > 0, we have

1A pa(r) = Ay, a(@)]

1 1
< Aya(z) max (\/ 6m(d,p, 5, w) log s(d) 16m(d,p, S, w) log S(d)>
[0

3n a 3n

with probability at least 1 — o, where
m(d7 p’ S’ w) o8 dp+2r+17

with full expression given in (A.10) in Appendiz A.

Remark 3.14. When the dimension p is fixed and n is large, this uniform upper bound in high probability of
[Ay.a— Ay, al/Aya is of order \/dP+27+1 /n, up to multiplicative log(d) factors.

4. NUMERICAL ILLUSTRATION

4.1. A heuristic to tune d and ~v

For a given fixed d, an easy heuristic is to select v > 0 such that A, 4(X;) >y for all i =1,...,n. Indeed
we have X; € supp(u) for i = 1,...,n almost surely so that if this constraint is not satisfied, our estimate will
inevitably miss a portion of the support. The proposed heuristic for v is to choose the largest such v which is
the minimal value of A, ¢(X;) fori=1...n.

As for the choice of d, following the discussion in Section 2.4, assuming that n > s(d), we have

- Yy s(d)Ay, a(X0) 2 1,

n
— the inequality holds with equality in two extreme cases, when d = 0 or d is such that s(d) = n.

Choosing values of d such that s(d) > n would result in lack of invertibility for the moment matrix so we consider
dmin = 1 and dpax the largest value of d such that s(d) < n. We will restrict the choice of d in {dmin, - - -, dmax }-

As described in Section 2.4, the term s(d)A,, q(-) has asymptotically positive values on the support of  and
zero value outside. Our heuristic is to consider this term as a proxy to a “density” and take the value of d which
associates the most “mass” to the observations. All in all, we have the following

n

A 1
d, = argmax — E s(d)Ay, .a(X5)
s(d)<n n i—1

An = min A, (Xy)

i=1,...,n HmsGn

Sp= {zxeRP: A, () > An}-

n

This procedure has the advantage to be fully data driven. It provides a reasonable choice for the parameters as
illustrated with numerical simulations in the present section. A detailed study of this heuristic is beyond the
scope of the present paper but constitutes an interesting question for future research.

4.2. Empirical comparison with the Devroye-Wise estimator
4.2.1. Devroye-Wise estimator

The estimator proposed by [16], which we will denote by DW, is simply a union of balls, given r > 0,

Sn,'r‘ = U?:lér (Xz)
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In order to define this estimator, one needs to choose the radius . We will consider a data driven heuristic for
this purpose: choose r by leave-one-out. This corresponds to choose the smallest » > 0 such that for all 7, X; is
contained in the DW estimator evaluated on the same dataset with X; removed. This yields

Fo = tmax min [|X; — X

Finally, for completeness, we will also consider an optimal choice of r, given a target support S, we will estimate

r€ argmin vol(S, AS),
t

where the symmetric difference volume is estimated by Monte-Carlo simulation and the minimum is found by
discrete search. Note that this procedure requires to know the target set S so it is not implementable in practice,
we will consider it for the sake of investigation only. This allows to have an estimate of the best performance
achievable by the DW estimator for a given sample dataset. We will denote by DW(LO) the Devroye-Wise
estimator with leave-one-out estimated r = #,, and by DW(OPT) the same estimator with optimal 7.

4.2.2. Quantitative comparison in dimension 2 and 3

Given the dimension p, we consider the polynomial

P 9 2
P(x) :Zx§752x?,

Jj=1 Jj=1

and choose as targets some sublevel sets of P with different thresholds, resulting in different shapes contained
in the unit box [—1, 1]?. The samples will be obtained from the uniform distribution over these target sets. We
compare the performances of the proposed empirical Christoffel method with data driven parameter estimates,
referred to as CD, and the performances of DW(LO) and DW(OPT), the Devroye-Wise estimator with leave-
one-out or optimized choice of radius r. For each method we measure the volume of the symmetric difference
with the target set using a Monte-Carlo sample of size 10°. We vary n and consider dimensions p = 2 and p = 3
and different sublevel set thresholds for P.

The obtained results are shown in Figure 1. The boxplots represent ten repetitions of the same experiment
(sampling uniformly from the considered sublevel set). Two comments are in order regarding these results.
First it is clear that, in this experimental setting, the proposed CD estimator consistently outperforms the
DW(LO) estimator, and empirically leads to smaller symmetric difference volumes. Note that both approaches
are fully data driven. Second, the estimator DW(OPT) corresponds to the best possible choice of radius r for
the Devroye-Wise estimator. This shows that there is a good margin of improvement regarding the estimation of
the radius r, beyond our proposed leave-one-out approach. Yet, the CD estimator (which is purely data driven)
is consistently performing at least as good as DW(OPT), and in some situations outperforms DW(OPT) by a
significant margin.

These results suggest that the proposed CD estimator constitutes a competitive alternative compared to
the Devroye-Wise estimator independently of parameter estimation. Indeed, we propose a fully data driven
procedure which does not perform worse than DW(OPT) which is an empirical estimate of the best result
achievable by the Devroye-Wise estimator on this problem. The next section illustrates the sublevel set estimates
obtained in the bivariate case.

4.2.8. Representation in the plane

The target sublevel set and estimated set in dimension 2 are depicted in Figures 2 for the leave-one-out radius
estimate and in Figure 3 for the optimal radius. In both cases the CD estimated set is also shown. The densities
considered are uniform on the chosen polynomial sublevel set which has a smooth boundary. Recall that CD
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FIGURE 1. Comparison of [16] (DW) and the proposed Christoffel-Darboux (CD) estimators.
Note that the first line corresponds to the setting of Figures 2 and 3. The radius is estimated by
leave-one-out for DW(LO) or chosen as the optimal value for DW(OPT) (see main text). The
Figure represents a Monte-Carlo estimate of the volume of symmetric difference (10° samples).
Boxplots represent 10 repetitions.

and DW(LO) are fully data driven while DW(OPT) requires knowledge of the target set which is intractable in
practice.

The results presented in Figures 2 and 3 correspond to the first line of Figure 1 in dimension 2. These results
illustrate the fact that both CD and DW(LO) are able to identify the support set as well as its boundary and
topological features correctly for large enough sample sizes. For DW(OPT) in Figure 3, although the radius
minimizes the volume of the symmetric difference with the target set, the estimator contains many spurious
holes (more than for DW(LO)), even for large values of n, illustrating the limitations of the symmetric difference
volume as metric of quality for set estimation.

4.3. Empirical convergence rate estimation

We consider the experiment reported in Figure 1 and limit ourselves to dimension 2 because the three
dimensional case is much harder especially for DW(LO). For each threshold level, we empirically estimate the
slope of decrease of the volume of the symmetric difference as a function of n in logarithmic space (by taking
the slope between the medians for the two largest values of n in Fig. 1). Our theory predicts that for CD, this
slope should be asymptotically at least —0.25. Furthermore, the slope predicted for the DW estimator is of
order —0.5, which is —1/p. We obtain the following results.

Threshold | -0.03 | -0.09 | -0.13
CD 2031 | - 0.55 | -0.56
DW(LO) | 0.26 | -0.45 | -0.53
DW(OPT) | -0.43 | -0.43 | -0.41

Except for the first threshold which is the hardest (it has a tiny hole), all slopes are close to —0.5, DW(OPT)
being the most consistent. This experiment thus suggests that the additional term 42 in the denominator for
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FIGURE 2. Experiment on synthetic data in the plane. The sample points are drawn uniformly
on a polynomial sublevel set (Target in red). We represent the Devroye-Wise estimator with
radius estimated by leave-one-out, DW(LO), and the proposed CD method. This corresponds
to the first line of Figure 1.

our estimator (Thm. 3.6 and Cor. 3.7) could possibly be removed. We believe that this requires to completely
change our proof strategy, switching from a worst case analysis (Appendix C and proof of Thm. 3.12, for which
tools from orthogonal polynomials and approximation theory allow to have good estimates) to an average case
analysis, with possibly improved rates, but for which approximation theoretic tools are not available, to the
best of our knowledge. We leave this investigation for future research.

4.4. Outlier detection on benchmark dataset

We consider a thyroid disease dataset obtained from UCI repository [17]. This is a classification benchmark
which contains 3772 examples with three classes, normal, hyperfunctioning and subnormal classes. The hyper-
functioning class contains 93 examples considered as outliers. Each example has 6 numerical descriptors so the
effective dimension is 6. This dataset was used in [2, 21] to benchmark outlier detection methods.

We adopt the following procedure, for each concurrent method.

— Split the dataset randomly into a training set of normal examples and a test set with half malfunctioning
cases and half normal examples.

— Estimate the support of the training set. This is done by computing a function for which a sublevel set
represents the support, for example the Christoffel function or a kernel density estimate, and thresholding
to a chosen value to obtain a set.

— On the test set predict outlyingness for half of the data for which the estimated function is most below
the chosen threshold value on the support. Not that in this case, the threshold value is not important,
only the order and rank of function value on the test set matters.
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FIGURE 4. Experiment on the thyroid dataset. The dataset and experiments are described in
the main text. We compare Christoffel function and kernel density estimation (KDE) to detect
malfunctioning cases in a test set, based on a training set containing only normal cases. For
each method, the middle line shows the median and the ribbons show quantiles for 10 random
train test splits.

The results are displayed in Figure 4. We compare the Christoffel function with varying degree to kernel
density estimators using Laplace or Gaussian kernels with various bandwidth. These results suggest that on this
benchmark, the Christoffel function performs favorably and is more stable with respect to the choice of tuning
parameter compared to kernel density estimators.
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5. CONCLUSION

We have provided a detailed quantitative finite sample analysis of support estimation based on the empirical
Christoffel function. We have obtained a sample-size-dependent choice of the degree d, together with errors
bounds for the corresponding support inference procedure. An interest of our results is that support inference
based on the empirical Christoffel function is computationally and conceptually attractive, as we illustrate
in Section 4. These procedures have recently been subject to active developments, but there are only weak
theoretical guarantees.

Our error rates are, generally speaking, slightly worse than convergence rates obtained by concurrent support
inference methods. Differences in rates relate to the fact that our proofs are based on tools and developments
from different fields, in particular matrix concentration inequalities, non-parametric statistics, geometry and
orthonormal polynomials. Furthermore, our setting is quite general, in terms of assumptions on the unknown
support and on the divergences between sets. In future work, it would be interesting to see if our proofs could be
refined to obtain slightly sharper bounds, potentially in more specific settings (see also Sect. 4.3). Alternatively,
it would be interesting to see if lower bounds can be provided specifically for estimation procedures based on
the empirical Christoffel function, paving the way to a minimax theory for this approach. Finally it would be
relevant to investigate theoretical performance of the data-driven degree bound selection method proposed in
the numerical section.

Other problems of interest remain open. In particular, it would be interesting to extend our results to the
case of supports with non-smooth boundaries. It would also be valuable to provide a quantitative analysis of
the case where the underlying measure is supported on a manifold with smaller dimension than the ambient
space.

APPENDIX A. FULL EXPRESSIONS OF QUANTITIES IN THE MAIN TEXT

Below, recall that R is given in Assumption 3.3, C, r are given in Assumption 3.5 and c,, w, are defined in
(2.2) and (2.1) respectively. We let

47‘+2 e p+2r+1
Cpﬂ",a = T |:2p+1cr <2)_'_2T—~_1) exp((p -+ 2r -+ 1)2) (A.l)
2Pp+2)(p+3)(p+8) [e\?
p )éiw Jp+8) (p) eXp(pz)} (p+p(1 —logp) +p* —loga) .
p
We use the notation
Ep,’l",f (d7 ﬂ)

1 (2-o+(1-or _p_

(B + ) +3)p+8)\ 7 (3p(2 =) +3(1—r\ " i (e T

N 3C(1 - Bwy 2¢e P ’

for all d € N* and g € [0,1(. Note that E, , (d, 8) is a bounded and decreasing function of d. We then write

diam(.5) ™ /2 1\\ ™=
Dp,S,w,e ‘= max (27 (R + 1) 5 (RE;D,T,e (17 2)) >

Then ng in Theorem 3.6 is defined as

A(Dp,s,we + 1P H2Cp 10
C Rp+r ’

nog ‘= (AQ)
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The sequence of degrees d,, in Section 3.3.1 is given by

1
CRp+T \ preres
dy = A.
\\<4CP,T7C¥ n) J ( 3)
and the sequence of thresholds +,, in Section 3.3.1 is given by
3p(2— )+ 3(1 — o) p2—)t(1—c)r )
o D(2 — € —e)r E
T i= 12 ( 2ee ) d£(2—€)+(1—e)r' (A4)
In Theorem 3.6, §,, is given by
diam(S) 2 2)(p+3)(p+8)\ 7
5, = im( ) 2 (P+2)(p+3)(p+8) (A.5)
dp =1 dy ¢ Cuwy
@=e)+1—e)r P L
y 3p(2— ) +3(1—e)r\ o SlE\ P
2ee P '
In Lemma 3.10, 6, (d) and 62(d, 8) are given by
diam(S)
d)i=—= A.
h(d) = S (A6)
and
2
52(d7 B) = FEP,T,e (d7 6) . (A7)
Observe that we can rewrite §,, as:
1
5n = max <51 (dn), 52 (dn, 2>) . (A8)
In Section 3.3.4, 74 is given by
3p(2 — &)+ 3(1 — ) PE-a)t(1-o)r )
. plé— € —or ‘ A9
va = 8(1+ f) < 5e > T (A.9)
Finally, in Corollary 3.13, m(d, p, S, w) is given by
(A.10)

4P 5(d) (d+p+1)(d+p+2)(2d+p+6)

d,p,S,w) :=

mldp, 5\ 0) = E R (d+1)(d+2)(d+3)

n P+2re, 9 p+d+2r+1 B p+d+2r
CRp+r d d ’

APPENDIX B. BOUNDS ON THE CHRISTOFFEL FUNCTION

The following results provide a lower bound on the Christoffel function A, 4 inside the support S and an
upper bound outside S. These bounds are similar to those in Sections 6.3.1 and 6.3.2 of [24] and will be useful

in the next proofs.
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B.1 Upper bound on the Christoffel function outside S

In this section, we consider a probability measure p which satisfies Assumption 2.1. Now, to exhibit an upper
bound on the Christoffel function outside .S, we first provide a refinement of the “needle polynomial” which has
been introduced in [22].

Lemma B.1 (sce e.g. [24], Lem. 6.3). For any d € N* and 6 € (0,1), there exists a p-variate polynomial Q of
degree 2d such that Q(0) = 1, |Q| < 1 on the unit ball B and |Q| < 2'=°¢ on B\ Bs(0).

Lemma B.2. Let § >0 and x ¢ S such that d(x,S) > §. Then, for any d € N* we have

Ay a(z) < 93~ 5T |
Proof. First, we will prove Lemma B.2 with « ¢ S such that d(z,.S) = 0. In this case, S C T := §5+diam(s) () \
Bjs(z). Indeed, for any y € S, d(x,y) < d(z,S) + diam(S) = 6 + diam(.S). On the other hand, if y € Bs(x), then
d(z,S) < d(x,y) < ¢ which is a contradiction. o
Now, let A be the affine transformation which maps Bjigiam(s)(z) to the unit ball B and uxa be the

push-forward measure of u by A. Then supppugs = A(S) C A(T) = B\ By /(0) where ¢ = M#m(s) and
by Proposition 2.10, we have

Aﬁhd(x) = AM#A7d(O)'
Next, we apply Lemma B.1 to k € N* and ¢’ € (0, 1), we obtain a polynomial @ of degree 2k such that Q(0) = 1
and |Q| < 2'79% on B\ By (0), which implies that |Q| < 2% on supp px4. Thus

Ay a26(0) = min /Pzd,u#A cPellf,  P(z)=1

< /Q2dM#A = / Q*dpga
RP SUPD f1 A

< 92(1-6'k)  93—06"2k

Then we have for any k € N*
Ap,Qk(x) < 23—6’2k.
Now, the definition of the Christoffel function in Definition 2.8 makes sure that
Au12k+1(x) S A#S,Qk(x) S 22(17(5’]@) S 22(175/k)+175/ S 2376’(2]@*‘1’1).

By combining both cases d = 2k and d = 2k + 1, we have

Aya(z) <2394,

Finally, since 23—%'d = 2%~ Faan) is a decreasing function of §, we have for all « such that d(z,S) > 0,

_ d(z,S)d _ Sd
Aud(x) < 23 a(e,5) Fdiam(5) < 23 §+diam(S) |
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B.2 Lower bound on the Christoffel function inside S

We now consider a compact set S with non-empty interior, a density w satisfying Assumption 3.5 with two
constants C' > 0, r > 0 and the measure p supported on S with density w.

Lemma B.3. Let § > 0 and x € S such that d(x,05) > 6. Then for any d > 2 we have

A (x)>Cw,,6P+TL (d+1)(d+2)(d+3)
A= ot s(d) (d+p+ D)(d+p+2)(2d +p+6)

Proof. First, we will prove that the closed ball Bs/o(z) C {x € S : d(x,05) > 6/2} C S. Indeed, if z € Bj2(x),
i.e. dist(z, z) < §/2, then

d(z,08) > d(z,0S8) —d(z,z) > 6 —6/2=§/2.

We have
Ay q(x) = min {R/ P2(2)du(z) : P €T, P(z) = 1

= min /PQ(z)w(z)dz cPelll, P(x) =1
S

> min / P?(2)du(z): P eI, P(z) =1

§5/2(93)

Y

L <g> min / P?(z)dz: P e TI5, P(z) = 1

Eé/z(w)
so () m PX(2)d\g. (2): PeTl?, P(z) =1
> 5 min z By 2(x) Z): »ix) =

1)
=¢ <2) Mg, o)

where the third inequality comes from Assumption 3.5. Now we have

A)\§5/2<2)7d(x) =A (§5/2(x)) AM§5/2<1~)7d(m) =A (§5/2(x)) AMBJ(O)

/\(i‘E/BQ)(x))AMB,d(O) = <g) Ayp.,a(0)

<5)” wp (d+1)(d+2)(d+3)

2

s(d)(d+p+1)(d+p+2)(2d+p+6)’

where the first and third equality come from the monotonicity of the Christoffel function, the second equality
comes from its affine equivariance and the last inequality is Lemma 6.1 in [24], which is obtained when d > 2.
Then, by combining the above arguments, we have the lower bound result. O
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APPENDIX C. SUPREMUM OF THE CHRISTOFFEL — DARBOUX KERNEL
ON §
In this section, we consider a set S satisfying Assumption 3.3 with radius R > 0 and a density w satisfying
Assumption 3.5 with two constants C' > 0, > 0. Let p be the measure supported on S with density w. First,

we have the following upper bound of the Christoffel — Darboux kernel &, 4 inside the support S, which is a
direct consequence of Lemma B.3.

Corollary C.1. Let us consider © € S such that d(xz,05) > R/2. Then

(o.2) < 4217 5(d) (d+p+1)(d+p+2)(2d+p + 6)
Fiual2) < G d+1)(d+2)(d+3)

Proof. We apply Lemma B.3 with § = R/2 and we use the fact that x, q(z,z) = 1/A, q(x). O

Next, for the points which stay near the boundary of S, we will rely on Theorem 3.1 from [45] which provides
an explicit formula for the Christoffel — Darboux kernel associated to a measure with Jacobi-like weight on the
unit Euclidean ball. The following lemma provides an upper bound near the boundary.

Lemma C.2. Given x € S such that d(z,0S5) < R/2, we have

( )<2P+2rcr 5 prd+2r+1\  (p+d+2r
R dV ) = Rt d d ’

where ¢, is defined in (2.2).

Proof. By Assumption 3.3 there exists a point z, € S such that z € Br(z,) C S. We set € = ||z — 2,2, then
e < R and

¢ > d(zy,08) — d(z,05) > R — R/2 = R/2.
Evidently, 2 is on the boundary of the closed ball B.(z,) C S. Moreover, for all y € B.(z,), we have
d(y,08) > d(y, 0B(2:)) = € = |ly — zu[l2 > 0.

Now, by Assumption 3.5, we have for all y € B.(2,):

, rf €+ ||Y— 2z "

w(y) > C(e—ly— zll2)" > C(e— |y — zll2) (HZellz)
. c 2 2\"
= g (€~ lv—=l3)"-

We have
A, a(z) = min {m/ P2(y)du(y) : P € I, P(z) = 1

= min /Pz(y)w(y)dy cPelll, P(z) =1
S
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> min / P?(y)w(y)dy : P € 11, P(z) = 1

Ee(zz)
NI, P2(y) (& — |ly — zll2) dy : P € I, P(x) = 1
,(26)rm1n y) (€ y—2:]15) dy: b, P(z) =
Ee(zz)
Y — 2z

Now, by changing the variable z = and setting Q(z) = P(z, + €z), we have

| Py sl / Pz + e2)(e - € z]) erd

Be(zz)

s / Q)1 — =13

where @) is a polynomial with degree at most d and @ (M) = P(xz) = 1. We set T = === ¢ OB since
x € OB(z;). Now we have

Clept2r

Apale) 2 S5 min B/ Q)1 - -3 dz : Q € T Q@) = 1

CePtr 2 2\r P =
= G ming [ Q°(2) (1 —|lz]l2)"dz: @ €113, Q(2) = 1
" B
Ceptr -
= e I/,«,d(x)7

L(p/24+7r+1)
7P/20(r 4+ 1)
(1 —|2]|3)" on the unit ball B. Then, by taking the inverse, we have

where we recall that ¢, = is the normalization constant of the measure v, which density is

2"¢c -
r Ku,.d(Z, T).

CGP+T

Kﬂ,d(x’ Ji) <

Now, to compute k,, (%, &), we use Theorem 3.1 in [45] with p = r + % and we obtain that

d 1 1
. E+r+54+ 5 r+i4+252) N N
nyhd(x,x):Z#/ ) (46,3 +4/1 - [313y/1 — 1313 cos
2
0

x (sme(’“)‘ldw/ /<Slnw)2<7+%>‘1dw
0

kB (540)

R s
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where the Céﬂ )’s are the classical Gegenbauer polynomials, which are orthogonal polynomials on [—1,1] with
respect to the weight function (1 — 22)#~1/2, In particular, by [38, p.81, (4.7.3)], we have

C,S%Jrr)(l): (p+k—|}—€2r—1>’

where we recall that the binomial coefficient for o € R and k € N is defined as:

a\ P(a+1) Cala—1)(a—2)...(a—k+1)
k)" Tk+1Dl(a—k+1) k! ’
Hence
d d
E+5+r (3+r) E+Z+r(p+k+2r—1
Kud(Z,3) =Y —2—Cp7 /(1) = 2( )

kZ:O Ly TR kz:;) Btr k
7i2k+p+2r(p+k+2r71)(P+k+2r—2)...(p+27")

P p+2r k!

d

(2(k:+p+2r) 1) (p+k+2r—D(p+k+2r—2)...(p+2r)

h p+2r k!

Il
=3

(p+k+2r)p+k+2r—1)...(p+2r+1) (p+k+27’—1>
k! k

pHk+2r\ < (prk+2r—1
k k
k=0 k=0

p+d+2r+1\ (p+d+2r
d d '

1
[N
B
a M&
=)

Il
o

(]

2

We finally have

(2,2) < 2"¢, 9 p+d+2r+1 B p+d+2r
P dW )= Centr d d ’

and the result follows by using the fact that e > R/2. O

By combining Corollary C.1 and Lemma C.2, we have the following theorem regarding the supremum of the
Christoffel — Darboux kernel.

Theorem C.3. Let S C R? satisfies Assumption 3.3 with radius R > 0 and w : S — R satisfies Assumption 3.5
with two constants C' > 0 and r > 0. Let p be the measure supported on S with density w with respect to Lebesque
measure. We have for any d > 2,

sup ’%M,d(w7 Z‘) S m(d’pa 57 w)7
zeS

where m(d, p, S, w) in (A.10) is of order dPT2"+! when p is fixed.
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APPENDIX D. PROOF OF THE CONCENTRATION RESULTS
Proof of Lemma 3.11. For all x € RP, we have

[A (@) = Ay @) = Mpa@) Ay a(@) [l 2) = i, a(, )|
(@) Ap.a(@) |va@)” (Lo = ML) va()|

T
M@y a(@) |val@)” (M) (M = L) My, valo)|

T
= Apa (@) a@) | (M Fea(@)) (M = L) My, Fea(e)|

IN

T
2 —
(@A a(@) (M, Fva()) M, va(@) [ M0 = L

Ay.a(x)
Apa(@) Ay, a(@)va(@) M ! va(@) [My,.a = L
Aot ) 0 2) [ Mo — Ly
Apa(@) [ My, .0 = Lsall,

where the third equality comes from the fact that M, 4 is symmetric and positive definite, which implies that

M u_nlf exists and is also symmetric; while the inequality can be seen as

|ZTAZ’ < 2Tz||A],

with z =M 12211 (z) e R*D and A = My, a— I € R3(D*5(d) This inequality can be proved as below:

|27 Az| = (2, A2) < ||2]l2 | Az]l2 < |l2ll2[l Al |l2ll2 = =7 2] A,
where the first inequality is Cauchy-Schwarz and the second one comes from the definition of operator norm. [J

Proof of Theorem 3.12. Let vg = {P; : 1 < j < s(d)} be a system of orthonormal polynomials with respect to
wand M, 4 be the moment matrix of u,, with respect to vq. We apply Theorem 5.44 in [41] to

Pl(Xl) Ps(d)(Xl)
A= e . ,
Pl(Xn) s Ps(d)(Xn)
which is a n x s(d) random matrix whose rows A, = (P1(Xy), ..., Psa)(X)) are independent random vectors
in R*(4) with the common second moment matrix ¥ = E[A A;] = s(d)- We have
fATA My, a,
thus

1
HnATA - ZH =My, .a—Is@ll

If we can obtain an almost sure bound on the rows of A, then Theorem 5.44 in [41] provides an upper bound
for |[M,, — Iyq)ll, and then, by Lemma 3.11, an upper bound for |A, 4(z) — A, a(z)| with high probability.
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Let us check the boundedness condition of the rows A;. We have

s(d)
A1 = ZPj(Xk)2 = Kp,d( X, Xi) =

=1 A/L,d(Xk> .
A natural upper bound for this will be
s(d)
sup ZPj(x)Q = sup Kyud(z,z):=m,
TESUpPp [ j=1 TESUpp p

which is finite since x Z‘;(:dl) P;(x)? is continuous and supp p is a compact set. Now, by Theorem 5.44 in [41],

for all ¢ > 0, with probability at least 1 — s(d). exp(—3t?/16), we have

t2
M, .d — Is(d)” < max (t\/m, m).
n n

16, s(d)

We choose o = s(d). exp(—3t?/16), which means t = 3 log 0 and we have
16m = s(d) 16m  s(d)
M, 4—ILpl < 1 1
1My, .a = Is(a)|| < max ( 5, o=~ 5 ~log——

with probability at least 1 — a. Then by lemma 3.11,

[Aa(@) = Ay a@)] < Ay ala) max (

with probability at least 1 — a. O

APPENDIX E. PROOFS OF THE MAIN RESULTS REGARDING SUPPORT
ESTIMATION

E.1 Proof of Lemma 3.10

First, we introduce some inequalities which will be useful in the proof of Lemma 3.10.

Lemma E.1 (see e.g. [24], Lem. 6.5). For any m,n € N*, we have

(1) oo on ()

Lemma E.2 (see e.g [26], Lem. 5). For any q¢ > 0, we have

x>0

min [log(2)z — 2qlog(z)] = 2¢ (1 —log (bzq» > 2¢(1 — log(3q)).
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Lemma E.3. For anyd € N, 0 < e <1 and g > 0, we have

_ae _ 8(39)*
3—d
2 < e2q2qe )

Proof. We have

g 8(3q)%

3—d

2 S e2qd2qe

< (3 —d)log(2) < 3log(2) + 2qlog(3q) — 2q — 2gelog(d)
< 2¢(1 —1log(3q)) < log(2)d® — 2qlog(d°),

which holds true by applying Lemma E.2 to x = d° > 0. O

Proof of Lemma 3.10. The inclusion Sz, C S' can be proved for a more general thresholding scheme, where
we define for any d € N and any ¢ € N such that 2ge > p:

_ 8(1+8)Bg)*
T 2agRae (E.1)
San ={xeRP: A, q(z) > 4}

diam(S)

Indeed, if = ¢ S, i.e. d(z,S) > 01(d) = prEa—

, we apply Lemma B.2, then Lemma E.3 and we have

2q
3—3 dal(ddi)a[fn 5] — 93—d° 8(3(])
Apa(z) < 287 Fr@+damts) = 9 < e

Since Ay, a(x) < (14 B)Ayqa(x) by (3.5), we obtain that

8(1+ 8)(3¢)*
Aun,d(fﬂ) < T 2agee = Vd,

which means that « ¢ Sy, and we can deduce the result by contraposition.

p(2—e)+(1—€)r
2e

By choosing ¢ = in the scheme (E.1), we obtain our thresholding scheme (3.6) and the result

San C St follows.
Now, if z € S%, i.e. € S and d(x,dS) > 62(d, 3), then by Lemmas B.3 and E.1, we have

A (x)>pr(52(d76))p“i (d+1)(d+2)(d+3)

S ortr s(d)y(d+p+1)(d+p+2)2d+p+06)
Cuw,(d2(d, B))P*" 24

pirgn (€ exp (22) P T2 +3)(p+8)

e (1) oo ()

B Cw, 24 op+T
- P 2 2 (1—e)(p+r)
op+r g (6) exp (p> (p+2)(p+3)(p+8)d
P d
p(2—a)+(1—e)r

(1+8)p+2)(p+3)(p+8) <3p(2 — ) +3(1— €)r> pl-atlzar  iig )p
30(1 = B)wy 2¢ee P
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pE=ot(—or
_8(1+p) (3p(2—e)+3(1—e)r ‘ 1
T 1-5 2¢e dr(2—e)+(1—e)r”

Since A, a(x) > (1 = B)A, q(x) by (3.5), we have A, 4(x) > 74, which means that x € Sg,,. O

E.2 Proof of Theorem 3.6

First, we have the following lemma which highlights an important property of a set S which satisfies
Assumption 3.3.

Lemma E.4. Let S C RP satisfies Assumption 3.3 with radius R > 0. Given 01,02 > 0, we set
Sti={z eRP:d(x,S) <6}
and
52 .= {z € S:d(z,08) > d2}.
Suppose that there exists a closed set S C RP such that
52 cSc st (E.2)
If we have in addition that 6 := max(d1,02) < R, then

(S, 5) <6

and
dp(98,08) < 6.

Proof. We will begin with the Hausdorff distance between two sets S and S:

zes zeSs

dp (S, S) = max (supd(x,S),supd(m,S')) .

Given z € S, then by (E.2), z € S, i.e. d(z,S) < 6; < 6. Hence

supd(z,S) <. (E.3)
zel

Given now z € S. Since SiC S, we have d(z,S) < d(x,S?). By Assumption 3.3 and since d, < R, there
exists z, € S such that 2 € Bs,(z,) C S. Hence || — z3]]2 < 62 and d(z;,0S) > 3. We have now z, € S? and
d(z,5%) < ||z — 2z|]2 < 2. Then d(x,S) < dy < § and

sup d(z, S) < 4. (E.4)
z€S
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By combining (E.3) and (E.4), we have dg(S,S) < 6. Now, we continue with the Hausdorff distance between
two boundaries:

dp(dS,0S) = max (sup d(x,08), sup d(m,8§)> .
z€dS z€ds

Consider = € 3S. We will consider two cases where z € S and z ¢ S separately. If z ¢ S, then d(x,0S) =

d(z,8) < & by (E.3) since z € dS C S. Now, consider = € § N dS. Note that since $> € S, Int $?  Int S, which
implies that Int .S? N S = 0. Now when z € S, we have x ¢ Int S% = {z € S : d(x,aS) > d2}. By combining
with the fact that x € S, we have d(x,0S) < §y < 6. Hence

sup d(z,05) < 0. (E.5)
z€dS

Consider now z € 8S. We also consider two cases where z € S and x ¢ S separately. If ¢ S, then d(z,dS) =
d(z,5) < 6 by (E.4) since x € S C S. Given now x € SN dS. Note that since S € S* and x € S, we have

d(z,08) < d(z,05") = d(z, (S1)¢). When = € 85, 2 € S°. By Assumption 3.3 and since §; < R, there exists
Yz € S¢ such that z € B(;l(yx) C S¢. Hence ||z — yz|2 < 61 and d(ys, dS) = d(y.,05¢) > 6;. We have now
Ye € (S1)¢ and d(x, (S1)¢) < ||z — ya||2 < 1. Then d(z,dS) < §; < §. Now we have

sup d(z,d5) < 6. (E.6)
r€0S
By combining (E.5) and (E.6), we obtain that dz(85,dS) < 4. O

Now, by combining the bounds on S which have been shown in Lemma 3.10 with the previous property of S,
we obtain a result concerning the Hausdorff distance between two sets and two boundaries for the thresholding
scheme (3.6).

Lemma E.5. Under the assumptions and definitions of Lemma 3.10, we suppose in addition that S satisfies
Assumption 3.3 with radius R > 0. Recall 64 in (3.7). For any d > 1 large enough such that 6q < R, the
thresholding scheme (3.6) satisfies that

di(S,San) < dq
and
dp (08, anm) < dq.

Proof. We use Lemma 3.10, then apply Lemma E.4 with S = San, 61 = 01(d), 62 = 02(d, ) under the
assumption that d; = max ((51 (d), d2(d, ﬁ)) <R. O

The proof of Theorem 3.6 follows by combining Lemma E.5 with the concentration result in Corollary 3.13.

Proof of Theorem 3.6. By Corollary 3.13, we have with probability at least 1 — «,

1 sy My n
A, () = Mgy ()] < Apia, () max (\/ 6m(d3np %) log S(Z ),

16 m(dn, p, S, w) log s(dn) ) ,
3n «
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where
417 5(dy) (d 1)(d, 2)(2d 6
m(dn,p,S,w): ~ S(:)( ntp+ )( D+ )( nt+p+ )
wyp RPFT (dy, +1)(dy, + 2)(d,, + 3)
+2p+2rcr 9 ptd,+2r+1\  (p+d,+2r
cRe pt2rl p+or )|
Note that
2y Ty (ptdn + 20+ 1Y (ptdn +20\] 20 ey (ptdn + 20 41
C Rp+r p+27’+1 p+27« =  CRptr p+2’r+1
opt2r+1, - . prort1 2
< Tagpter & 5 L
= CORptr “n <p+27"+1> exp((p +2r +1)%)
and

4P17s(dy) (dn +p 4 1)(dn +p +2)(2dn +p + 6)
Cw, RPFT (dn + 1)(dn +2)(d,, + 3)

4ptr e\” (p+2)(p+3)(p+38)
< gr (= 2
= prRP+7“d"< > exp(r) 21

4ptr e\’ (P+2)(p+3)(p+8)
_ gpt2r+l (= 2
prRP+T dn (p) eXp(p ) 24 3

where the inequalities come from Lemma E.1 and the fact that the function

(d+p+1)(d+p+2)(2d+p+6)
(d+1)(d+2)(d+3)

d—

is decreasing. Hence

42 p+2r+1
16mdnp Sw) A iz {21’“@ ( e ) exp((p + 2r +1)?)

3n — 3nCRptm ™ p+2r+1
2p+2)p+3)p+8) (e’
n (p+2)(p+3)(p+38) (e exp(?)|.
24w, P

On the other hand,

dn P 2 2
log 75(04 ) < log [dﬁ <;) exp (Zﬂ —loga =plogd, + p(1 —logp) + % —loga

< pdy, +p(1 —logp) + p* — log
< dy (p+p(1 —logp) +p® —loga).

Then

16 m(dy, p, S, w) s(d,) _ dprert2
1 n
3n T = nCRetr Cpirce
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C RP+7 ﬁ C RptT p+21r+2
where C), ;. o is in (A.1). Since d,, = n , then d,, < n , which implies that
. 4Cp,r.a 4Cp,r.a

203

+2r+2
dy,

IN
e

and

| =

3n a 3n

1 1
- ( \/ 6m(dn,p, S w) | s(dn) 16m(dnp,Syw) ) s(in)>

Now we obtain with probability at least 1 —

1
|Aﬂ7dn (x) - Allwn,,dn (x)| S

S0 (7).
We set

8L = 61(dy),

1
572L = 52 (dn, 2)

and thus we have from (A.8)

6 = max(0},02).

n’-n

Recall that we have set

1

diam(S) =S 1\\ ™=
DP,S,w,e = max (27 (R + 1) ) (REP,T,E <1a 2)) )

4(D w.e 1)p+2r+2 o P+ ﬁ
Then, for n > ng = (D5, ngJrr Cpor, , dn = {(fé’% n> > D, S.w,e. Hence d, > 2 > 1.
p,r,&
Furthermore,
g = SmtS) o ) __tmld) g
n.o p,S,w,e — 4+ 1-1
R
and
2 1 2 1
672; = 17_6Ep,7',6 (dn7 ) < ?Ep,r,e <dn7 )
d” 2 Dp,S,'w,e 2
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which implies that &, = max(d},d2) < R.

nn

Now, all the assumptions of Lemma E.5 hold with probability at least 1 — o and we obtain the threshold ~,
along with the estimator S,, such that

dH(S; Sn) S 5n
and

d(0S,08,) < 0,

O
E.3 Proof of Corollary 3.7
Proof of Corollary 3.7. For any two sets A and B of RP, it is well-known that
AAB C (0A)4(AB) y (§B)dn(AB),
Thus we have, from Theorem 3.6, for n > ny and with probability at least 1 — «,
SAS, C (98)%(5:5) 4 (98,) m (5:5n)
C (88)° U (0S,)°
c (85)5" U ( )dH(BS ,08n)+0n
< (@5)™ L (08)*
(85)26
Hence from Lemma 3.4, we obtain
AMSAS,) < 2Cg0y,.
O

APPENDIX F. PROOF OF LEMMA 3.4

Proof of Lemma 3.4. First we remark that for a compact set S if a ball of radius R rolls freely inside S, then
S has finitely many path-connected components. Indeed S is contained in a big ball, and each path-connected
component contains at least a small ball so that the number of connected components is at most the volume
ratio of the two balls.

Using [43, Theorem 1], we know that 05 is an embedded compact differentiable manifold of dimension p — 1
with outer pointing unit normal n being 1/R Lipschitz, for any z,y € 05

lz —yll
In(z) =n()ll < =7 (F.1)

Indeed, [43] uses the notion of submanifold of Euclidean space in [4, Chapter 2] which corresponds to embedded
differentiable manifolds. The manifold is compact as a compact subset of R”.

Fix ¢ > € > 0. For any z € RP| with d(z,05) < ¢, z is of the form x + an(z) with x realizing the minimal
distance to z on S and |a| = d(z,0S) < e. Indeed, the function x + ||z — z||? is smooth and its differential on
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0S5 (seen as a manifold), corresponds to the projection of the gradient on the tangent space. Minimizers have
null differential, that is  — z orthogonal to the tangent space 95, or co-linear to the normal vector n(z).
Reciprocally, each z € R? of this form is at distance at most € to 95 so that

0S¢ ={z + an(z), r € 95, |a] < €}.

Since 05 is a compact embedded differentiable manifold of dimension p — 1, there exists a family of bounded
open subsets Uy, ..., U; € RP™! and Lipschitz diffeomorphisms ¢, ..., ¢; such that

95 = Ul_,6,(U).

Indeed [4, Theorem 2.1.2] ensures that for every 2 € 85, there is an open neighborhood U of RP~! and ¢: U — R?
and an open ball B C R” centered at x, such that ¢(U) = BN dS and ¢ is a C'! homeomorphism onto its image.
Reducing B if necessary, ¢ can be taken to be Lipschitz. By compactness, 0.5 can be covered by finitely many
balls of this form which gives the desired family (Borel-Lebesgue property).

Set ;: U; X [—¢, ] — 0S¢, such that ¢;(u, a) = ¢;(u) + an(p;(u)). We have therefore that

08¢ = Ué:1¢i(Ui X [—6,6]).

Each 1; is Lipschitz on U; x [¢, ¢], say with constant L. Using A, to denote the Lebesgue measure over m
dimensional Euclidean space, we obtain using Lemma F.1

which is the desired result. O
Lemma F.1. Let F: RP — R? be L-Lipschitz, then for any measurable set A,

A(F(A)) < LPA(A).

Proof. The measurability of F'(A) is given in [36, Proposition 18, Chapter 20].
Recall that for any measurable set S C R?,

A(S) = jnf > AR (F.2)
i f1eN iGN

where the infimum is taken over all covers of S by hyper-rectangles [36, Section 20.2]. For any § > 0, any
hyperrectangle E can be covered by finitely many balls {B;}scs such that Y. ; A(B;) < A(E) + 0. This implies
that the infimum in (F.2) can be taken over countable unions of balls.

As a consequence, for any € > 0, there exists a countable collection of balls {B;};en covering A such that

A)+e>> NBi)

€N
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The family {F(B;)}ien forms a covering of F(A). The image of a ball of radius r by an L-Lipschitz function
is contained in a ball of radius Lr and therefore for each i € N, we have A(F(B;)) < LPA(B;). Putting things
together, we have

AF(A) <D MF(B) < LP Y ANBi) < LP(A(A) + ).

€N 1€N

Since € > 0 was arbitrary, the result holds. O
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