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BACKWARD STOCHASTIC VOLTERRA INTEGRAL EQUATIONS
WITH JUMPS IN A GENERAL FILTRATION

ALEXANDRE POPIER"

Abstract. In this paper, we study backward stochastic Volterra integral equations introduced in Lin
[Stochastic Anal. Appl. 20 (2002) 165-183] and Yong [Stochastic Process. Appl. 116 (2006) 779-795]
and extend the existence, uniqueness or comparison results for general filtration as in Papapantoleon
et al. [Electron. J. Probab. 23 (2018) EJP240] (not only Brownian-Poisson setting). We also consider
LP-data and explore the time regularity of the solution in the It6 setting, which is also new in this
jump setting.
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1. INTRODUCTION

The aim of this paper is to extend or to adapt some results concerning backward stochastic Volterra integral
equations (BSVIEs in short). To the best of our knowledge, [26, 45, 46] were the first papers dealing with
BSVIEs and the authors considered the following class of BSVIEs:

Y(t)z@(t)—i—/t f(t,s,Y(s),Z(t,s),Z(s,t))ds—/t Z(t,s) dWs. (1.1)

W is a k-dimensional Brownian motion, f is called the generator or the driver of the BSVIE and @ is the free
term (or sometimes the terminal condition). Filtration F is the completed filtration generated by the Brownian
motion. They proved existence and uniqueness of the solution (Y, Z) (M-solution in [46]) under the natural
Lipschitz continuity regularity of f and square integrability condition for the data.

Let us focus on two particular cases. If f and ® are not dependent on ¢, we obtain a backward stochastic
differential equation (BSDE for short):

T T
Y(t)=£+/t f(s,Y(s),Z(s))ds—/t Z(s) dW..
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Since the seminal paper [32], it has been intensively studied (see among many others [11, 16, 34, 39]). Expanding
the paper [15], Papapantoleon et al. [31] studied BSDEs of the form:

() =€+ / £(5,Y (), Z(s), U(s)) dB,

‘/tTZ(S)dX:_/tT/m U(s, z)7( da, ds)—/tT dM (s). (1.2)

Here the underlying filtration F only satisfies the usual hypotheses (completeness and right-continuity). The
exact definition of processes B, X°, 7% is given in Section 2. Roughly speaking, X° is a square-integrable
martingale, 7% is an integer-valued random measure, such that each component of (X°) is absolutely continuous
w.r.t. B and the disintegration property given B holds for the compensator 1% of 7%. Martingale M naturally
appears in the martingale representation since no additional assumption on filtration [F is assumed. Their setting
contains the particular case where X° = W and 7! is a Poisson random measure (Ex. 2.1), but also many others
(see the introduction of [31]).
The second particular case of (1.1) is called Type-1 BSVIE:

T T
+/t f(t,s,Y(s),Z(t,s))ds—/t Z(t, 5) AW, (1.3)

The extension to LP-solution (1 < p < 2) for the Type-I BSVIE (1.3) has been done in [41]. In the four papers
[26, 41, 45, 46], filtration F is generated by the Brownian motion W. In [44], the authors introduced the jump
component 7. In the filtration generated by W and the Poisson random measure 7, they consider:

/ f(t,s,Y(s),Z(t,s),U(t,s))ds

_/t Z(t,s) dW, _/t /m Ul(t, s, z)7(ds, dz)

and prove the existence and uniqueness of the solution in the L2-setting. The result has been extended in
[17, 30, 37] (see also [28] for the Lévy case).

BSVIEs were also studied in the Hilbert case [3], with additional perturbation in the Brownian setting [13, 14],
in the quadratic case [40], as a probabilistic representation (nonlinear Feynman-Kac formula) for PDEs [43].
Their use for optimal control problem has been well known since the seminal paper [45]; see for example the
recent paper [27]. Let us also mention the survey [47].

Combining all these papers, here we want to deal with a BSVIE of the following type!:

/ F(t 5, Y (5), Z(t, 5), Z(5,1), U(t, s), U(s, 1)) d B,
—/ Z(t,s)dX; — / Ult,s,z)7%(dz, ds) — /T dM(t, s). (1.4)
t Rm™ t

Filtration F and processes B, X° and 7 satisfy the same conditions as in [31]. The unknown processes are
the quadruplet (Y, Z, U, M) valued in R¢+(@xk)+d+d gch that Y(-) is F-adapted, and for (almost) all ¢ € [0, 7],

ITn the whole paper, dM(t, s) is the integration w.r.t. the second time parameter s where ¢ is fixed. In particular qu dM(t,s) =
M(t,v) — M (t,u) is the increment of M(t,-) between the time u and v.
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(Z(t,-),U(t,-)) are such that the stochastic integrals are well-defined and M (¢, ) is a martingale. This BSVIE
is called of Type-II. We also consider the Type-I BSVIE:

T
Y(t) = o(t) +/t f(t,s,Y(s),Z(t,s),U(t,s))dBs
—/TZ(t,s)dX;’—/T/ Ult,s,z)7%(da, ds)—/T dM(t,s). (1.5)

BSDE (1.2) becomes a particular case of the previous BSVIE.
Let us point out that in [31], the authors consider two different types of BSDEs: equation (1.2) and the
following one:

T
Y(t)=¢ +/t f(s,Y(s—),Z(s),U(s)) dBs

-/ " (s axs - / [ Uty an, ) - / ")

The only difference concerns the dependence of f w.r.t. Y. Since B is assumed to be random and cadlag?, both
cases are not equivalent. However the method of resolution in the second case is not adapted for BSVIEs. This
case is left for further research.

1.1. Main contributions

Let us outline the main contributions of our paper compared to the existing literature. First we prove the
existence and uniqueness of the adapted solution of the Type-I BSVIE (1.5) in the L2-setting (Thm. 3.3 and
Prop. 4.3). This first result generalizes the prior results (of course only some of them) since we only assume
that the filtration is complete and right-continuous. This is the reason fer the presence of the cadlag process B
and of the additional martingale term M in (1.5).

As explained in the introduction of [46], for Type-II BSVIEs, the notion of M-solution (see Def. 3.6 below)
is crucial to ensure the uniqueness of the solution. To define the terms Z and U on the set A(R,T) = {(t,s) €
[R,T)?, R < s <t<T}, the martingale representation is used. Since B is random, it is not possible to control
the terms Z and U obtained by the martingale representation in a tractable way. We detail this point in Section
3.2.1. However if B is deterministic, we prove existence and uniqueness of the M-solution of the Type-II BSVIE
(1.4) in the L?-setting (Thm. 3.9).

Our proofs are based on a fixed point argument in the suitable space. Thereby we impose some particular
integrability conditions on the free term ® and on process f(t,0,0,0).

In the BSDE theory, many papers deal with LP-solution (instead of the square integrability condition on
the data); see in particular [8, 23, 24, 34] which deal with LP-solution for BSDE. Insofar as we know, such an
extension does not exist for the general BSDE (1.2). This is the reason why we consider the 1t6 setting where
B; =t in Section 2.2. This denomination comes from [1, 2]. Thus X° is a Brownian motion W and 7% = 7 is a
Poisson random measure with intensity measure . The Type-I BSVIE (1.5) becomes

T T
Y(t) = o(1) +/ F(t 5, Y (), Z(t 5), U(t, 5)) ds —/ Z(t,5) AW,
tT . t
f/t /m Ul(t,s,z)m(ds, dz) — /t dM(t, s). (1.6)

2French acronym for right continuous with left limit
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For this BSVIE, we provide ezistence and uniqueness of an adapted solutions in LP-space of (1.6) (Thm. 3.10).
To the best of our knowledge, there is no existence and uniqueness result for BSVIEs with L? coefficients in a
general filtration.

Another contribution is the study of the regularity of the map ¢ +— Y (t). For the solution of BSDE (1.2),
from the cadlag regularity of all martingales, Y inherits the same time regularity. For BSVIE, we only require
that the paths of Y are in IL?(0,T) (or in LP(0,T)). Essentially because we assume that ® and ¢ — f(t,...) are
also only in (0, T). In [46], it is proved that under weak regularity conditions for the data, then the solution
of (1.1) ¢t = Y(t) is continuous from [0,7] to L%(Q2). Let us stress that Malliavin calculus is used to control
the Z(s,t) term in the generator. Similarly we show that the paths ¢ € [0,7] — Y (¢) € LP(Q2) of the solution
of BSVIE (1.6) are cadlag if roughly speaking ® and t — f(¢,...) satisfy the same property. However this first
property does not give a.s. continuity of the paths of Y in general. Getting an almost sure continuity is a more
challenging issue and is proved in [44] for BSVIE (1.1) when f does not depend on Z(s,t), assuming a Holder
continuity property of ¢t — f(¢,...) for a constant ®(¢) = £. To understand the difficulty, let us evoke that if f
does not depend on y, the solution Y of BSVIE (1.6) is obtained by the formula: Y'(t) = A(¢,t) where A(¢,-)
is the solution of the related BSDE parametrized by ¢. In the Brownian setting, a.s. s — A(t, s) is continuous.
Using the Kolmogorov continuity criterion, the authors show that (¢, s) — A(t, s) is bi-continuous, which leads
to a continuous version of Y. Insofar as we know, there is not an equivalent result to the Kolmogorov criterion
for cadlag paths. Hence we assume that the free term ® and the generator f are Holder continuous. Thus we
sketch the arguments of [44] to obtain that a.s. the paths of Y are cadlag (Thm. 3.11) if we know that the data
® and f are Holder continuous w.r.t. ¢, meaning that the jumps only come from the martingale parts in the
BSVIE. Relaxing the regularity of the data is still an open question.

In the Ito setting, BSVIE (1.4) becomes:

/ftsY Z(t,s), Z(s,t),U(t,s),U(s,t))ds

—/ (t,s)dW, — // Ul(t,s,z)m(ds, dz) /ths (1.7)
t m

It would be natural to prove existence and uniqueness of a solution in L?, as Theorem 3.10 for BSVIE (1.6).
Nonetheless there is an issue again. Since Z is integrated w.r.t. the Brownian motion, the natural norm on Z is

T T %
E/ / |Z(t,r)|>dr| dt.
0 0

But this norm is not symmetric w.r.t. (¢, s), except for p = 2. Despite our efforts, we still cannot overcome this
problem. Moreover for p < 2, it is well known that Burkholder-Davis-Gundy inequality does not apply without
continuity. Therefore the extension to p # 2 seems difficult to prove and is left for further research. We only give
the result for p = 2 (Prop. 3.12), which is a corollary of Theorem 3.9. However the proof can be done following
the outline of [46].

A real issue for BSVIEs concerns the comparison principle. In the BSDE theory, the comparison principle
holds under quite general conditions (see e.g. [23, 24, 31, 34]). Roughly speaking, the comparison result is proved
by a linearization procedure and by an explicit form for the solution of a linear BSDE. However in the setting
of [31], the comparison is more delicate to handle because of the jumps of the process B. For BSVIEs, these
arguments fail and comparison is a difficult question. Paper [42] is the most relevant paper on this topic. It
provides comparison results and gives several counter-examples where comparison principle fails. Of course all
their counter-examples are still valid in our case; thereby we do not have intrinsically better results. On this topic
our contribution is to extend the comparison results for the Type-I BSVIE (1.5) (Props. 6.3 and 6.4). Somehow
we show that the additional martingale terms do not impair the comparison result. Note that we have to take
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into account that the driver f(s,Y(s), Z(s),U(s)) is a priori optional (compared to f(s,Y (s—), Z(s),U(s))).
Thus the linearization procedure should be handled carefully.

Finally we prove a duality principle for BSVIE (1.7) provided we know that the solution X of the forward
SVIE is itself cadlag (see [35]). Note the importance of the time regularity here. This result is the first step for
comparison principle for this kind of BSVIEs.

1.2. Breakdown of the paper

The paper is broken down as follows. In the first section, we give the mathematical setting and set out some
results concerning the existence and uniqueness of the solution of BSDE (1.2). We also explain what we mean
by Ito’s setting. In the second part, we present our assumptions in details and the existence and uniqueness
results concerning BSVIEs (1.4), (1.5), (1.6) and (1.7).

The proofs of these next two sections are presented in the next two sections. In Section 4, we consider the
general case and the proofs are essentially based on a fixed point argument as in [31, 45]. The Itd setting is
developed in Section 5 (LP-solution (p > 1) and time regularity); for existence and uniqueness, the arguments
are close to those of [46].

The last section is devoted to the comparison results for Type-I BSVIEs with their proofs, together with the
duality result for Type-II BSVIE in Itd’s framework.

Finally we set out some proofs and auxiliary results in the appendix.

1.3. Remaining open questions

Some open problems are addressed here. First of all, the existence and uniqueness of an M-solution for BSVIE
(1.4) is not proved yet, except for a deterministic characteristic B. The second question concerns the comparison
principle, at least for Type-I BSVIE (1.5), when B is not continuous. Finally the LP-theory for BSDE (1.2) and
thus for BSVIEs (1.4) or (1.5) is a natural question.

2. SETTING, NOTATIONS AND BSDES

On R?, |.| denotes the Euclidean norm and R?** is identified with the space of real matrices with d rows and
k columns. If z € R?* we have |z|? = Trace(zz*). For any metric space G, B(G) is the Borel o-field.

Our probabilistic setting is the same as that of Papapantoleon et al. [31]. The main notations are set out
but the details can be found in this paper, especially in Section 2, and are left to the reader. Throughout
this paper, we consider a filtered probability space (2, F,P,F = (F;);>0) such that it is a complete stochastic
basis in the sense of Jacod and Shiryaev [19]. Without loss of generality, all semimartingales are supposed
to be cadlag, that is they have a.s. right continuous paths with left limits. Space H2(RP) denotes the set
of RP-valued, square-integrable F-martingales and H*%(RP) is the subspace of H?(R?) consisting of purely
discontinuous square-integrable martingales. P is the predictable o-field on  x [0,7] and P = P ® B(R™). On
Q=0Qx [0,T] x R™, a function that is ﬁ—measurable, is called predictable.

The required notions on stochastic integrals are recalled in Section 2.2 of [31]. In particular for X € H2(RP),
if

d{X)s

X)) =
{X) . B,

dBs

for B predictable non-decreasing and cadlag, the stochastic integral of Z w.r.t X, denoted Z - X or fo ZsdXs,
is defined on space H?(X) of predictable processes Z : Q x R, — R¥** guch that

e d(X
E/ Trace <Zt < >tZtT) dB; < +00.
0 dB;
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Moreover 7~ is the F-optional integer-valued random measure on R, x R™ defined by

7TX(w; dt, dCU) = Z ]-AXs(w);éO(S(s,AXS(w))(dt, diL’)

>0

Stochastic integral U x 7% of U w.r.t. 7%, compensator v~ of 7%, compensated integer-valued random measure
7% and stochastic integral U x 7% of U w.r.t. 7% are also defined on space H?(X) of F-predictable processes
U:QxR. xR” — R? such that

E [/ dTrace [(U * 7% )¢ | < +oc.
0

Remember that all definitions are only summarized here; all details can be found in [19, 31] for the interested
reader.
In the rest of the paper, are fixed:

— An R*¥"_valued, F ® B(R, )-measurable process X = (X°, X%) such that
X" € H2R?) x H2A(R™)
with
M, e [A((X°)T)|P] = 0.

Here X7 is the process stopped at time T: X! = Xyar, t > 0. M, “75] is the conditional F-predictable

projection on 7 (see [31], Def. 2.1). To simplify the notations, 7% = W(Xh)T, 7= 7XHT Keep in mind
that 1% is the compensator of 7%, that is the F-predictable random measure on R, x R™ for which
E[U % uf] = E[U % /] for every non-negative F-predictable function U.

— A non-decreasing predictable and cadlag B such that each component of (X°) is absolutely continuous
with respect to B and the disintegration property given B holds for the compensator v, that is there

exists a transition kernel K such that
Vi (w; dt, dz) = K, (w; dz) dB; (2.1)

(see [31], Lem. 2.9). This property is called assumption (C) in [31].
— b is the F-predictable process defined in Remark 2.11 of [31] by:

- (15)

Process B is the first component of the characteristics of semimartingale X (see [19], Def. I1.2.6).

Example 2.1. In Section 5, X° is the k-dimensional Brownian motion W, B, = t, b = 1 and 7’ is the compen-
sated Poisson random measure 7, with the compensator v(dt, dz) = dtu(dx), where p is o-finite on R™ such
that

/m(l Az p(dz) < +oo.
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In this particular case, K;(w; dz) = u(dz). These spaces are classically used for BSDEs with Poisson jumps
(see among others [11, 23]).

Example 2.2. The previous example can be generalized to the case where the compensator of 7 is random
and equivalent to the measure dt ® p(w, dz) with a bounded density for example (see the introduction of [4]).

Example 2.3. In Section 3.3 of [31], the authors cite the counterexample of [9]. They also provide two other
examples just after their Remark 3.19.

The notion of orthogonal decomposition plays a central role here. Inspired by [19] and defined in Definition 2.2
of [31], if Y € H?(RY), then the decomposition

Y=Yo+Z X°+Ux7"+ N

is called orthogonal decomposition of Y w.r.t. X = (X°, X¥) if

~ Z € H*(X°) and U € H?(x%),
— the martingales Z - X° and U % 7 are orthogonal,
~ N € H2(R?) with (N, X°) = 0 and M, [ANM?} —o.

The statements ([31], Props. 2.5 and 2.6, Cor. 2.7) give the existence and the uniqueness of such orthogonal
decomposition.

2.1. Setting and known results for BSDE (1.2)

In the rest of the paper, A is the non-increasing, F-predictable and cadlag process defined by

t
At:/ o?dB,. (2.2)
0

The process a : (2 x Ry, P) — Ry may change through the paper.
For some 3 € R, let us describe the spaces used to obtain the solution of BSDE (1.2). For ease of notation,
the dependence on A is suppressed.

L2 5, = {g, R-valued, Fr-measurable, [|€|2, = E [e*47[¢[?] < +oo},

<—|—oo}7

H%(R, S)={¢ R%-valued, F-optional semimartingale with cadlag paths and

S
/ P4 |G (1)[2 dB, <—|—oo},
R

S
H%(R, S) = {M c H?, ||M||3{%(R7S) =E l/R P4t d Trace((M)y)

||¢||1231§(R,S) =E

S
HZ’O(R,S):{ZEHQ(XO), \\Z\Iﬁﬂg,o(RS):E / P4t d Trace((Z - X°),) <—|—oo},
’ R
S
H2H(R,S) = { U € B(XY), U)2s0 ) = B / B d Trace(U % 7)) | < 400 b,
B ’ R
2,1 ~-1 §
HEH(R.S) = A M € HAXY), 1M g = E / A4 d Trace((M)1)| < 400 b,
B ’ R
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We try to find the solution of BSDE (1.2) in the product space
2,0 2, 2,1
D%(0,T) = HA(0,T) x HZ°(0,T) x HZ*(0,T) x H5(0,T).
Let us introduce some additional notations. For an F-predictable function U, we specify

Ry (Un(w: ) (w) = / U (w: 2) Ko, da),
where K is the kernel assigned by (2.1). Hence
Ul (w) = / . Uy (w, z)vf (w; {t} x dz) = Ky (Up(w; ) (w) ABy (w).
And
G= [ vl x do)
The justification of the definition of the norms on the previous spaces is given by Lemma 2.12 of [31].

Lemma 2.4. Let (Z,U) € H}°(R, S) x H3*(R, S). Then

)

S
121z 1,5y = E V 4 (|6 Z))* dB,
B ’ R

S
, and ||U||%Z’”<R,S> =k VR AN U ()7 dB,

where for every (t,w) € Ry x Q

(MU (w3 I, @) = BE(|Us(w; ) — TR )P (w) + 1 = CYAB (w)| KX (Up(w; ) (w)* = 0.

Furthermore
1Z - X2+ U713, = 121520 + 1015z
As in Lemma 2.13 of [31], we designate
H={U:00,T]x Qx R™ - R Up(w;-) € H,, for dB® dP — a.e. (t,w)} (2.3)

where
Nt = {u :R™ — RY, (), < +oo} )

Remark 2.5. In the setting of Example 2.1, U% =0 and

e C)l :/R u(@)[u(dz) = [[ulla @m),

/RS e /m Ui () p( da) dt] ’

Ul? =E
|| HH;’N(R,S)
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s 2
/ P4 Zy|)? at| .
R

Then the generator can be defined on L7 (R™) instead of $ in conditions (F2) or (H2).

Z|220p g =E
H HH% (R,S)

Now let us describe the conditions on parameters (¢, f) for BSDE (1.2).

(F1) Terminal condition § belongs to L 5 for some § > 0.

(F2) Generator f:Q x Ry x R? x RX™ x ¢ — R? is such that for any (y,z,u) € R? x R¥*™ x § the map
(w,t) = flw,t,y,z,u) is Fy @ B(]0, t])-measurable. Moreover there exist

w: (xR, P) =Ry,  9=(0°60): (QAxR,,P) = (Ry)?
such that for dB ® dP-a.e. (t,w)

|f(wat7ya Zvut(w; )) - f(watayla Zlvu;(w; ))|2
< @)y — 17 + 67 (@)ller(w) (2 = 21 + 6 (@) (e (w; -) = (w3 ) (@))?

(F3) Let o® = max(y/@,0°,60%) > 0 and define A by (2.2). There exists f > 0 such that
AAi(w) <F, for dB® dP — a.e. (t,w).

(F4) For the same § as in (F1),

T 2
t,0,0,0
E / G S B, | < 4o
0

Qg

0 denotes the null application from R™ to R.
Let us evoke the existence and uniqueness result of [31].

Theorem 2.6. (/31], Thm. 3.5, Cor. 3.6) Assume that the parameter (&, f) verifies all conditions (F1) to
(F4), and suppose that

9 2(2 + 94) Of4+2— /622 +4 1
K (8) = 5 Wexp ( 5 ) <3 (2.4)

Then BSDE (1.2) has a unique solution (Y,Z,U, M) such that (aY,Z,U, M) € D%(0,T). In particular if § is
sufficiently large and 18ef < 1, then the BSDE has a unique solution in ]D)(%(O,T).

2.2. The It6 setting and related BSDEs

In Sections 3.3 and 5, the processes are assumed to be It6’s semimartingales in the sense of Definition 1.16
of [1]. Hence the process B is now deterministic and equal to By = t. Semimartingale X can be represented by
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the Grigelionis form.? Up to some modifications in the generator*, BSDE (1.2) takes the next form:

T
—ct / F(5,Y (), Z(), U(s,)) ds

-/ " () aw, - / [ UG, an - / " an(s) (25)

where

— W is a Brownian motion
— 7 is a Poisson random measure on [0,7] x R™, with intensity dt ® u(dz).

Let us first evoke some standard notations.
— SP(0,T) is the space of all F-adapted cadlag processes X such that E (supte[o_’T] |Xt|p) < +o0.
— HP(0,T) is the subspace of all predictable processes X such that E [(fOT | X |? dt)P/ﬂ < 400. In this
setting, Hg"’(o, T) (with 8 = 0) is equal to H2(0,T).
— HP(0,T) is the space of all martingales such that E [((M}T)p/z} < +00. Space 7—[2 +(0,T), with 8 =0,

now becomes H>+(0,T) and we define in a similar way H?(0,T) as a subspace of H?(0,T).
— LP(0,T) =L2(Q2 x [0,T] x R™) is the set of processes ¥ such that

</0T/m | ()27 (ds, dx))p/2 < +o0.

For p = 2, it corresponds to Hz’h(O,T) with 5 =0 (see Lem. 2.4).
- LP = LP(R™, pu;R?) is the set of measurable functions ¢ : R™ — R? such that |[[¢|f, =
n

Jam [9(2)Pu(dz) < +o00.
= DP(0,T) =S7(0,T) x HP(0,T) x L2(0,T) x HP*(0,T).

For BSDE (1.2), the LP-theory has not been developed yet. But in the It case the next result is proved in [24].
Let us reinforce condition (H3):

(H3*) There exists a constant K such that a.s. for any s € [0,7] and ¢ € [0, ],

K2>max V ets 953 ))

Proposition 2.7. Assume that for any (y,z,v), f(-,y,2,1) is progressively measurable and that (H2) and

(H3*) hold. If
T
E <5|P+/ |f(t,0,070)pdt> < +oo,
0
N

n general only on a very good filtered extension of the original probability space. But using the remarks of Section 1.4.3 in [1],
we can assume that this form of X holds on the original filtered probability space.
4In general we should take into account a possible degeneracy of the coefficients. This possibility leads to a non Lipschitz
continuous new version of the generator f. We ignore this trouble here.
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there exists a unique solution (Y, Z,U, M) in DP(0,T) to BSDE (2.5). Moreover for some constant C = C), g

T p/2 T p/2
E | sup |Y?+ </ |Zt|2dt> + (/ / U, ()] ( ds, dx)) + ((M)7)P?
t€[0,T] 0 0 m

T p
€17 + </0 |f(r,0,0,0)dr> ] .

Condition (H3%*) is certainly too strong for this result and could be relaxed. Thereby our results concerning
BSVIEs in the It6 setting could be extended to non Lipschitz-continuous w.r.t. y driver f as in [44] (using Mao’s
condition with a concave function p) or if K becomes a function of (w, s) with a suitable integrability condition
(see [46], condition (3.13)). Nonetheless such extensions would increase the length of the paper and are left for
further research.

<CE

3. NOTATIONS, DEFINITIONS AND STATEMENT OF OUR MAIN RESULTS FOR
BSVIEs

Concerning BSVIEs, the notations of [46] are kept. They are only adapted to our setting and thus some
details are skipped (see [46], Sect. 2.1 for interested readers). For 0 < R < S < T we denote

A[R,S] = {(t,s) € [R,S])?, R<s<t<S},
A°[R,S] = {(t,s) € [R,S]?, R<t<s<S}=[R,S*\ A[R,S].

This notation should not be confused with the jump of a process.

Recall that A is the non-negative cadlag non-decreasing and measurable process defined by (2.2). Some
B € Ry and some 0 < § < (3 are fixed. Again to simplify the notations, the dependance on A is suppressed.
First

L%J’T 0, 7) = {gzﬁ :(0,T) x Q@ — RY, B([0,T]) ® Fr — measurable with

<+oo}.

The above space is for the free term ®(-) (for which the F-adaptiveness is not required). When F-adaptiveness
is required, that is for Y'(-):

T
eﬁAt eBAT 2 .
E [ / (P47 |(t)?) dB

L3 p(0,7) = {(b :(0,T) x Q@ = RY, B([0,T]) ® Fr — measurable and F — adapted with

<—|—oo}.

To control the martingale terms (Z, U, M) and to define the notion of solutions, Type-II BSVIE (1.4) and Type-I
BSVIE (1.5) are distinguished.

T
eBA‘ 2 2
E / (l6()[?) aB
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3.1. Existence and uniqueness for Type-I BSVIEs

To control the martingale terms (Z, U, M) in the Type-I BSVIE (1.5), some other spaces are needed. The set
of processes M (-,-) such that for t € [R,T], M(t,-) = {M(t,s), s >t} belongs to H?(R¢) and

T T
E [/ e(B=0)Ae / e®As d Trace(M(t,-))s dA; | < +oo,
R ¢

is denoted by
Hi<p(A°(R,T)).

In the particular case where M(t,-) = [¢Z(t,s)dX¢, then M € 7—[3)5(A5(R,T)) is equivalent to Z €
5<ﬁ(AC(R T)) if Z(t,-) belongs to H5 °(t,T) and from Lemma 2.4

T T T T
IE[/ e<ﬂ—5>At/ e d Trace(M(t,-))s dA; | = E / e<5—5>At/ % |bsZ(t, s)||* dB, dA,
R t R t

Note that we strongly rely on the fact that we work on A°(R,T) and that A; is Fz-measurable to obtain this
equality. For Type-II BSVIEs this point is an issue. Similarly for U(¢,-) € H(Qs’h(t, T), the martingale M defined
by M(t,-) = U(t,-) x 7 is in Hj 5(A°(R,T)) if

T T
E / 6(6—5)At/ e d Trace(M(t,-))s dA,
R t

T T
/ (50, / e
R t

In this case U € HKﬁ(AC(R T)). To lighten the notations, the martingale for t <u < T

=E U(t,)|I? dB, dA,

< +00.

M (¢, u) :/ (t,s)dX; + / / Ult,s,z)7(ds, dz) + M(t,u), (3.1)
t m
is introduced, such that BSVIE (1.5) becomes
T
+/ ft,s,Y(s),Z(t,s),U(t,s)dBs — (M*(t,T) — M*(t, 1)) . (3.2)
¢

Using Corollary 2.7 of [31], M* belongs to H3 5(A°(R,T)) if and only if the triplet (Z,U, M) belongs to
H3Z5(A(R, T)) x HyZs(A(R,T)) x HyZs(A(R,T)):

T T
/ o(B—6) A (/ e?4r d Trace[(Z(t, -) ~X°>r]> dA;
0 t
T T
Jr/ o(B—0)A, (/ eMrdTraceKU(t,-)*?r“%]) dA;
0 t

E
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T T
e(B=0)A: edAr race . ¢
" / ( / d Trace[(M(t, >>TJ> aA

< +o00.

Last the product space
S3<4(A°(0,T)) = L3 (0, T) x HyZ5(A°(0,T)) x HyZ5(A(0,T)) x Hz5(A%(0,T))

is specified, with the naturally induced norm. If § = §(3) is a known function of 3, 6§§5(AC(0, T)) is denoted
by &3(A°(0,T)).
8.1.1. Adapted solution for Type-I BSVIE

Let us adjust the notion of solution developed in [46] to our setting.

Definition 3.1 (Adapted solution). A quadruple (Y, Z, U, M) is called an adapted solution of the Type-I BSVIE
(1.5) if (Y, Z,U, M) belongs to 6§<5(AC(O, T)) for some § < § and if the equation is satisfied a.s. for almost all
te[0,7]. B

Note that if (Y, Z,U, M) is a solution of BSDE (1.2) in D3(0,T), then Y € L3 (0,7 and

T T
El/ e<ﬂ—5>At/ P4 ||bsZ(s)||* dB, dA,
0

t

T s
/ / o (B—5) A1 3A,
o Jo
(B—0)f T
< € E / eBAs
p—3d 0

In other words (Z,U, M) is in H}Z,(A(0,T)) x H3Z4(A%(0,T)) x Hiz5(A(0,T)), and thus (Y, Z,U, M) is an
adapted solution of BSVIE (1.5) where ®(t) = £ and f does not depend on .

Our assumptions and the statement of our results depend on the next quantities. Let us define for § < v < 3
the function

=E b Z(s)||* dA, dB,

b Z(s)||* dB,

< +o00.

11 e(Yy—9)f

' (v,6) = 7+9(v—5)'

The next technical lemma is equivalent to Lemma 3.4 in [31]. Its proof is set out in the Appendix.

Lemma 3.2. The infimum of IU (v, 6) over all § < v < B3 is given by M(B) = IU/(3,6*(B)), where 6*(j3) is the
unique solution on (0, ) of the equation:

11(8 — 2)? —9eP=2V22(§(3 —z) — 1) = 0.

Moreover lim M (B) = 9ef.

B—~+o0

For MT(B) < 1/2, the next quantities are considered

5i8) = w(g) e (3.3)

f
0) = 250 5—5°(5)

T 1-201(3)
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Let us precise the assumptions on the free term ® and on the generator f of the BSVIE (1.5).
(H1) ¢ ¢ ]LQBJT(O,T).
(H2) The driver f is defined on Q x A%(0,7T) x R? x R¥*™ x § — R? and for any fixed (t,y, z,u) the process
f(t, -y, z,u) is progressively measurable. Moreover there exist
w: (Qx A0, T),P) >Ry, 0= (6°60°):(QxA%0,T),P) = (Ry)?
such that for dB ® dB ® dP-a.e. (¢, s,w)

|f(wvt7 5Y, 2, Us(w; )) - f(wata S, y/a Zl,U;(w; ))‘2
<w(w,t,8)ly —y'[* +0°(w,t, ) [les (W) (z = 2)|?
+0% (w, t,5) (llus (w5 ) — (s )l (@))*

To simplify the notation in the sequel: fO(¢,s) = f(t,s,0,0,0).
(H3) Hypothesis (F3) holds. Namely there exists a(w,s) > 0 defined on Q x [0,7] such that a?(w) >

S

max(y/@(w,t,8),0°w,t,s),0%(w,t,s)) for (w,t,s) € Qx A0, T). Process A is defined by (2.2):

t
A = / o? dB,.
0
There exists f > 0 such that for any ¢
AA,(w) <F, for dB® dP — a.e. (r,w).

(H4) For the same § as in (H1), with the constant 6*(3) of the above Lemma 3.2

T T 2
B / (65" (B)A, (/ e5*(5),45|f(257s702,0,0)| st> dB,| < +oco.
0 t Qg
(H5) The following set
T 2
. x t 0
T {te[o,T};E s Oripp 4 [ HEnO008 o <+oo} (3.0

t s

is assumed to be equal to [0, T].
Coming back to BSVIE (1.5), our main result on this BSVIE is now stated
Theorem 3.3. Assume that:

— Conditions (H1) to (H5) hold.
— Constant 6 = §*(8) is defined in Lemma 3.2. Constants x'(5), M'(B) and X7 (B) defined by (2.4), in
Lemma 3.2 and by (3.3) verify

W(5) < % MI(B) < % SH(8) < 1. (3.5)
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Then BSVIE (1.5) has a unique adapted solution (Y, Z,U, M) in 6%(AC(O, T)). Moreover there exists a constant
&7 (B) such that

t

T T T
]El/ eﬁAt|y(t)|2dAt+/ elB=0)A: (/ eéATdT‘race[<Z(t,-)-X°>T]> dA,
0 0

t

' e(B=0)A: ' edAr race .
+f (/ d Tracel (M(t, >>r1) a4,

T T T fo(t s)|2
/ P @ (1)? dA, + / elf=0) A / A 2L 4B, dA,
0 0 t @

T T
0

< (BE (3.6)

S

Let (®,h) be a couple of data each_satisfying the above assumptions (H1) to (H5). Let (Y,Z,U,M) be a
solution of BSVIE (1.5) with data (®, f). Define

Y, 0Z,0U,0M)=(Y -Y,Z—-Z,U~U,M — M).

Then using the notation (3.1) the following stability result is verified:

T T T
E / eﬁA‘|0Y(t)|2dAt+/ e(ﬁ_‘s)At/ e d Trace(OM*(t, -)) s d A,

0 0 t

T
< ¢l (BIE [ /0 A od (1) 2 dA,

T T
+€f(5)E [/ e(ﬁfﬁ)At/ e0As
0 t

of(t,5)?

5
2
Qg

dBs dA,

with
of(t,r) = f(t,r, Y (r), Z(t,r),U(t,r)) = f(t,r, Y (r), Z(t,7), U(t, 7).

A comment on condition (3.5). The first part #/(§) < 1/2 comes from Theorem 2.6 (see [31], Thm. 3.5). The
second condition is sufficient to have existence and uniqueness of the solution of the Type-I BSVIE if f does
not depend on Y (see the BSVIE (4.4) and Prop. 4.3 below). The last part %f(3) < 1 ensures the existence and
uniqueness thanks to a fixed point argument.

Remark 3.4 (Large values of 3). Note that for 3 large, x/(§) < 1/2 and M7(8) < 1/2 if and only if 18¢f < 1
(as in [31]). And since

i I8
e T

SF(8) < 1if and only if 18¢f < 3(v/11 —3) < 1. In other words, if 18¢f < 3(v/I1—3) < 1 (and 3(v/11 —3) ~ 0.95),
then (3.5) holds for large values of S.
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Remark 3.5 (On condition (H5)). If assumptions (H1) and (H4) hold, then

T T
IE/ (e‘;AT|<I>(t)\2) dB; < +o0, and IE/ (/ 84, Wd35> dB; < +oo.
0 0 ¢

(%

For a random process B, the time integral and the expectation cannot be switched and a precise description of
the set T?’f is not easy. But if B is deterministic, we deduce that dB-almost every ¢ € [0,T] belongs to ‘I?’f

In the Brownian-Poisson setting (Ex. 2.1), dB is the Lebesgue measure. If B is piecewise-constant as in the
second example after Remark 3.19 of [31] with deterministic jump times, a similar dB-a.e. property is true. In
other words (H5) is too strong in a lot of cases, but it makes the presentation of our results correct and easier
in the general setting.

3.2. Extension for Type-II BSVIEs

Here the objective is to expand some results to Type-II BSVIEs (1.4). As explained in the introduction of
[46], for Type-IT BSVIESs, the notion of M-solution is crucial to ensure the uniqueness of the solution; uniqueness
of an adapted solution fails. Roughly speaking, there is an additional freedom on A(0,T). To avoid this problem,
the next definition of M-solution is formulated in [46].

Definition 3.6 (M-solution). Let S € [0,T). A quadruple (Y, Z,U, M) is called an adapted M-solution of (1.4)
on [S,T] if (1.4) holds in the usual It sense for almost all ¢ € [S,T] and, in addition, the following holds: for
a.e. t €[S, T

Y(t) =E[Y ()| Fs] +/S Z(t,s)dX? +/S /m Ul(t,s,z)7(ds, dz) +/S dM(t, s). (3.7)

Note that the notion of M-solution of [46] is kept, where the letter M stands for “a martingale representation”
for Y(t) to determine Z(-,-), U(-,-) and M(-,-) on A[S,T]. Tt should not be confused with the orthogonal
martingale part M. As in [46], any M-solution on [S,T] is also an M-solution on [S,T] with S € (S,T).

3.2.1. The randomness of B is an issue

This notion of M-solution implies that to define the terms Z and U on the set A(R,T) = {(t, s) € [R,T|?,
s <t < T}, the martingale representation is used. In [46] it takes the form: for almost every t € [R, T,

Y(t)=E [Y(t)‘}'g} +/tZ(t, s) dW,. (3.8)

R

The existence is justified since Y € L?(Q x [R,T]). Integrating the relation (3.8) between R and ¢ and using

Fubini’s theorem leads to
] / / (r,u) dW, dr

t):/RtY(r)dr:E_/tY(r)dr]-"
] /(/u Z(r,u)d)qu

:E/Y )dr|F,

=E _y(t)‘]-'R} +/R Z8(t, u) dW,,.
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Moreover

2

T t
dt:IE)/ /|Zﬁ(t,s)\2dsdt
R R
T r
g(T—R)2E/ / |Z(r, s)|* ds dr.
R R

In other words an M-solution (in the sense of [46]) provides a “integrated martingale”-solution.
For BSVIE (1.4) we only expect

t
/ Z8(t, s) AW,
R

T
E/
R

E < +00,

T
/ P4 Y (122 dB,
S

where A = [ a2 dB; and B are random processes (Thm. 3.3). To get around this issue, if

t
:/ Y (s)a? dBs,
S
T
—6At/ eéAS
t

Hence for almost all ¢t € [R, T, Y(¢) is in L?(Q), and the martingale representation leads to

the Cauchy-Schwarz inequality yields to

Y (s)|?a? dBs.

oﬂ»—‘

YO <

y(t):E[y(t)‘]-'R] + /Rt Z(t,s)dX2 + /Rt / Ut s.2) di(ds, do) + /1: AM(t, s).

The next estimate can easily be obtained: for any 0 < § < 3

T t
E / %At / dMA(t,7)
S S

2 an, <20 /T PAY (u)]* dA
< u u "
=G0

149

(3.9)

But this weak norm on MF is not sufficient to control Z and U in the generator of BSVIE (1.4). Since process

A is supposed to be only predictable, we cannot claim that

T t
E / (A / AME (1, 1)
S S

It leads to a major issue. Moreover the cunning used in [31]:

2

T t
dA; = IE/ e‘SA"/ d Trace(M*(t,-)), dA;.
s S

/ e d Trace(M*(t, <5/ ‘M“/ d Trace(MF(t,-)), dA,
S
+e04s (Trace(Mu( t)) — Trace(MF(-,t t)s) -

is useless here since %4

v is F,-measurable and not Fg-measurable. Due to this reason, we cannot address an

existence and uniqueness result for BSVIE (1.4) in this general setting, but only for deterministic processes A

and B.
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3.2.2. Type-1I BSVIE for a deterministic process A

Therefore we restrict ourselves to the case where B is deterministic. Note that from Theorem II1.4.15 of [19],
semimartingale X has deterministic characteristics (that is B and the two other components) if and only if it
is a process with independent increments. We also assume that « (see Hyp. (H3)) is deterministic.

For the free term ® and the first component Y of the solution, spaces L3 . (0,T) and ]L #(0,T) are conserved.
But the definitions of Section 3.1 are adapted, since the martingale terms need to be controlled not only on
A<(0,T), but on the whole set [0, T]2. Thereby, space

H%S'y (R7 T)

is defined as the set of processes M (-,-) such that for dB-a.e. t € [R,T], M(t,-) belongs to H? and

E < 400.

T T
/ (1= A: / ™ d Trace(M(t,-))s dA;
R R

Note that this definition implies that M (¢, s) is Fs-measurable for any s € [R,T]. In the particular cases where
= [4 Z(t,s)dXg (vesp. M(t,-) = U(t,-) % 7%), then M € H2 (R, T) if

T T
/ (=) A / A
R R

E (t,s)||> dB,s dA,

< 400,

(resp.

E U(t,)[|? dB, dA,| < +o0.)

T T
/ (-0 A / A
R R

In this case Z € H?SW(R T) (resp. U € H5<V(R,T)). Finally we introduce the product space

&3y (R, T) =12 p(R.T) x H}2 (R,T) x HyZ, (R, T) x H32. (R, T)
with the naturally induced norm. If § = §(-y) is a known function of +, 6§<7(R, T) is denoted by &2(R,T).
Conditions (H2) and (H3) are modified as follows. B

(H2’) Generator f is defined on Q x A°(0,T) x R x (R4X™)2 x ()2 — R? and for any fixed (¢,v, z,(,u,v) the
process f(t,-,y,z,(,u,V) is progressively measurable. Moreover there exist

w: (A x A0, T),P) >Ry,  0=(6°60°):(QxA%0,T),P) — (Ry)?
such that for dB® dB ® dP-a.e. (t,s,w)

[f(w,t, 8,9, 2, Cus (wi), vs (w3 ) = flwst s,y 2", ¢ (ws ), vg(ws; )
< s (W)ly — P + 07 () (1bs(w) (= = 27 + [lbe(w) (¢ = ¢)IIP)
(

+07 o () [(lus (@3 ) = s (@3 ), @))% + (s (@5) = va (sl (@))] -
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(H3’) There exists a deterministic and non-decreasing® « : [0,7] — R, such that a.s. for any s € [0,7] and
t €10,s],

\/ et s 95 s )) > 0.
The rest of the condition (H3) (or (F3)) remains unchanged.

In parmcular (H3*) implies (H3”). If (H3’) holds, then instead of (H5), dB-almost every ¢ € [0,7] belongs
to the set ‘3: 7 defined by (3.4). Assumption (H3’) is true for example for the setting of Example 2.1 if the
generator has bounded stochastic Lipschitz coefficients.

Remark 3.7. Let us emphasize that assumption (H2’) implicitly implies that the process v is in fact Fy-
measurable.

Remark 3.8 (On Condition (H3’)). Denote L(t,s)? = max(6°(w,t,s),0%w,t,s)). Assuming that a does not
depend on ¢ implies that the sup;¢o 4 L(t,s)? < o? is integrable. If we compare with the conditions imposed in
[41, 46], this assumption is stronger:

T T T
sup / L(t,s)*dB, < / sup L(t,s)?dB, < / oa?dB,.
t t

t€[0,T] Jt t€[0,T]
Let us study (H1) and (H4) under the prior conditions. Hypothesis (H1) can be rewritten as follows:
T
Ap < 400, and ]E/ P4 ®(1)|2dB, < +oo.
0

Moreover if Ar < 400, the estimate

E/OT (|<I>(t)2 +/t 112 )P - ) g ) dB, < o

leads to (H1) and (H4). Let us again highlight that § = §*(8) is defined in Lemma 3.2.

Theorem 3.9. If (H1), (H2’), (H3’) and (H4) hold and if constants ' (8), MT(B) and ©F(B) defined by
(2.4), in Lemma 3.2 and by (3.3) verify

M L 164 Y sig) < 1 1
<y (16455 )@ <L (3.10)

then the Type-II BSVIE (1.4) has a unique adapted M-solution (Y, Z,U, M) in &3(0,T).
Condition (3.10) is much stronger than assumption (3.5). Indeed for large values of 3, (3.10) holds if

1
ef< ————— ~0,0033,
J 3(51 4 v/2603)

whereas ef < 3(v11 — 3)/18 ~ 0,052 is sufficient for (3.5) (see Rem. (3.4)). In other words A may be
discontinuous, but with very small jumps.

5Tf not, we can replace a by SUPy¢[0,s] @u- This increases the size of A and requires more integrability in assumptions (H1) and

(H4).
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To give an idea of the value of 3, let us assume that f = 0, that is A is continuous. Then § = §*(8) = B.

The condition (2.4) becomes

9 42495 1
st <%
And
2 ~ 3
MO(8) = (V11+43)* 40 50(8) = 2(v11+3)

BT B 38(8 — 2(V11+3)2)

Some tedious computations show that 8 > 174 is sufficient for our condition (3.5). Nonetheless

L N ooy VIT+3Y) 211+ 3)2
(16+5 6>Z(ﬂ)<16+ 35 >62(m+3)2'

This leads to 8 > 1357 in order to satisfy (3.10).
3.3. In the It6 setting
In this framework (see Sect. 2.2) the Type-II BSVIE (1.4) becomes BSVIE (1.7):

/ F(t5.Y(5), Z(L, 5), Z(5,0), U (L, 5), U(s, 1)) ds
—/t Z(t,s)dW, — / - Ul(t,s,z)m(ds, dz) — /t dM(t, s),

and the Type-I BSVIE (1.5) becomes BSVIE (1.6).

3.8.1. LP-solution for Type-I BSVIE (1.6)

In the Brownian-Poisson L?-setting, BSVIE (1.6) was already studied in [44] and if there is only the Brownian
component W, for p # 2, in [41]. These results are extended as follows:

Theorem 3.10. For p > 1, assume that (H2) and (H3*) hold. Suppose that

T T T p
EA @@W&+EA <l|ﬂ@@m% dt < +oo. (3.11)

Then BSVIE (1.6) has a unique adapted M-solution (Y, Z,U, M) such that for any S € [0,T]

T T T p/2
MYZ(LMMWwT::ELL\Y@Pdﬁ%L <L M@deg at

T

# [ (sn) ™ s [ s dt]

T ) T T o p
/s |D(t)] dt+/s (/t |f° (¢, )d) dt]. (3.12)

< CE




BACKWARD STOCHASTIC VOLTERRA INTEGRAL EQUATIONS 153

Note that

T
0N = [ [ W r (. az)

Let us emphasize that no regularity of the paths ¢ — Y (t) is required; they are a priori neither continuous
nor cadlag. Component Y is only supposed to be in LE(0,7T') (or IL%)F(O, T) for BSVIE (1.5)). If Y solves BSDEs
(1.2) or (2.5), then it has the same regularity as the martingale part (if process B is continuous), thus a.s. it is a
cadlag process. For a BSVIE it is more delicate. In Theorem 4.2 of [46], the author shows that in the Brownian
setting the BSVIE

T T
Y(t)zfl)(t)—i—/ f(t,s,Y(s),Z(t,s),Z(s,t))ds—/ Z(t, 5) W, (3.13)

is continuous in L?(Q2), which does not mean that Y has a.s. continuous paths. Of course since ¢ appears in
generator f and in the free term ®, some property on ¢t — ®(¢t) and ¢t — f(¢,...) has to be added. To obtain
the time regularity for BSVIE (3.13), the author uses the Malliavin derivative to control the term Z(s,t) in the
generator (see [46], Thm. 4.1 and 4.2). Hence to apply the same arguments, Malliavin calculus in the presence of
jumps (see e.g. [7, 12]) should be used. This point is left as future research and to avoid this technical machinery,
let us study BSVIE (1.6).

Integrability condition (3.11) is replaced by the stronger one:

T p
sup E / |fO(t, )| ds < 400. (3.14)
t€[0,T] t
Finally instead of ® € L%, (0,T'), we also assume that
sup E[|®(#)|P] < +oo. (3.15)

te[0,T)

Under these two hypotheses and if f satisfies (H2) and (H3%*), it is possible to deduce that Y is cadlag
from [0,77] to LE(?), providing some regularity assumption on ¢t — ®(t) and t — f(t,s,y,2,) holds, as in
Theorem 4.2 of [46] in the continuous setting (see Sect. A.3 in the appendix). Let us emphasize again that it
does not mean that a.s. the paths of Y are cadlag.

Now the next regularity result is presented, which is the extension of Theorem 2.4 in [44]. The restriction
p > 2 is due to the dependence of the generator f on U. If it doesn’t, the arguments of the proof lead to the
same conclusion for p > 1. Following [24] it should be possible to extend the theorem for p > 1, but this point
is left for further research.

Theorem 3.11. In addition to (H2) and (H3*), suppose that the generator satisfies for some p > 2 and
0 < a <1 such that ap > 1 and with ¢ > 0, uniformly in (w,s,y,z,1¥):

[f(ts.y.2.0) = f(t 5,9, 2,9) < olt —']%, E[|0() — @(t)"] < oft — 1|7,

for all (y, z,¢) and all 0 < t,t' < s <T. Moreover

T
sup ([ 10 ds
t€[0,T] t

E < +00.
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Then the solution Y of BSVIE (1.6) has a cadlag version, still denoted by Y, such that

E| sup [V(s)P

s€[0,T]

< Ho00.

Let us emphasize that our conditions imply that a.s. ¢ — ®(¢) is continuous. The irregularity « of f should
be compensated by more integrability p for the data. If « is close or equal to 1, the condition p > 2 is too strong
but our arguments are not sufficient in the proof.

3.8.2. LP-solution for Type-1I BSVIEs (1.7) ¢

For Type-II BSVIEs (1.7) we are not able to provide a similar result as Theorem 3.10. In its proof, the
generated troubles for p # 2 are pointed out. But let us detail this issue already.

The reason can be understood just by considering the term Z. Since Z is integrated w.r.t. the Brownian
motion W in the BSVIE, the natural norm for Z is: Z € LP(0,T;HP(0,T)), that is

T
E/
0

But it is symmetric w.r.t. (¢, s) only for p = 2. The two time variables ¢ and s do not play the same role and the
integrability property is not the same w.r.t. £ or w.r.t. s, except if p = 2. Thereby in BSVIE (1.4), we can use
both Z(t,s) and Z(s,t) if p = 2 (Prop. 3.12). Let us also mention that in the case where the generator depends
on the stochastic integrand w.r.t. a Poisson random measure, the case when p < 2 has to be handled carefully.
Indeed in this case, Burkholder-Davis-Gundy inequality with p/2 < 1 does not apply and the LP/2norm of
the predictable projection cannot be controlled by the LP/?2-norm of the quadratic variation (see [25] and the
discussion in [24]). The extension to p # 2 seems difficult to prove and is left for further research. We also stress
that p > 2 implies that LP(S, T;HP(R,T)) C L?(S,T;H?(R,T)) and LP(S,T;LE(R,T)) C L3(S,T;L2(R,T)):

E/Z(/}jﬂ(t,@ﬁ@) dt<C E/ST <

2

T
/|Z(t,s)|2ds] dt < +oc.
0

p 2
3 P

/T |Z(t,r)|2dr> dt
R

dt]
For 1 < p < 2, this property fails.
However for p = 2, coming back to the BSVIE (1.7), B; = t and if (H3*) holds, then 1 < ef4t < efKT,

Thereby if ® € L% (0,7) and if
T [ T 2
E/ </ |fO(t, s)] ds) dt < +oo, (3.16)
0 t

then (H1), (H4) (and (H5)) hold. The next result is a corollary of Theorem 3.9.

and

[N
SN

E/ST (IIU(R ')|12L,2T(R,T)>

T
B [ IV Ry d<C
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Proposition 3.12. Assume that ® € L% _(0,T), that (H2), (H3*) and (3.16) hold®. Then BSVIE (1.7) has
a unique adapted M-solution (Y, Z,U, M) in &2(0,T) on [0,T]. Moreover for any S € [0, T

/STY(t)|2dt+/ST (/STZ(t,T)Fdr) dt

T

+/ST (||U(t,')||12L§,(S,T)> dH/s (M(t,))s.r) dt]

< CE /T<I>(t)|2dt+/T </T|fo(t,r)|dr> at| . (3.17)
S S t

Note that from the Bichteler-Jacod inequality (see inequality (5.2) below), concerning U, Estimate (3.17) is

completely equivalent to: for any S € [0, T]
T T [ T 2
<CE / |<I>(t)\2dt+/ (/ |f0(t,r)|dr> dt
s 5 t

E [/ST ([w(t,r)uﬁﬁ dr) dt

4. EXISTENCE AND UNIQUENESS FOR BSVIEs (1.4) AND (1.5)

(Y, Z,U, M)|[&2s.7) = E

The aim of this section is to prove Theorems 3.3 and 3.9.

4.1. Preliminary results
First we consider for any R and S in [0,T) a driver h : Q x [S,T] x [R, T] x R¥*™ x $ — R? such that (H2)

holds and:
T T 2
/ e(B—0)A (/ ed4s 7“1@’ S’S’O” st> dB;
S R g

Let us recall that the constant § = 6*(53) is defined in Lemma 3.2. For ease of notation, h°(t, s) = h(t,s,0,0).
As for (H5), it is assumed that

E < +o0. (4.1)

2
c T A A h(t,s,0,0
{t [S, ]ZE 66 T‘q)(t)|2+/ 66 stBS
z S

< +oo} =[S, T)]. (4.2)
Then let us introduce the BSDE on [R, T| parameterized by t € [S,T]: for r € [R,T]

Alt,r) = ®(t) + /T h(t,s,z(t,s),u(t,s))dBs — /T z(t,s) dX?
T T
—/ /m u(t, s, x)7*(ds, dz) —/ dm(t, s). (4.3)

From Theorem 2.6, if (2.4) holds, that is 7(d) < 1/2, the previous BSDE has a unique solution

(/\(t’ ')v Z(t’ ')’ u(t7 ')7 m(tv ))
4y P

he space $) in (H2) is replaced by ]Li in this case.
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Let us fix R = S and define Y (t) = A(¢,t), t € [S,T], Z(t,s) = z(t,s), U(t,s,e) = u(t,s,e), M(t,s) = m(t,s)
for (t,s) € A°[S,T]. Equation (4.3) becomes

Y(t)=(t) + /T h(t,s, Z(t,s),U(t,s))dBs — /T Z(t,s)dX;

_/tT / Ut s, )7 (ds, dx)—/tTt AM(t, 5), (4.4)

which is a special case of (1.5) where f does not depend on y. Using (3.1), this BSVIE can be rewritten for any
t e[S, T]

Y(t)=®(t) + /T h(t,s, Z(s,t),U(t,s)) dB, — /T dM¥(t, s).

Let us prove the next result.

Lemma 4.1. Assume that (H1) holds for ®, that h satisfies (H2) and (H3), together with conditions (4.1) and
(4.2). If (2.4) holds and if the constant M'(3) defined in Lemma 3.2 verifies: MY(B) < 1/2, then the solution
(Y,Z,U,M) of BSVIE (4.4) admits the upper bound:

T T T
EU SN ()] dA; + / e(ﬁ_mt/ e*+ d Trace(MF(t, ) dA¢
S S

t

T
< ng(ﬁ)ﬂf l /S et |o(t)[* dA,

- , (4.5)

T T 0 2
+Y1(B)E [ / elf=o A / P LUL TP
S t

where YX1(3) is defined by (3.3).

Proof. Note that for any ¢ € [0, 7]
T
V() = ®(t) + H(t) —/ AME(L, 5),
t
where for ¢ € [S,T], H(t) = [, h(t,s, Z(t,s), U(t, s)) dB,. Therefore

E /T d Trace(M*(t, -))s

7

ft] _E [|<I><t> Y (t) - HE)P

For any ¢ > 0, by the Cauchy-Schwarz inequality and using Lemma B.1 of [31]:

T T 2
H(t 2 < 6_5A5 dAS eéAs |h(t7 s,Z(t,s),U(t7s))| dBS
|

t t

a3
< %e*&‘h /T €5AS |h(t735 Z(ta S)a U(t75))|2 ng
t

2
Qg
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Arguing as in the proof of Lemma 3.8 in [31], we derive that for any v > 0 and 6 > 0

T T T 2

1 Z
/ e’YAt| H(t)|2 dA, < / Ze(r=9)As / eSAs |h(t, s, Z (2, 52)’ Ut s)| dB,dA;.
s s 0 t @

S

From our assumption (H2) on h, we deduce:

|h(t, 7, Z(t,7), Ut r))|* < 20R0(8, 7 + 207 |e, Z (8, ) + 203|U (2, 7)1,

thus from the definition of a (hypothesis (H3))

A 2 0 2 9°
e‘SAT |h(t,7“, (t,’l“), U(t,’l“))‘ < 265AT |h (tvr)‘ + 2€6ATOTE|CTZ(t7r)‘2

2 2
ap ar

T
Pl
6A, Yr 2
+2e" SO @, )l
o

Ut,r)||>.

hO(t, r)|?
S 266AT ‘ ( ’2T)| —|—2€6AT|CTZ(7§,T)|2 _~_2€6AT
a’l‘

Thereby for any ¢ € [S, T

T 2 T 0 2
/ eéAS |h(t,$,Z(t, S)aU(t7S))| de < 2/ €6AT ‘h (taT)| dB6
t t

2 2
Qg o

T T
+2 / e, Z(t, )2 dB, + 2 / AU (2, 7|2 dB, .
t t

Hence we obtain that

<E
< a2

T T ?
E / %3(7—5),& / ef04s [h(t, 5, 2(t,5), U, 5))| dB,dA,
t

T
/ () d A,
S S

T4 T
< 2E / *6(7_6)14’5/ ed4s
s 0 ¢

T T
/ 56(7*5)‘% / s d Trace[(Z(t,-).X°) ] dA;
s ¢

hO(t, s)|?
a

dBs dA,;

+2E

T T
+2E / %6(7*5)‘% / s d Trace[(U(t, -) x 7°) ] dA,
s ¢

This leads to the next estimate on H:

E

S

T T 0 2
/ e(’yf&)At/ oA |h (t»;’)| 4B, dA,
s ¢

2
< -E
46

T
/ VA H(t)]? dA,
S

(4.6)

9 T T
+EE / (A / e®s d Trace(MF(t, -)) dA,
s ¢
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Now remark that

T
V(1) = E |o(t) + / h(t,s, Z(t,5), U(t, s)) dB.| F,

—E [(I)(t) + H(t)

]’t} . (4.7)

Thus for v > 0 and § > 0

T T
E V Y (1)) dA, | < 2E / E [e'YA"|‘I>(t)|2 + A H(t)[? ]-}} dA,
s s
T
_ R / (4 B()? + A H(1)]?) dA, (4.8)
s
Following the proof of Lemma 3.8 in [31], we get
T
/ s d Trace(M¥(t, -)),
t
T T
< 5/ e%Au / d Trace(M*(t,-))s dA, + e*** (Trace(M*(t,-))r — Trace(M*(t,-));) - (4.9)
t u

Then

T T T
El / e(7=9) A / ed4u / d Trace(MF(t,-)), dA, dA;
t u

S
T T T
=E / (=9 A: / AR / d Trace(M*(t,-))s|Fo | dA, dA,
S t u
T T
=K / eﬁ—é)At/ AR [|¢(u)—Y(u)—H(u)|2 fu} dA, dA,
S t

T T
<38 [ [ e 7 et |lap + v + )P
S t

fu} dA, dA,

T T
<9E l / e(7=9) A / A |@(u)|? dA, dA;
S t

T T
+9E / eV~ A / A | H(u) > dA, dA,
S t

Note that we used many times that A; is F,-measurable and Corollary D.1 in [31], together with (4.7) for the
last inequality. For v > §,

6(776”

" S(7—5)

E

T T
/ e(Y0) A / 4| ®(u)[? dA, dA,
S t

T
/ eV | B (u))? dA,
S
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The same holds for H(u), thus

T T T
E [/ e(Y=0) A / e‘m“/ d Trace(M*(t, ), dA, dA,
S t u

(v=0)f T
<9f _E / A% B (u)[? dA,
(v —9) K

(v=9)f
Y )

T

For the second term in (4.9)

T
E l/ e(Y=0) At o34 (Trace(Mﬁ(t, ) — Trace(MF(t, Ne) dA,
s

<E

T
[ (Tracel e, Trace(M(2,)) iy

< 9E VT A (|ot))2 + [H()[?) dA,
S

Therefore for § <y <

T T
E / L= A: / €94+ d Trace (M (t, ), d A,
t

S

(9 95 6(7_6”) E
< (9495 —
(vy—9)

T
[ e (o + 1HOP) aa (4.10)

Combining (4.6), (4.8) and the previous estimate, we deduce for any § < v < f:

+E

T T
. / e(w_a)A,,/ e’ d Trace(M*(t,-))s dA,
t

S

T
/ Y ()2 dA,
S

<2 9496 elr > E
< +9+
(7 5)

(2 9+ 96 eﬁ_”) E
+(2+9+95——
(y—9)

(11 96 6(7_6”) E
< (11+95——
(vy—9)

11 e(r=0)f
+2 ( + 9> E
5 (y—=9)

(v—0)f T T
+2 (11 + 9e> E / (= A: / e¥4s d Trace(M*(t, -))s d Ay
o (v—9) S t

T
/ B (1)[2 dA,
S

T
/ VA H(t)]? dA,
S

T
/ VA D (t)]? dA,

s
T T 0 2
/ e(wfé)At/ 66A5|h (tvzs) 4B, dA,
S t Qg
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From Lemma 3.2, the values v = 8 and § = §*(3) lead to the infimum M7(3) of

11 e(Yy—9)f
M(y,0) = < +9——.
(9 =75 (v—19)
If f and B are such that M7(8) < 1/2, then the conclusion of the lemma follows. O

Moreover a stability result for BSVIE (4.4) holds.

Lemma 4.2. For (®,h) satisfying the above assumptions (H1), (H2) and (H3), let (Y, Z,U, M) be a solution
of BSVIE (4.4) with data (®,h). Define

Y, 0ZoU M) = (Y -Y,Z—-Z,U—~U,M — M).

Under the conditions of Lemma 4.1 on f and B, with the same 6 € (0, ), the following stability result holds:

T T T
E / P4 oY (1)[2 dA, + / c(B=0)A¢ / ¢34 d Trace(OME(1, -)). d A,
S S

t

T
SH(B)E /S A0 (1) ? A,

T T 2
/ e(B—0)A / ed4s 7|ah(otl’28)| dB; dA,
t s

+31(B)E (4.11)

S

where
dh(t,r) = hit,r, Z(t,r),U(t,7)) — h(t,r, Z(t,r),U(t,r)).

Proof. We outline the proof of Proposition 3.13 in [31]. Note that

AV (1) = 0D(t) + / U (Wt 206 ), Ut ) — Rt 227, D1, 1)) dBs — / " oM ()

T
B (t) + 0H (t) 7/ doMF(¢, r).
If

dh(t,r) = h(t,r, Z(t,r),U(t,7)) — h(t,r, Z(t,r),U(t,r)),

and from the assumptions on A we obtain:

é \h(t,r, Z(t,r),U(t,r)) — h(t,r, Z(t,r),U(t,7))|*

oh

r
2
.

oh(t,r)|?
a;

[oh(t,r)|?
a2

o2 2
< 2047%|CTDZ(t’r)|2 + 2 |||DU(t7T)”|r +2

< 2], 0Z(t,7)[ + 2[[oU (¢, )7 + 2
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As for the previous lemma, we deduce:

E

T 2
h(t
]E / (yﬂS)At/ e(SAS |0 ( 725)| st d :]t
t

Qg

T 2
/ SAPH (P dA,| < 2
g )

T T
/ e(1=0)A: / e?4s d Trace(OM¥(t, -)), d A,
S t

9
’E
*5

Thereby for any § < v < 3:

T T
+E / (=D A: / e’ d Trace(OMF(t, ) d A,
t

S

T
E [/ A RY ()2 dA,
S

_|_

e(Y=0)f T
+ (11 +955 ) E / Ao H (t)|? dA,
(v —9) s

(=0 T
(11+95 )E / A pd(t)|* dA,

T
/ 4 b (1)[2 d A,
S

(v =9) s

+2 E + 9@ E /T e(’y—&)At / 0A, MdB dA
1) (’y - 5) S t as t
11 (v=8)f T T

o ( N 96) E / (=04 / ¢+ d Trace(OMA(1, ) A,
) (v —=9) s t

The conclusion of the lemma follows as for the previous lemma. O

Note that this stability result leads to the uniqueness of the solution of BSVIE (4.4) in the space

G2, “(8) <ﬁ(AC(O7 T)). The following result can be now stated:

Proposition 4.3. Under conditions (H1) to (H5), if driver f does not depend on y, and if constants kT(3)
and MY(B) defined by (2.4) and in Lemma 3.2 verify

(4.12)

i

[N

WE) <y MIB) <

then BSVIE (1.5) has a unique adapted solution (Y, Z,U, M) in &3(A(0,T)).

4.2. Proof of Theorem 3.3

Since we only consider a Type-I BSVIE, our arguments are close to those used in [45]. Fix (y,({,v,m) €
6%(AC(O, T)) and consider the BSVIE on [S,T]

T T
—l—/t f(t,s,y(s),Z(t,s),U(t,s))st—/t Z(t,s)dX?

/tT/m U(t, s,2)7( ds, d:z:)/tT AM(t,s), (4.13)
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In order to apply Lemma 4.1, if

h(t’ 5, Z,’L/)) = f(ta Say(s)’ Z,'(/J)7

we need to check that

T T 2
E [/ e(B=0)A: / edAs 7|h(t’ S’S’ 0) dBydA; | < +oo0.
0 t

S

The Lipschitz property (H2) of f leads to
[n(t,5,0,0)* < 2 fO(t, 5)|* + 2e,|y(s)[*.
Using (H3)

OA |h(t,r,0,0)[? < 9e04r O, 7)]?

Hence for a.e. ¢t € [S, T

h(t,r,0,0 r O(t,r)|? r
/ 5A | ( T 0 )‘ dBr g 2/ 5A |f ( )| dB + 2/ eéArCEz|y(7’)|2 dBr
t t

2
fa% a?

Note that from (HS5), the assumption (4.2) holds. Thus BSVIE (4.13) has a unique adapted solution
(Y,Z,U,M) € 63(A°(0,T)) and from (4.5)

T

l Py (1)2 dA, + / e(P=9)A: / e’ d Trace(MF(t, ), dA4;
t

<

SSI(O)R [ [ e as

T 0
/ e(B—0)A: / 6As M dB, dA,
0 t as

Using our estimate on h, we deduce that

+37(B)E

T T T
E[ / Py (1)2 dA, + / e(P=9)A: / e d Trace(MF(t,-)), dA4;
0 0 t

T T 0 2
/ 6(676)At/ o4 / (t;s)\ 4B, dA,
0 t Qg

y(5)|2dAs dA,;

5 T
< ST(BE l/ A 1D(t)|* dA, | + 25T (B)E
2 0

T T
1257 (B)E l / P04 / 2
0 t
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T T 0 2
/ 6(575)At/ sa, |17t )| 4B, dA,
0 t Oés

)
< Z
-2

UGN UOT P |(1)[2 dA, | + 25T (B)E

(B-8)f T
e
/ A
0

B—4
In other words a map © from &3(A°(0,T)) to &3(A(0,T)) is defined by O(y,(,v,m) = (
Now consider (y, ¢, v,m) and (¢, ¢, 7,m) in G3(A°(0,T)) together with (Y, Z,U, M) and (Y,
solutions of BSVIE (4.13) and

E

+257(B) y(s)|* dA,

Y, 2.U,M).
Z,U,M) as the

Y, 0ZoU0M)=(Y -Y,Z - Z,U—~U,M — M).
Then Lemma 4.2 implies that:

T T T
E / PAPY ()2 dA; + / e(B=9)Ae / e d Trace(OM* (¢, -)) s d A,
0 0 t

T T
/ elB=0 A / EENLLGL) P
0 t as

< SI(B)E

b

where
Again (H2) leads to:

Thereby

T T T
E / PAPY ()2 dA, + / e(P=9)A: / e d Trace(OMF (¢, -)) s d A,
0 0 t

(B8 T
< 51(8) 5 51@{/ e (y(s) — g(6)? 04,

Since it is supposed that

6(576”

I(B) =8 55

<1,

this map © is a contraction and thus it admits a unique fixed point (Y, Z,U, M) € 6%(AC(O,T)) which is the
unique adapted solution of (1.5) on [0,7].

To prove the upper bound (3.6), apply Lemma 4.1 to the driver h(t,s, z,u) = f(t,s,Y(s), z,u). Note that
with (H2):

h(t,5,0,0) < (1 n 1) )P+ (Lt )il (s)?
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for any € > 0. Thus

T T T
E / PV (12 dA, + / e(P=0)A: / %4 d Trace(M*(t, -)) d A,
0 0 t
§ [ T
<STOE| [ R aa
- T 0
TSI (BE / e(ﬁﬂs)At/ sa, [RO(t,8)? 4B, dA,
L 0 t as
S T
<SHEE| [ ramPad,

1 T(_)t |£O(t, 5)?
+<1+6>2f(5)1@[/0 eﬁ“/t ‘MidB dA,

T T
+(1 + E)Zf(ﬁ)E l/ e(ﬁ-é)At / €6AS|Y(S)|2 dAs dAt
0 t

0
= 5Y(B)E

T T
/ P4 (B ()2 dA, / AV (5)[2 dA,
0 0
T 0
+ <1+1> SI(B)E [/ 6(5—5>At/ a1 5) 5 I 4B, a4,
€ 0 t as
B—9)

(
Since Xf(3) ¢ e < 1, choosing ¢ sufficiently small yields to the desired result.

+(1+)S(B)E

To finish the proof, the stability estimate should be proved. Using Lemma 4.2 again with

h(t,s,z,u) = f(t,s,Y(s),z,u), h(t,s z,u)=f(t,sY(s), zu),

yields to:
T T T
E / PA oY (1)[2 dA, + / c(B=0)A¢ / ¢35 d Trace(OME(2, -)). d A,
0 0 t
5 T
<SSEE| [ paaa
0
’ At s)|?
+31(B)E / e(ﬂ“”“‘/ 04, B2 4B, dA,
0 t as
where



BACKWARD STOCHASTIC VOLTERRA INTEGRAL EQUATIONS 165

Since f satisfies (H2),

[f(t.r,Y (1), Z(t,r), U(t,r) = f(t.7,Y (1), Z(t,r), Ut,r)* < @, Y (r)]?,

we obtain

T T T
E / PAPY ()2 dA; + / e(P=9)A: / e d Trace(OM* (¢, -)) s d A,
0 0 t

<

T
/ P D (1)]2 dA,
0

T T
+(1+1) > (B)E / ew*‘”f‘t/ e’ ﬂdB dA,
€ 0 t as

T
/ By
0

The same arguments used previously lead to the conclusion.

D

+(1+ )X (B)E ()| dA,

4.3. Type-II BSVIE (1.4) for deterministic B
The aim of this section is the study of the Type-II BSVIE (1.4)

T
4 / F(t.5,Y (5), Z(t,5), Z(5,), U(t, 5),U(s.t)) dB,

_/tTZ(t,s)dXS—/tT/m U(t, s,2)7(ds, dw)—/tT dM(ts) -

Recall that we restrict ourselves to the case where B and « (in assumption (H2’)) are deterministic and
we want to prove Theorem 3.9: under (H1), (H2’), (H3’) and (H4) and if constants x/(d), MF(3) and ¥7(5)
defined by (2.4), in Lemma 3.2 and by (3.3) verify (3.10), then the Type-II BSVIE (1.4) has a unique adapted
M-solution (Y, Z,U, M) in &3(0,T).

From now on, and in the rest of this subsection, A is deterministic (hypothesis (H3?)). If for some 7 € R,
Y (s)|?a2dBs < 400, then for dB-almost every t € [S,T], M* can be defined by the martingale
representation (3.9):

Y(t)=E {Y(t)‘]—'s} +/St dMF(t, ).

Since

/ e d Trace(M¥(t, <6/ ‘5’4“/ d Trace(MF(t,-)), dA,
S

+e045 (Trace(ME (2, ), — Trace(M¥(t, ))s)
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we get

E

T t t
/ o(1—0) A / S Au / d Trace(M*(t,))s dA, d4,
S S u

T

=E

/ el / AR (Y ()~ BY (O F]IF] dA,da,
S S

T t
< 2E / e(Y70) A / Ay (£)2 dA, dA,
S

S

< <E

STIN )

T
/ Ay (t)2 dA,
S

Let us emphasize that the first equality only holds because A; is F,-measurable even if ¢ > u. Similarly since
Ag < Ay

T
/ e(Y=0) At 5As (Trace<Mﬁ(t> e — TT&CG<Mﬂ(ta )>S) dA;

T
=E / eOmDAASE (Y (t) — E[Y (¢)|Fs])?|Fs]| dA,
S
T T
< 2E / e A dAsy ()2 A, | < 2R l/ Y (1)2 dA, |,
S S

we deduce that

T t
/ e(Y0) A / e d Trace(MH(t, -)), d 4, (4.14)

T
< 4E V Ay ()2 dA,
S

Let us consider space @%SV(R,T), the set of all (y,2,u,m) in &3 (R, T) such that for dB-a.e. t € [R,T]

/Rt v(r)a, = /R o1r) 4, 72

¢ ¢ ¢
+/ z(t,r)dX; +/ / u(t,r,z)7(dr, dz) —|—/ dm(t,r).
R R JR™ R

Estimate (4.14) leads to: for any ¢ € (0, 5]

T t
/ o(B=0)A: / oA
R R

T ¢
+/ e(ﬁf‘s)At/ e’ d Trace(mi(t,-)), dA,
s

E

u(t, r)lll, dB, dA;

T t
by2(t,r) dB, dA; + / SB-5)A, / o,
R R

<(4E
R

T
| ey aa
R
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As in [46], the norm of 6§Sﬂ(AC(O,T)) is defined on égSB(O’T)

T
=E l/ Py ()2 dA,
0

) A </tT e®Ar d Trace[(z(t, ) ~X°>T]> dA,

—5)Aq </tT66ATdTrace[< (, )*7T> ]) dA,

—8) Ay (/T %4+ d Trace[(m(t, )>r]> dA;

Iz m)lS,

An equivalent norm for égg 5(0,T) is now proved:

N

1y, 2, u,m)]

<E l/ P y()]2 dA,

e(B=0) A </0Te Ar d Trace[(z(t, -) 'Xo>r}> dA;

TeM”dTraceKu(t SET N ]) dA,

< e d Trace[(m(t, ))T]> dA,

< 5||(y,z u,m) bm (4.15)

Fix @ € IL%’}-T(O,T) and (y,(,v,m) € éggﬁ(O,T) and consider the BSVIE

T T
b [ 560,205,000, U 9) s, ) B — [ Z(t,5) X
t t
T T
- / Ult,s,z)7%(ds, dz) — / dM(t,s), (4.16)
t Rm™ t
This is a particular case of BSVIE (4.4) (and of the Type-I BSVIE (1.5)). To apply Lemma 4.1, if

h(ta S, va) = f(ta s,y(s), Z, C(Sat)ﬂﬁ» Z/(S,t)),

condition (4.1) needs to be checked:

T
]E/ (B—0)A, </ sa, [h(, s, g ,0)[? ng) dB, < +oo.
0 0 Qg
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The Lipschitz property (H2’) of f leads to
|h(t,5,0,0)* < 2|fO(t, 5)* + 2a0,|y(s)|* + 202 |b:C (s, )* + 2603 v (s, ),

Note that for s > ¢, {(s,t) and v(s,t) are Fy-measurable. Moreover

T T 1
E / ((5=0)s / e =02 1biC (s, )] B, dA,
aS

0 t

[T T
<E / C(B—8)Aq / A
0 t

r T s
<E / %4 / eB=94:02|p,( (s, 1)|? dB; dB,
0 0

biC(s,t)|* dB,o? dB;

T s
<E / e“-@aﬁ/ e(ﬁ_‘;)Aﬂth(s,t)\QdBtdBS
0

L 0
s s T
<E / e“s/ e(P=DA A Trace[(C(s, ) - X°)] dA, | < 4E / Py ()2 dA,
0 0 s
since « is supposed to be non-decreasing. Similarly
T T 1
B| [ er o [t s, dB da,
0 t Qg
s t
<k|[ et [ au s} a, s,
| Jo 0
[T s
<B| [ etad [ o0 (s, B, db.
/o 0
[T s T
<E / e‘SAS/ eB=D4 d Trace[(v(s, ) * 7] dAs | < 4R / Py ()2 dA, | .
0 0 0

Thus BSVIE (4.13) has a unique adapted M-solution (Y, Z,U, M) € &3 4(A°). Moreover from (4.5) and the
prior estimates

T T T
El/ eﬂAf|Y(t)|2dAt+/ 6(6_6)At/ e®As d Trace(M¥(t,-))s dA,
0 0 t

T
YI(BE /0 P4 D (1))? dA,

2
a;

T T 0 2
0 t

T
SI(BE / P4 D (1))? dA,

0
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T T 0 2
/ 6(575)&/ A 2t s)] dB, dA,
0 t

+371(B)E =

+18%1(B)E

T
/ ePAey ()% dA,
0

Then using (3.9) and (4.14), processes Z, U and M are well defined and controlled on A. Therefore (Y, Z,U, M) €
6§§ﬂ (0,T). In other words a map © from 6§§/3(07 T) into itself is constructed.

Thanks to Lemma 4.2, if (Y, Z,U, M) is another solution of the BSVIE (4.13) with data (7, ,7,m), then
with

— — — _ _

Y, Z,Y.M)=(Y -Y,Z—2Z,U—-U,M— M),

estimate (4.11) becomes

T T T —
EU SUTOP A [0 [T a oS, 4
0 0 t

T T N 2
/ 6(5—5),4,,/ e |h(t, s)] B, dA,
0 t a2

S

< YI(BE

where using (H2’)

[h(t,m)I” = |f (¢, T,y(r)vz(t@,C(h t),U(t,r),v(rt)) = f(t,r,5(r), Z(t,r), {(r, 1), U(t,7), o(r, 1))
< @ |g(r)[* + 0716, 1)* + O v (r, )17

The previous computations show that

T T T e
El/ eﬁAt|Y(t)|2dAt+/ e<5—5>At/ %4 d Trace(ME(t, -)) s dA,
0 0 t

(B—0)F T
< (16 + 53 ) S (B)E [ / A0 A,

0

Hence © is a contraction if

A
(16+ 3 6)2(6)<1,

and the existence and uniqueness of a solution (Y, Z,U, M) € 6/23(0, T) to the Type-II BSVIE (1.4) is obtained.

5. MORE PROPERTIES IN THE ITO FRAMEWORK

In this section, the setting developed in Sections 2.2 and 3.3 is used, and the goal is to prove Theorems 3.10
and 3.11, which are extensions of some results of [46].

In this case, space G2(A(0,7T)) can be more easily defined here and the notations of Sections 2.1, 2.2 and
3.1 (essentially 8 = 0) are adapted, which leads to the same notations as in [46]. Hence some details are skipped
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(see [46], Sect. 2.1 for interested readers). For any p, ¢ in [0, +00), H = R% or R** and S € [0, 7],
L% (Q) = {£: Q= H, ¢ is Fs — measurable, E(|¢[) < 400},

L% (L0, 7)) = {QS :(0,T) x Q@ — H, B([0,T]) ® Fg — measurable with

T
E(/O |q§(t)|th> <400,

{QS :(0,T) x Q— H, B([0,T]) ® Fs — measurable with

Qs

LY (0,755 (9))

T q
/0 Elp(t)P dt)? < +oo}7

We identify

]Lp}-s (;LP(0, 7)) = IL’]’_-S (0, T ]L’]’_-S () = U}S (0,7).
For p = 2, this space corresponds to ]La 75(0,T) of Section 4. When adaptiveness is required, the subscript Fg
is replaced by F. The above spaces are for the free term ®(-) (for which F-adaptiveness is not required) and for

Y (-) (for which F-adaptiveness is required). Sometimes the subscript P is also used if predictability is needed.
To control the martingale terms in the BSVIE, other spaces are introduced. For any p,q > 1

LY(S, T; HP(S,T))

is the set of processes M (-, -) such that for almost all ¢ € [0,T], M(¢,-) belongs to HP(S,T') and

T aq
/ [E(<M(t,-)>S,T)% " dt < +oo.
S

For p = q = 2, if M is restricted to A°(S,T), this space is denoted Hg.o(A°(S,T)) in Section 3.1. In the
particular case where M (t,-) = [¢ Z(t, s)dW,, then M € 1L9(S,T;HP(S,T)) is equivalent to

Z € LU(S, T; Lip (4 L*(S, 7)) = LS, T; HP (S, 7)),

that is Z belongs to the set of all processes Z : [S, T]? x Q — R* such that for almost all t € [S,T], Z(t,-) €
HP(S,T) = L5 (;L2(S,T)) satisfies

ot
2

/ST E(/ST|Z(t,s)|2ds> dt < 4oc.

Again for p = ¢ = 2, this space is equal to set 7—[320 of Section 3.1.
Let us also consider the case:

N(t,s) = / Y(t,u, z)7(dz, du), t > S, s > S.
S JR™
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Process N belongs to L(S,T; HP(S,T)) if and only if ¢ € LY(S,T;LE(S,T)), namely ¢ is in the set of all
processes v : [S, T)? x R™ — R such that for almost all t € [S, T}, 1(t,-,-) € LE(S,T) verifies

2

/ST E (/ST/M (¢, s, 2)m(ds, dx)>2 % dt < +o0.

Let us emphasize that for p = ¢ = 2, this space corresponds to ’H0<0 in Section 3.1.
If martingale M* is defined by (3.1), due to the orthogonality of the components of MF, for any p > 1, there
exist two universal constants ¢, and C}, such that

pE (/ST| (t,s |2d8> (/ /m (t,s,2)[*r(ds, dx)) + (<M(ta')>s,T)

<E [(<M”(t7 ')>S,T) ’2’}

< C,E (/ST| (ts|2ds> (/ /m (t, s, 2)*r(ds, dx)) +(<M(t")>S,T)

And M*? belongs to L9(S,T;HP(S,T)) if and only if the triplet (Z,U, M) is in L2(0,T;HP(0,T)) x
L9(0,T;1L2(0,T)) x L9(0, T; HP+(0,T)).
Finally the product spaces are denoted:

[SIS]

(NS}

MP(0,T) = LP(0, T3 HP(0,T)) x (0, T;1L2(0,T)) x LP(0, T; MP(0, T))
&7(0,T) = LE(0,T) x LP(0, T; HP(0,T)) x LP(0,T;L2(0,T)) x LP(0, T; HP(0,T))
=12(0,T) x MP(S,T)

with the naturally induced norm.
Definitions 3.1 (adapted solutions) and 3.6 (M-solutions) remain unchanged, except that (Y, Z, U, M) belongs
to &2(0,T) and condition (3.7) becomes:

Y(t) =E[Y(t)|Fs] +/S Z(t,s)dW; +/S /m Ul(t,s,z)m(ds, dz) +/S dM(t, s).

If (Y, Z,U, M) is a solution of BSDE (2.5) in D?(0, T'), then by the martingale representation ([19], Lem. I11.4.24),
we have

Y(t) =E(Y(t) Jr/o ¢(t,s) dW Jr/o /m v(t, s, z)w(dx, ds) + m(t, s),
where ((,v,m) € MP(0,T). Thus if

(Z(t,5),U(t, 5,x), M(t, s)) :{ ECZ((tss) zz(t * ), zn)(

then (Y, Z,U, M) is an adapted M-solution of BSVIE (1.7) on [0,7], and in fact it is the unique solution (see
Thm. 3.10).

~— o+
—~
~~
VA
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To complete this presentation, let us set out some facts concerning the Poisson integral. From the Burkholder-
Davis-Gundy inequality (see [36], Thm. 48), for all p € [1, co) there exist two universal constants ¢, and C,, (not
depending on M) such that for any cadlag F-martingale M(-) and for any T > 0

cpE (<M>§/2) <E
t€(0,T]

< sup M(t)l> ] < C,E (<M>g/2). (5.1)

In particular (5.1) means that the Poisson martingale N is well-defined on [0, T] (see Chapter IT in [18]) provided

we can control the expectation of (N >?r/ ? for some p > 1.
From the Bichteler-Jacod inequality (see for example [29]), the two cases are distinguished: p > 2 and p < 2.

— Assume that p > 2. IfIE((N}g/Q) < 400, then P® Leb-a.s. on Q x [0, T7], 4(t, -) is in .2 . Hence the generator
of our BSVIE can be defined on Li.

— But if p < 2, P® Leb-a.s. on Q x [0,T], ¢(t,-) is in L?, 4+ L2 if again E((N)Z}/2) < +00. Moreover v, is
also in L}, + I2. Thereby for p < 2, our generator is be defined on L), + L2 (for the definition of the sum
of two Banach spaces, see for example [22]).

See Section 1 of [24] for details on this point. In particular for N defined by
t
Ne= [ [ wi@pas. do)e o,
o Jrm

if p > 2, there exist two universal constants «, and K, such that

T P/2

m [E((N52)] <E ( |y dt) < K [E (V7)) (5:2)
0

But if 1 < p < 2, there only exists a universal constant K, r such that

E

T
2
Anmm%ﬁ%s&ﬂcmﬁ) (5.3)

: 2 1 2
And it holds that Lﬁ + Lu C H‘u + IL#.

5.1. Proof of Theorem 3.10

Bear in mind that the aim is the proof of existence and uniqueness in space G?(0,T) of the adapted solution
(Y,Z,U, M) of BSVIE (1.6):

T T
V(1) = ®(t) + /t F(t 5, Y (5), Z(L, 5), U(t, 5)) ds — /t Z(t, 5) AW,

T T
—/ Ul(t,s,z)m(ds, dz) —/ dM(t, s),
t Jrm ¢

together with estimate (3.12): for any S € [0, 7]

S

T p/2
/ |Z(t,r)|? dr) dt
S

T T
|V, 2.0, M)|[% 5.7y = E / Yords [ (
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T

T p/2
+ /S (10 s smy)” at+ /S (Mt ) gr)? dt]

/ST |<I>(t)|pdt+/ST (/tT |f0(t,r)|dr>p dt] .

The proof is based on intermediate results. We consider BSVIE (4.4) which becomes here

< CE

Y(t) = d(t) + /T h(t,s, Z(t,s),U(t,s))ds — /T Z(t,s)dW,
- /tT /m U(t,s,z)m(ds, do) — /tT dM(t, s), (5.4)

The first result is a modification of Lemmata 4.1 and 4.2, namely

Lemma 5.1. If

T T p
]E/S (/S |h(t,s,0,0)|ds> dt < 400 (5.5)

holds and if ® € LY (S,T), then BSVIE (5.4) has a unique adapted M-solution in &P(S,T) and fort € [S,T]:

E |[|]Y(@)P+ </S |Z(t,r)|2dr> + (/S /m \U(t,r,z)]*x(dr, dx))
T p
B(1)]? + (/S |h(t,r,070)dr> ] . (5.6)

Moreover a stability result for this BSVIE holds. Let (®, h) satisfy the above assumptions (H2) and (H3*) and
the same integrability conditions. Let (Y, Z,U, M) be the solution of the BSVIE (5.4) with data (®,h). Define

+((M(t,)sr)?| < CE

Y, 0Z0U0M)=(Y -Y,Z—-Z,U~-U,M — M).

Then there exists a constant C' depending on p, K and T, such that for t € [S,T]

T p/2
E oY<t>|”+</5 |aZ(f,r)2dT> + (Mt )s1)"?

T p/2

+ (/ / U (t,r, 2)|*x(dr, dx)) < CE
S m
T

+ (/ |h(t,r, Z(t,7),U(t, 7)) — h(t,7, Z(t,r),U(t,r))| d7’> ] ) (5.7)
S

(1) — (1)|”

This lemma is a consequence of Proposition 2.7 applied to the parametrized BSDE (4.3). The arguments are
similar to those used for Lemmata 4.1 and 4.2 or for Corollary 3.6 of [46]. For completeness the main ideas are
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evoked here. The parametrized BSDE (4.3) becomes:

T
A7) = /htsz(t o), ult, s))ds—/ St 5) dIW,

/ /m (t,s,z)7(ds, dz) — / dm(t, s).

From Proposition 2.7, for any @(-) € L% (S, T) the previous BSDE has a unique solution
(A(t, ), 2(t, ), ult,-),m(t,-)) in DP(R,T) and for ae. t e [S, T

T p/2
E[ sup |A(t,7)[” + </ Z<t,r>l2dr> + ((m(t, ")) rr)?
re[R,T) R

r »/2 T p
i b r rl .
+ (/R /m lu(t,r,z)|*m(dr, dx)) |®(t)[P + (/R |h(t,r,0,0)|d ) 1

Moreover the stability property holds for BSDEs ([23], Lem. 5 and proof of Prop. 2 for p > 2, [24], Prop. 3).
Let (®,h) be a couple of data each satisfying the above assumption (H2)-(H3*) and the required integrability
conditions for the data. Let (A(t,-), Z(t,-), @(t,-),m(t,-)) be the solution of BSDE (4.3) with data (@, h). Denote

< CE

OA(t, ), 02(t,-),0u(t, ), om(t, ")) = (A(t,-) — A(t,-), z(t,-) — Z(t,-),u(t,-) — a(t,-),m(t,-) —m(t,-)).
Then there exists a constant C' depending on p, K and 7T, such that
p/2

T
E | sup D)\(t,r)er(/R az(t,r)2dr> + ((om(t, ) por)*’?

re[R,T)

T p/2
2
+ (/R /m [Pu(t,r,z)|*m(dr, dx)) ] (5.8)

|®(t) — P(t)|P + (/ |h(t,r, 2(t,7), u(t,r)) — h(t,r, z(t,r), u(t,r))| dr) ] .

R

< CE

Setting Y (t) = A(t,t), t € [S,T], Z(t,s) = z(t, s), U(t, s,e) = u(t,s,e), M(t,s) = m(t,s) for (t,s) € A°(S,T)
yields that the equation (4.3) becomes the BSVIE (5.4).

But one result for stochastic Fredholm integral equation (SFIE in abbreviated form) can be also deduced.
Indeed for BSDE (4.3), let us fix r = S € [R,T) and define for ¢t € [R, S] and s € [S,T:

ws(t) =\t,S), Z(t,s) = z(t,s), U(t,s) =u(t,s), M(t,s) =m(t,s).

Then equation (4.3) becomes an SFIE: for ¢ € [R, S]

T

V3 (t) = ®(t) +/T h(t,s, Z(t,s), U(t ,3))ds—/ Z(t,s) dW,

S

// (t,s,2)7(ds, dz) — /STdM(t,s). (5.9)
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Lemma 5.2. If (5.5) holds and if ® € L%, (S,T), then SFIE (5.9) has a unique solution such that S belongs
to L% (R, S), (Z,U, M) is in

L?(R, S;HP(S,T)) x LP(R, S;LE(S,T)) x LP(R, S; HP(S, T))

and for t € [R, S|

2

T 2 T
E [[¢5(t)P + </S |Z(t,7“)|2d7"> ++ (/S /m |U(t,r,z)|*x(dr, dx))
T P
|D(t)P + (/s |h(t, r,0,0)|dr> ] ) (5.10)

Note that here 1°(t) is only required to be Fs-measurable for almost all ¢ and not F-adapted. Let us now
proceed with the proof of Theorem 3.10.

ya
2

(M(t,))sr)¥ | < CE

Proof. The outline of the proof of Theorem 3.7 in [46] is followed.

Step 1. For any S € [0,T], let us consider the set ép(S, T), the space of all (y, z,u,m) in &P(S,T) such that
for a.e. t € [S,T] a.s.

y(t) =E[y(t)|Fs] + /tz(t,s) dW, + /st/m u(t, s, z)w(ds, dz) + /St dmf(t, s).

S

From this representation, Doob’s martingale inequality and the Burkholder-Davis-Gundy inequality, for ¢ €

[S,T], the quantity
(/St |z(t,r)|2dr> i (m(t, ) s0)F + (/; / lu(t, v, 2) 2 ( dr, da:)) 1

is bounded from above by CE|y(¢)[’. On &P (S, T) the following norm is considered:

E

T T T p/2
H(y,z,u,m)”’ép(sj):E /S |y(t)|pdt+/s </t |z(t,r)|2dr> dt

T

() e [ o al.

The same arguments as inequality (3.48) of [46] show the norm equivalence:

T T T p/2
@z wm)s  <E / (P dt + / / H(tr)Pdr)  dr
er(sT) s s s

T

+/ST (||u(t, ')||n%3(s,T))p/2 dt+/s ((m(t,))s.r)"" dt}

< (Cp+ DIy 2 usm)liE, g 7 (5.11)
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Note that using (5.2), if p > 2, [Ju(t,)||? s 7 can be replaced by fST lu(t,r)||z dr in the previous estimates
(with the suitable modifications of constant Cp).
If & € L% (S,T) and (y,¢,v,m) € 6P(S,T), we consider the BSVIE on [S, T:

T T
Y(t):d)(t)—i—/t f(t,s,y(s),Z(t,s),U(t,s))ds—/t Z(t, 5) AW,

- /T Ul(t,s,z)m(ds, dz) — /T dM(t, s). (5.12)
- ¢

t

From conditions (H2), (H3*), it can be easily checked that the generator of this BSVIE satisfies all require-
ments of Lemma 5.1. Thus this BSVIE has a unique adapted M-solution (Y, Z,U, M) € &?(S,T) and for any
t e[S, T]

p

2

E IY(t)I’”r(/t IZ(t,T)IQdT> + (Mt ))e.r)

(S

+ (/tT/m \U(t,r,2)|*r(dr, dx))g

D) + </t |f0(t,r)|dr> +/t y(r)|pdr1. (5.13)

) to ép(S, T). Moreover
U, M) are the solutions

< CE

Therefore (Y, Z,U, M) € ép(S, T). In other words we construct a map © from ép(S
arguing as in [46], for (y,(,v,m) and (y,¢, 7,m) in &P(S,T), if (Y, Z,U, M) and (Y,
of the BSVIE (5.12), then from (5.7) the difference satisfies:

T
Z,

S

T p/2
+ </S /m PU(¢t,r,x)|*m(dr, dx))
(/ KDy(r)|dr> < CKP(T — S)"'E [(/ ay(r)wdrﬂ . (5.14)
S

S
For T — S sufficiently small, this map is a contraction and thus it admits a unique fixed point (Y, Z,U, M) €
GP(S,T) which is the unique adapted M-solution of (1.6) on [S,T]. Moreover estimate (3.12) holds. This step
determines values (Y(¢), Z(t, s),U(t, s), M(t,s)) for (t,s) € [S,T] x [S, T]. Note that at this step, (H3*) can be
replaced by a weaker condition as in [46].

T p/2
2 IDY(t)I”Jr(/ IDZ(t,T)IQdT> + (M (t,))sr)"*

<CE

Let us take a short break in the proof to understand the trouble in the case of a Type-II BSVIE. The driver
of the BSVIE (5.12) would be replaced by

T
/t f(t,s,y(s), Z(t,s),((s,t),U(t,s),v(s,t))ds.
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Hence in (5.13), the next additional terms would appear:

E /ST (/tTC(r,t)2dr>p dt+/ST (/tT|1/(r,t)|i£ dr)p/2 at

There are also other extra terms in (5.14). To circumvent this issue, this term could be added in the definition
of the norm. However we cannot control this symmetrized version of the norm for (Z,U) in this step, but also
in the next one. In other words the map © is no longer a contraction.

Step 2. The martingale representation theorem is used to define (Z,U, M) on [S,T] x [R, S] for any R € [0, S).
Indeed since E[Y(t)|Fs] € LP(S, T;1L%_ (), there exists a unique triple (Z,U, M) in LP(S,T;HP(R,S)) x
LP(S,T;LE(R,S)) x LP(S, T; HPL (R, S)) such that for t € [S,T7:

/2

S S S
E[Y(t)|fs]:E[Y(t)|fR]+/R Z(t,s)dWS+/R /m Ult,s,z)7(ds, dm)+/R dM (¢, s),

and

(NS}

E </RS| (tr|2dr> (/ /m (t,r, )] (dr,dx)) M) rs)?

< CE|Y (t)[".

Thus together with the first step, (Z,U, M) is now defined for (¢,s) € [S,T] x [R,T] and

E /ST</RT|Z(t,r)2dr> dt+/ (/ / Ut, v, 2)?w( dr, da:)) dt

T P
+ / (Mt rr)? dt]

S
T ) T T 25 M p
/S|<I>(t)| dt+/S (/t 120 )|d> dt]. (5.15)

Step 3. From the two previous steps, for (¢,s) € [R,S] x [S,T], the values of Y (s) and (Z(s,t),U(s,t)) are
already obtained. Thus let us consider

< CE

ot s, 2,u) = f(t,8,Y(s),2,u), (t,s, 2,u)€[R,S]x[S,T] x Rk x (IL}L —HLZ),

and from Lemma 5.2, the SFIE

T

¥ (8) :<I>(t)+/TfS(t,s,Z(t, s),U(t,s))ds—/ Z(t,5) AW,

S

_ /S ' / Ut x)(ds, dr) — /S " an(t.s)
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has a unique solution (°, Z,U, M) such that for t € [R, S]

E [w%np " ( / ' |Z<t7r>|2dr>
(/ /m (t,r,x)|*m(dr, dx))g]

P
< CE |p+< |f5troo|dr>]

=CE |p+< ft,rY( )0,0)|dr>
Ot,r rp ! r)|P dr
( e, |d)+/S|Y<>|d].

Hence using (5.2) for p > 2 or (5.3) for p < 2, and (5.13) and (5.15) yield to:

E {/I: |¢S(t)1’dt+/: (/ST|Z(t,r)|2dr>g dt+/RS(<M(t,.)>S,T)5 dt
+/RS (/ST U IE dr) : dt}
< CE VRS@(t)PdH/: </ST|f0(t,r)|dr> dt+/ST |Y(r)|pdr1
/RT|<1>(t)Pdt+/RT (/tT|f°(t,r)dr> a| .

Hence (Z,U, M) are defined for (t,s) € [R,S] x [S,T], and by the definition of £, for ¢ € [R, 5]

P
2

N\'ﬁ

+ ((M(t, -

< CE ||®(t)|P +

p

< CE (5.16)

v ( /ftsY Z(t,5),U(t, ))dS—/TZ(LS)dWS

/ / U(t,s,z)m(ds, do) — / dM (¢, s) (5.17)

As in the first step and for the same reason, the general driver of the Type-II BSVIE (1.4) cannot be directly

handled in equation (5.16).

Step 4. Let us summarize what we have obtained after these three steps. Y is uniquely determined on [S,T]
(from Step 1) and (Z,U, M) are uniquely determined on [S, T] x [R, T (from Steps 1 and 2) and on [R, S] x [S, T
(from Steps 1 and 3). Let us now solve (1.6) on [R, S]?. Consider

S
/ftsY Z(t,s ),U(t,s))ds—/t Z(t,s)dW,
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_/ts/m Ul(t,s,z)7(ds, dx)—/ts dM(t, s).

It is a BSVIE with terminal condition ¢° € LI}S (R, S) and generator f. As in the first step, this BSVIE has a
unique solution in &?(R,S) provided that S — R > 0 is small enough. Now for ¢t € [R, S] from the expression
(5.17) of 1), we obtain that

T T
Y(t) = ®(t) + /t F(t 5. Y (), Z(t5), U(t, 5)) ds — /t Z(t,5) AW,

/tT/m Ul(t,s,z)7(ds, dx)/tT dM(t,s).

Moreover using the same arguments as in the first step yields to:

E /RS|Y(t)|Pdt+/RS (/:|Z(t,r)|2dr>
ﬁngw»ﬁm@fd4

S S S p

/R B(e)P dt + /R (/ |f°<t,r>|dr> dt]

[:vwdewyﬁf<lTu%uwuw> m].

From this inequality together with (3.12) on [S,T], (5.15) and (5.16), it is now proved that BSVIE (1.6) has a
unique adapted M-solution (Y, Z,U, M) in &P(R,T) on [R,T] with the estimate (3.12) on [R,T].

Step 5. The conclusion of the proof is done by induction since the time intervals [S,T] (Step 1) and [R, S]
(Step 4) are determined by absolute constants depending only on the Lipschitz constant K of f in conditions
(H2)-(H3%*) and on the time horizon T. |

P
2

S v
dt + / (Mt Y)rs)? dt

R

<CE

< CE

The stability result holds in our framework. Let & € L% (0,7) and f : Q x [0,7] x RTH@&HF) 5 (L +1.2)% —
_ P — _ _
R satisfy (H2)-(H3*) and (3.11), that is E [ ( I, )] ds) dt < +oo. Let (Y, Z,U, M) in &7(0,T) be
the unique adapted M-solution of BSVIE (1.6) with data ® and f (Thm. 3.10). Then for any S € [0, T

P

T T T 2
E /S |Y(t)—Y(t)|pdt+/S (/S \Z(t,r) — Z(t, 5)] dr) dt

+/T ((M(t,) — M(t,))sr)* dt + /T (

S S

p
2

T
/ WU r) — Tt ) e dr) dt
S H

<CE /ST |P(t) — ®(¢) |7 dt
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T T
+/ </t [f(tr, Y (r), Z(t,), U(t, 7))

s
~ P
— f(t,r,Y(r),Z(t,r),U(t,r))|dr> dt} . (5.18)
The proof is based on the same arguments given in [46] (see Eq. (3.71) in particular) and is skipped here.
5.2. Time regularity (Thm. 3.11)
Let us describe several sets for the process Y.
D([0, T); L() = {¢ € L>(0, T;L(Q)), ¢(t) is F — adapted,
¢(+) is cadlag from [0, 7] to LE(Q).},

DY ([0, T);LE(Q)) = {(b € D([0,T];LE(Q)), ¢(-) is cadlag paths au.s.}7

sup [¢(t)[?

D5(0,T) = DP(0,T) = {¢ € D¥([0, T]; Lg(2)), E
te[0,T

<+oo}.

Again when only measurability is required, subscript F is replaced by Fg. If we want to deal with continuity,
then D (resp. D) is changed to C' (resp. C) (see [46], Sect. 2.1). Coming back to a generic martingale M (%, -),
the space

LP(€; D([S, T]; MP (S, T))

is defined as the set of all M € L*°(S,T;MP(S,T)) such that ¢ — M(¢,-) is cadlag from [S,T] to MP(0,T) and

]E< sup (M(t,-))aT) < +00.

te[S, T

Again if M(¢,-) is a Brownian martingale, then M € LP(Q; D([S,T];MP(S,T)) if and only if Z €
LP(Q; D([S, T); HP (S, T)) and if N (¢, ) is a Poisson martingale, then N € LP(Q; D([S,T]; MP(S,T)) is equivalent
to ¥ € LP(Q; D(S, T); L2 (5. T)).

In Theorem 2.4 of [44], a.s. continuity of Y is proved in the Brownian setting and if the generator of the
BSVIE (3.13) is of Type-I, namely for BSVIE (1.3). Our aim now is to extend this property for BSVIE (1.6),
assuming that ® and f are Holder continuous w.r.t. ¢. Before the result ([44], Lem. 3.1) is adapted to our setting:

Lemma 5.3. Let us assume that for ® € L3 (0,T), for f = {f(t,s), 0 <t <s <T} such that

T T
E/ / |f(t,5)]*1s>;ds < 400,
o Jo B
and for some (Z,U, M) is in H2(0,T), the next equality holds for almost all t € [0,T
T
t

Y (t) _<I)(t)+/tTf(t,s) ds+/ Z(t, s) dWer/tT/m Ult, s, 2)7(ds, dx)Jr/tT AM(t, s).
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Then
1 T
SO < BT B0 + B / £ (2, 5)[2 ds
t
and

T T T
EE/ eBS|Z(t,s)|2ds—+—]E}-f/ S A(M(t,))s.s —i—Eft/ eﬁs/ |U(t, s, x)|*n(ds, dz)
t t m

t

1 T
geﬁTEf‘\q>(t)|2+EEft/ P (1, 5)|2 ds.
t

Proof. The proof is an adaptation of the arguments of [44], together with [23, 24], and is set out in the appendix

(see Sect. A.3). O
Now the proof of Theorem 3.11 is presented, following the outline of the proof of Theorem 2.4 in [44].

Proof. From our assumptions, the solution (Y, Z, U, M) belongs to &?(0,T) with p > 2, thus in &2(0, 7).

Step 1. Consider for a fixed ¢ in [0, T]:

T
Xi(u) =E <I>(t)—|—/t f(t,s)ds

]-"u] , welo,T].

From our assumption, u — X;(u) is a cadlag LP-martingale. For 0 <¢ < ¢ < T, Doob’s martingale inequality
implies

E| sup [Xi(u) — Xp(u)[”

w€e[0,T]

< CE[|1Xi(T) — Xp(T)|"]

< CE[|(t) — o(t)]"]

/t f(t,s)ds
t

p

] <[ —tP'E l

< G|t — ',

p

+CE +

|

T
/t () — £ )] ds

] |

Holder’s inequality leads to:

d

T
/ F(t,5)[Pds

/tt/ f(t,s)ds

Hence our setting implies:

E [ sup | X¢(u) — X (u)]”
w€[0,T]

Since ap > 1, if X = (Xy, t € [0,T]) is considered as a process with values in the Skorohod space D([0,7]; R?)
equipped with the uniform norm, which is a complete metric space, then the Kolmogorov continuity criterion can
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be applied (see [36], IV.Cor. 1 or [38], Thm. 1.2.1): there is a continuous version of t € [0, T] — X; € D([0,T]; R?).
In particular a.s. t — Y'(t) := X,(t) is cadlag:

Y (t) =Y ()] < [Xe(t) = Xe ()| + | Xe(t') — Xo (¢)]
< |Xe(t) = Xe()[ + sup [Xi(s) — X (s)]-
s€[0,T]
Note that
Xi(u) = X (0) + /Ou Z(t,s)dW, + /OU /m U(t,s,z)m(ds, dz) + M (t,u)
= X;(0) + M*(t, u).
Using the BDG inequality (p > 2), we have
E [(<Mﬁ(t, = M, ')>0,T)p/2] < CE [|Mﬁ(t,T) — Mﬁ(t/,T)|p}

< C(E[1X:(0) = Xp (0)["] + E[|X(T) = X¢ (T)["])
< Clt—t'P.

And

E [(<Mﬂ<o, ->>0,T)p/1 < CE[|MF(0,7)[] < CE[|Xo(T) — Xo(0) "

T P
< CE (@(onu (/O |f(0,s)|ds> ) <C.

Recall that space H? is a Banach space (see [10], Sect. VIL.3 (98.1)-(98.2) or [36], Sect. V.2). If we consider
t = MF(t,-), this map defined on [0, T] takes values in space H2. Applying the Kolmogorov continuity criterion
(see again [38], Thm. 1.2.1) leads to:

p/2
E ( sup <Mu(t,-)>0’T> <C. (5.19)

te[0,T]

Step 2. Assume that f depends only on z and . Let us define Zy(t,s) = 0, Uy(t,s) = 0 and recursively for
n>1:

Y. (t) = / flt, s, Zn—1(t,8), Un—1(t, s))ds/tTZn(t,s)dWs

// n(t, s, )7 (ds, dz) — /dMn(t,s).

Arguing exactly as in [44] yields to: for any n > 1

E [(<Mi<t, ) = M, ')>0,T)p/2] < Cplt — |,
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P/2
E ( sup <Mi(t,-)>0T> < C,,

t€[0,T)

t— Y, (t) is cadlag.

Let us now prove the convergence of Y,,. Using Lemma 5.3, conditions (H2) and (H3*), we obtain
T
P Y1 (t) — Yo ()] + BT / % Zpi1(t, 8) — Zn(t,s)|* ds
¢
T
A7 [ Ut )~ Un(ts, )y ds
¢

T
+E7 / e A(Mp i1 (t,-) = My (t,-))es
t

1 T
< —21[3;’*/ P2 f(t, 8, Zn(t,s),Un(t,s)) — f(t, 8, Zn_1(t,s),Un_1(t,s))|*ds
B ¢
2K? r
< B7 [ 5 (120(t:5) = Zua (6.9 + [Un(t5.) = Una(ts.) By ) s,
t

Using inequality (5.2), taking 3 large enough (greater than 4(K2K3), where K comes from (H3*) and K, from
(5.2)) and iterating the previous inequality leads to:

T
LY 1 (t) — Yo ()] + BT / %) Zi1 (t,5) — Zyn(t,s)]* ds
t
T
LR / Ui (b5, ) — Un(t, 5, )| ds
t 123
T
+E / €% A(Mpya(t, ) — Ma(t,))us
t
<5

1 T
< 5B [ (12t5) = Zalts) + U5, = V(e )y )
t K

First taking the expectation and integrating w.r.t ¢ € [0, 7], the convergence of (Z,,,U,, M,,) in H? is deduced.
Then

p/2
1 T
B| sup Vs = Vol | < 5B | sup (B[ e (1200t o) + U,y ) ds
t€[0,T) 2np t€[0,T) t "
< —E| swp B,
onp/ te[0,7]
where

T
e= swp [ e (Zut )P+ [Ua(ts IRy ) d,
t

te[0,T)
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From (5.19), E(¢7/?) < 400 and t +— E7#(¢) is a martingale. By Doob’s maximal inequality

E| sup [Yny1(t) — Ya()P

te[0,T]

< onp/2 i

sup (E]:’f) P/2]
te[0,T

eBrT /2 C
< ComE €] < o

where constant C' does not depend on n. Thus there exists a cadlag adapted process Y such that

lim E

n—-+oo

sup |Yyp(t) =Y (@)
t€[0,T

=0.

As an immediate consequence, the limit is the unique solution in &2(0,T) of the BSVIE

Y () :<I>(t)—|—/T f(t,s,Z(t,s),U(t,s))ds—/TZ(t,s) aw,
—/t - Ul(t,s,z)m(ds, dz) —/t dM(t, s).

Step 3. Assume that f now also depends on y. Let us define Yy(¢) = 0 and for n > 1:

/ftsYnl) L (6,5), Unt, >>ds—/TZn<t,s>dWs

// w(t, s, x)7(ds, dr) /ths

We know that ¢t — Y, (¢) is cadlag. Using Lemma 5.3 again, we obtain:

T T
WO +E [ HIZ, )P ds B [ s ds
t t
T
SB[ A0 1) < TR R0
t
4K?

T
BT [ (1P + Y 9F + 1290 + U5, ) s
¢ H

Thus for 8 = 8K2K?3 (again K coming from (5.2)):
1 T
O + 587 [ (Zalts )+ Ut I ) d
t
1 T
+§E]:t / eﬁs d<Mn(ta ')>t,s
¢

1 T
< STEZ0(1)? + B / ¢ (1f°(t, ) + [Ya-1(s)[?) ds.
t
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Set

(1) = e

sup |Yi(s)|”
s€t,T]

Then

p/2
hn(t) < sup E <sup efs |Yk(s)|2>

1<k<n selt,T]

p/2 T p/2
< CE <sup EF‘S|<I>(5)|2> +CE (SHP EF‘S/ 65“|f0(57u)2du>

s€t,T) s€(t,T]

. p/2
+C sup E (Sup ]Ef‘“/ €Bu|Yk1(U)|2d“>
S

1<k<n s€(t,T]

p/2
< CE sup E7: sup |®(r)|?
s€t,T] r€[0,T]

T p/2
+CE (sup E”* sup / €ﬁu|f0(7“7u)|2du>
1Jr

s€[t,T] relt,T

p/2

T
+C sup E sup IEFS/ P Yy_1(w))? du
1<k<n s€t,T) t

By Doob’s maximal inequality

p/2

hn(t) < CE( sup |<I>(s)|p> + CE ( sup / |f0(s,u)|2du>

Se[th] SE[t,T]

T
+C sup E (/ Ykl(u)|2du>
1<k<n t

Since p > 2, by Jensen’s inequality,

p/2

ha(t) < C + c/tT | ()] d.

Gronwall’s inequality leads to

sup El sup |Yi(s)|’| <C

1<k<n |[s€[0,T)
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for any n, that is

sup |Yi(s)|’| <C.

s€[0,T)

sup E
neN

By Lemma 5.3, for almost all ¢ € [0, T]

T
LY, (1) — Vi (D)]? < CIEft/ PV, _1(s) — YVin_1(s)? ds.
t

Define

h(t) = limsup E

m,n—+0oo

sSup ‘Yn(s) _va(s)‘2 '
s€[t,T]
Arguing as above, with Fatou’s lemma and the previous uniform (in n and s) estimate, we get
T
ht) < c/ h(s)ds —> h(t) = 0.
t

Hence there is a cadlag adapted process Y such that

lim E | sup |Y,(s)—Y(s 2l =o.

lim_ Le[o,T]| ()= Y (5)

And from the above estimate, E [ sup |Y(s)[”| < oo. This achieves the proof of Theorem 3.11. O
s€[0,T]

5.3. Existence and uniqueness for the Type-II BSVIE (1.7)
Coming back to BSVIE (1.7) and Proposition 3.12, suppose that ® € L% (0,T), that (H2), (H3*) and

(3.16) hold™:
T T 2
E 0 ds| d .
/0 </t lFo(t, 8)] s) t < 400

From Theorem 3.9, BSVIE (1.7) has a unique adapted M-solution (Y, Z,U, M) in &2(0,7T) on [0, T]. Moreover
(3.17) holds.

Nonetheless a direct proof could be given, following the outline of the proof of Theorem 3.10, that is of
Theorem 3.7 in [46]. The modifications are quite obvious. In Step 1, fix ® € IL%_—T (S,T) and (y,¢,v,m) € &%(S,T)
and consider the BSVIE on [S, T

T T
Y(t)z(b(t)—l—/t f(t,s,y(s),Z(t,s),((s,t),U(t,s),u(s,t))ds—/t Z(t, 5) AW,

T T
—/ Ul(t,s,z)m(ds, dz) —/ dM(t, s). (5.20)
R™ ¢

t

Again the space ) in (H2) is replaced by ]Li in this case.
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We apply Lemma 5.1 and inequalities (5.13) and (5.14) become

[ijQHth+/§ﬂ<lqyzanﬂ2m> mw%Lj(m4@,»mT>m
+LT<ATMKtﬂﬁyh>d%

< CE Kj“””ﬁﬁ*iéT([TU“@TNwJQdV+Afva%h
+/ST (/tT|C(r,t)|2dr> dt+/ST (/tTl/(r,t)HH%a dr) dt}

E

and

E

|aY(t)\2+/S |aZ(t,r)|2dr+<0M(t,-)>s,T+/S /m U (t,r, 2)|*x(dr, dx)}

( [ |ay<r>|2dr> ¥ ( [ (petenr + 1oz, d)] .

The second step remains unchanged, whereas in the third step, Lemma 5.2 is used, with

< CK*T - S)E

3ty s, 2,u) = f(t,5,Y(s), 2, Z(s,t),u,U(s,t)), (t,s 2u)€[R,S]x[S,T]xRFx Li.
The last two steps are almost the same; the modifications are straightforward.

6. COMPARISON PRINCIPLE

In this section, dimension d is equal to one. Our goal is to extend some results contained in [42]. Note that
the comparison principle for BSDEs has been proved in [23, 24] in the quasi left-continuous case (see also [11],
Thm. 3.2.1 or [34], Prop. 5.32). In Theorem 3.25 of [31], the comparison principle is established for the BSDE:

T T T T
)/t = E +/ f(57Ye—a Zs:Us('))st 7/ Zs dX;) */ Ug(I)%h(dS, dx) 7\/ dMg
t t t t

Compared to BSDE (1.2), the difference is that f depends on Y;_, instead of Y. This property is crucial in
[31], since they have to take into account the discontinuity of B. Before stating the comparison principle, let us
recall that a generator f can be “linearized” as follows:

f(wv 59, Z,’LLS(OJ; ) - f(wv S,y/, Z/vuls(w; )
= /\S(W)(y - yl) + ns(w)bs(w)(z - Z/)T + f(wa 5Y, %, U()) - f(w7 5Y, %, u/('))'

See Remark 3.24 of [31]. Let us emphasize that A and 7 also depend on y,y’, 2z, 2/, u, v/, c. In particular A and
n are not predictable if they depend on Y;. This is the reason why the previous BSDE (and not BSDE (1.2))
is studied for the comparison property in [31]. Nonetheless to simplify the notations and when no confusion
may arise, we omit this dependence. If (F2) holds, |A\s(w)]? < w,(w) and |ns(w)|? < 0S(w) dP ® dB-a.e. on
Q x [0, T]. The comparison principle is the following (similar to [31], Thm. 3.25).
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Proposition 6.1. Fori = 1,2, let (Y, Z!, U*, M*) be solutions of BSDE (1.2) with standard data (X, B, &%, f%),
that is (F1) to (F4) hold. Assume that

(P1) X° and B are continuous.
(P2) Generator f* is such that for any (s,y, z,u,u') in Ry x R x RF x § x ), there is some map x € H>% with
A(kx78) > —1 on [0,T] such that dP ® dB-a.e. (w,s), denoting du = u — u’

Frw s,y zu() = 1w sy, 2,0 () € Ko@uy()rs()):

If &1 <€ as., and f1(s,Y2,22,U2) < f%(s,Y2,Z2,U%) dP ® dB-a.e., and if the stochastic exponential E(n
X° + kx71) is a uniformly integrable martingale, then we have P-a.s.: Y;* < Y2 for any t € [0,T).

Proof. Set out in the appendix. O

Note that the continuity of X° is also supposed in Theorem 3.25 of [31]. Hence if we consider BSVIE (4.4)
where generator f does not depend on y, ¢ and 6:

Y(t) = /ftsZts)U(ts dB; / Z(t,s)dX;

// Ul(t,s,z)m(dz, ds) /ths

Proposition 6.2. Fori=1,2, let f': Q x A°(0,T) x R* x $§ — R satisfy (H2) and (H3). Moreover a.s.

the comparison principle holds.

Lt s, z,u) < f2(t, s, z,u), Y(t, s, z,u) € A°0,T) x R* x §.

Assume that (P1) and (P2) hold. Then for any ®' € L. (0,7) with ®O(t) < DL(t) a.s., t € [0,T], solutions
(Y4, Z1 ', M) of (4.4) verify

Yi(t) <Y3(t), a.s., te[0,T)].
Proof. Let us consider \(t, -) solution of the parametrized BSDE (4.3) with data (¢, f*). From Proposition 6.1,
we obtain that a.s. for any s € [t,T], AL(t,5) < A\%(¢, s). Sending s to t, since Y(t) = \(t,t), the desired result
follows. =

Nevertheless to extend this result for generators depending also on y, in Theorem 3.4 of [42], f is supposed to
be bounded (from above or from below) by a non-decreasing w.r.t. y generator. The next proposition extends
this result to our setting.

Proposition 6.3. Assume that the setting of Theorem 3.3 holds and consider two generators f* : Q x A¢(0,T) x
R = R, i = 1,2, satisfying (H2) and (H3). Suppose that a.s. for a.e. s € [0,T] and for any 0 <t < s and any
(y,2z,u) €ER x R¥ x §:

Ut sy, 2,u) < f(t sy, z,u) < f2(L s,y 2,u). (6.1)
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Driver f also verifies (H2)-(H3) and y — f(t,s,y,z,u) is non-decreasing. If a.s. for 0 <t < T, ®2(t) > ®1(¢),
then the corresponding solutions of BSVIEs (1.5) with generator f, verify for any t € [0,T):

Y2(t) > YHt), a.s.

Proof. Since the arguments of the proof are almost the same as in [42], the details are referred to the appendix. O

If drivers f! and f? cannot be “separated” by a non-decreasing generator f, the restriction to half-linear
generators is introduced as in Theorem 3.9 of [42]. Hence suppose that generator f is linear w.r.t. z and :

(b 5,9, 2,0) = g(t, 5,y) + h(s)bsz + K, (ul-)rs (), (6.2)

where h is a process bounded by 6° and k : Q x [0,T] x R™ — R is progressively measurable and such that
(P2) holds. Our comparison result is an extension to the jump case of Theorems 3.8 and 3.9 of [42] for BSVIE
(1.5) where f is given by (6.2). The main difference comes from the free terms. Indeed in [42] where B, = t, free
term @ is supposed to be in Cx,([0,T],L*(Q)) (see the functional spaces defined in Sect. 5.2). Hence for any
partition IT = {t5, 0 <k < N} of [0,T], if

N
(I)H(t) = Z¢(tk}_1)1(tk—lytk](t)7 (6'3)
k=1

then by uniform continuity, there exists a modulus of continuity p such that

sup E|[01(1) —@(t)[*] < sup E[lo@) - o(t)*] < p(I]).
te[0,T) [t—t'|<||TT]|

|III|| is the mesh of the partition. In our setting, we cannot separate ¢ and {2, since B is random.

Proposition 6.4. Consider two drivers g* : Q x A¢(0,T) x R — R satisfying (H2). Suppose that for dP ®
dB-a.e. (w,s) € Q@ x[0,T) and for any 0 <t <7 < s and any y € R:

gt s,y) — g'(t,s,y) > ¢°(1,5,9) — g (1, 5,9) > 0. (6.4)

Moreover for either i =1 ori =2

(9" (t.s,9) — 9" (s, Ny — o) = (" (7.8,9) — g' (T, 5.0/ )y — o) (6.5)

again for dP ® dB-a.e. (w,s) € Q x [0,T] and for any 0 <t <7 < s and any y,y" in R. Furthermore there
exists a continuous non-decreasing function p : [0,T] — [0, +00) with p(0) = 0 such that a.s. for a.e. s € [0,T]
and for any 0 < t,¢ < s

l9°(t, s,y) — g'(t,s,4") — g" (', s,9) + g' (', s,9)| < p(jt —¢']) x |y — ¥/]. (6.6)

Suppose that the difference of the free terms 0® = ®2 — ®! satisfies:

lim E

T BA I
i / P4 (00" (¢) — 29(t)) dA¢| =0, (6.7)

0




190 A. POPIER
where 9@ is defined by (6.3). If a.s. for0 <t <7 <T,
P2(t) — (1) > (1) — ®(1) >0, (6.8)

then the corresponding solutions of BSVIEs (1.5) with generator f* given by (6.2) with g* instead of g, verify
for AP ® dB-a.e. (w,t) € 2 x [0,T]

Y2(t) > Yi(1).

Proof. Let us first copy the arguments of the proof of Theorem 3.9 in [42]. Suppose that g' is differentiable and
(6.5) holds for ¢ = 1. Then

T
Y2() = V(1) = B2(1) — 9L (1) + /t [42(t, 5, Y2(s)) — g (¢, 5, Y*(s))] dB,

+/TL t,s)(Y%(s) — Y'(s))dBs +/T h(s)bs(Z2(t,s) — Z'(t,s)) dX?

!

+/ / k(s,x)(U%(t,s,2) — U(t,s,2))Ks(dz) dB,
t m
T
/Z2ts — Z'(t,5))dX?2 — // 2(t,s,x) — (L, s,2))7(ds, dz)
t m
T
d(M?(t,s) — M*(t,s)) (6.9)
where
1 2 1 1
g (t,s,Y"(s)) —g (t,5,Y"(s))
L(ta S) = YQ(S) y1 (S) ]-YQ(S);éYl(s)a 0<t<s<T.

From (H2), L is bounded by w(w,t,s). In other words we need to prove that the solution of the BSVIE

Y (1) = 0B(1) + / " Lt sy (s) dB. / " oar(s)
+/T h(s)bs0Z(t, 5) dB, — /T 27 (1, 5) dX°

/K UL s, ) dB, — //maUtsx) (ds, da)

satisfies: for any t € [0,T1], a.s. 0Y'(¢) > 0. Here

T
2D(t) = D3 (t) — d(1) —|—/t [gZ(t,s,Y2(s)) - gl(t,s,YQ(s))} dB;.

From our assumptions (6.4), (6.5) and (6.8), for 0 <t <7 < T, 0®(¢) > 20®(r) > 0, L(t,s) — L(1,s) > 0 and
from (6.6)

|L(t,s) = L(t', s)| < p(|t = 1')).



BACKWARD STOCHASTIC VOLTERRA INTEGRAL EQUATIONS 191

Now following the proof of Theorem 3.8 in [42], consider a partition II = {tx, 0 < k < N} of [0,7] and
assume first that

N
ZL tk 1,98 tk 1tk/\s] Z¢k1(tk 17tk]
k=1

where LU still satisfies L'(¢,s) — L(7,s) > 0 and ¢, are Fr-measurable r.v. such that

p1>¢2> ... > on_1 > on > 0.

Let (YU(.), Z"(.,-),U"(-,-), M™(-,-)) be the solution of the BSVIE:

YUt = oM(t) + /T {LH(LS)YH(S) + h(s)bs ZM(t, s) + Ky (r(s, )UM(t, s, .))} dB,

_/tT 21, 5) dX;’—/tT / Ut 5, 2)7( ds, dm)—/tT AMU(2, 5). (6.10)

Introduce the BSDE

Volt) = on+ [ [Eltor V(o) + hs)buZn(s) + Ro((s, Wi (5. )] 4B,

—/ Zn(s)dXy //UNsx (ds, dz) /dMN
t m

Then for ty_1 <t <s<T,
(Yn (), Zn(s),Un(s,€), Mn(s)) = (Y(s), Z'(t, s), U (¢, s, e), M'L(t, 5))

solves BSVIE (6.10) on the interval (t5_1,ty]. By the uniqueness of the solution and the comparison principle
for BSDE, we obtain a.s. for any s € (ty_1,tn], Y (s) = Yn(s) > 0. Since all martingales are cadlag processes
and since B is continuous (Hyp. (P1)),

V) =ox + [ [Eltxon Y1) + ()b Zn(s) + Ruls, )V (5,))] dB.

tN—1

T T T
—/ Zn(s) dxg—/ Un (s, 2)7(ds, dx)—/ dMy(s) > 0.
tN—1 tN— R™

tN—1

Now the BSVIE on (ty_2,tn—_1] can be written as follows:

T
YU(t) = py_1 +/ [L(tN_2, $)Y(s) + h(s)bs Z"(t, 8) + K4 (k(s, U (t, s, .))} dB,

T T T
7/ Z(t, s) ngf/ / UN(t, s, 2)7( ds, d:c)f/ dM™(t,s)
t t m t

T
w1 ow YU ) + [ (Llv-2,9) -~ Litx-1,9) V() dB.

tN—1
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T
+/ bs [Z2"(t,s) — Zn(s)] dBs — / (Z"(t,5) — Zn(s))dX2
J; 1 R N 1
+/ K, (k(s, ) (U (t,s,) = Un(s,"))) dBs
/t /Rm (t,s,2) — Un(s,2)] 7(ds, dz) — /t d(M™(t,s) — My (s))
+/tN 1 [L tn_a,8)YT(s) + h(s )bSZH(t,s)+I?S(n(s,-)UH(t7s,~))} dB,

/ Tt 6) X2 — / /mUHtsx 2(ds, dr) — /_dMH(t,s).

Now consider the terminal condition

T
e = bt —bn + YL ) + / [L(tn—2.8) — L{tn-1,5)] Y(s) dB,

tN—1

and solution (}N/N, ZN, Tj’N, MN) of the linear BSDE on [tn_1,T]:
~ T ~ o~ ~
Tult) = 6+ [ (Mo Zn (o) + Rol(s.)0x(t.5.)] 4B,

_/t Zn(s)dX? — //mUNts:z: “(ds, dz) — /tTdMN(S)~

By our conditions, £n is non-negative and thus a.s. }N/N(t) > 0on [ty—1,T]. The uniqueness of adapted solutions
to the BSVIE leads to:
Z0(t,s) = Zn(s) + Zn(s), U™(t,s) =Un(s) +Un(s), M"U(t s)=My(s)+ My(s)

for (¢,s) € (tn—2,tn—-1] X (tn—1,tNn] and our previous BSVIE becomes

YU(t) = Ve(tw 1) + / [E(ty2,5)Y™(5) 4 hls)b 278, ) + Ko (s(s, ) U1, 5,))| B,

tN—1 tN-1 tN—1
—/ Z“(t,s)dxg—/ / UN(t, s, 2)7(ds, dw)—/ dM(t, s).
t t m t

Again we solve the BSDE:

Yn_1(t) = Y (tn_1)
+ / B |L(tn2.8)Yn-1(s) + h(s)bsZn 1 (t ) + Ko (n(s,)Un-1(t,5,2)| dB,

tN 1 tN—1
7/ Zn-1(t,s)dX; — / / Un-1(t,s,x) (ds dzx) — / dMpy_1(t, s)
t m t

on [ty—_2,tn—1] and by the uniqueness and the comparison principle for BSDE, we deduce that

YU =Yn_1(t) >0, t€[ty_o tn_1]
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By induction we obtain that Y'(¢) > 0, ¢t € [0,T].
From Theorem 3.3, the stability estimate for BSVIE yields to:

T
eﬁAt T o 2 .
E M Y)Y (5)]2dA

< J(BE /O ' P |0 (t) — @(1)* d4,

T T _ 2 2
[ [ o ) LW 4 g
0 t Qg

+e¢7(B)E

From the time regularity condition for L, |L"(¢,s) — L(t, s)|* < p(||1||)?. Condition (6.7) implies that

T
lim E / A Y — Y (1)2dA, | =
ITT]|—0 0
The conclusion of the proposition follows and this achieves the proof. (Il

Comparison principle in the It6 setting

In the framework of Section 3.3, the results of Propositions 6.3 and 6.4 remain true here. Condition (6.7)
holds in this case if free terms ®° belong to C([0,7],L2(12)), as in [42].

The duality principle of linear stochastic integral equations (see [45], Sect. 4) plays an important role for
comparison principle or optimal control problem (see [46], Sect. 5). This result is based on the notion of FSVIE
(see among many others [5, 6, 20, 21, 33, 35]). In [45, 46], the next FSVIE is considered: for ¢ € [0, T

X(t) =0(t)+ /OTO(ts ds—l—/ ZT (t, )X (s) dW;(s),

where Y; (-, ) € L>=([0, T]; Lg° (0, T; R4*4)) for s = 0,1, ..., k. It means that T; : Q x [0,7]? — R?*4 is bounded,
Fr ® B([0,T)?)-measurable and for almost all ¢ € [0,T], Y;(t,-) is F-adapted. Then for any ¥ € L%(0,7;R?),
there exists a unique solution X in L% (0, T;R9).

Here the next extension is studied: for ¢ € [0, T

+/tT0(t7s)X(s)ds+/ ZT t,5)X (s—) dW;(s)

/ /m =(t, 5, 2) X (s—)7(ds, dz). (6.11)

The same conditions on the Y; are kept. We assume that = : Q x [0,7]2 x R™ — R? is bounded and such that
for almost all ¢t € [0, T, E(, -, -) X (-) 7 is well defined. Since we are interested in cadlag processes X, we use the
setting of Condition 4.1 in [35]. Hence we also suppose that T; and E are differentiable w.r.t. ¢ with a bounded
derivative (uniformly in (w,t, s)). Thus we can apply ([35], Thm. 4.3): if U is a cadlag process, then there exists
a unique cadlag solution X of the previous FSVIE. The key point is that X is a cadlag process, hence for a.e.
tel0,T], X(t) = X(t—).
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Lemma 6.5. Let ¥(-) € L2(0,7;R%) ND2(0,T) and ®(-) € L2((0,T) x 4 R?Y). Let X € L%(0,T;R?) be the
cadlag solution of the linear FSVIE (6.11). We also consider the BSVIE:

Y(t) = () —/t Z(t,s)dW, — /t - Ul(t,s,z)m(ds, dz) —/t dM(t,s)

T k
+/ To(s,t)TY(s)—|—ZTi(s,t)TZi(s,t)+/ E(s,t,x)TU(s,t,x)u(dx)] ds.

m

Then
T T
]E/O (W), Y (1)) dt:E/O (X (1), B(t)) dt.

Proof. The arguments are the same as [30, 46] and are based on the orthogonality of W, 7 and M. Details are
skipped here. O

Let us emphasize that the role of the cadlag property of X is important here. Thus it should be possible to
relax the regularity assumption on the coeffcients Y; or = of the FSVIE. But as for a BSVIE, the regularity of
the paths of X is neither a direct property nor an easy stuff.

Note that the extension of the duality result to the setting of Section 4 is an issue. Indeed a solution for the
Type-II BSVIE (1.4) is first needed. But the orthogonality between B, X°, 7% and M is much more delicate
and several simplifications are not true anymore with these processes.

With the previous duality result, it is possible to extend the comparison principle for M-solution of a Type-II
BSVIE of the form:

T T
Y(t) = o(t) —&—/t (g(t,s,Y(s)) +C(s)Z(s,t))ds —/ dMA(t, s).

t

Up to some technical conditions, one can follow the scheme of Theorems 3.12 and 3.13 in [42].

APPENDIX A.

A.1 Proof of Lemma 3.2
Recall that for § < v < :

11 e(Y—9)f

The lemma states that the infimum of IIf (v, ) over all § < v < f is given by M(8) = IT}(3, §*(3)), where 6* ()
is the unique solution on (0, 8) of the equation:

11(8 — )2 — 9eP=2(§(B —2) — 1) = 0.
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For any fixed v € (0, §], since

lim IT7 (v, §) = lim IT7 (v, §) = +o0,
§—0 =y

there exists a 6*(y) € (0,7) such that

Hf(é*(’}/)vé): inf Hf(’}/v(s)a

0<o<y

and §*(7y) is the critical point of

o11f 11 e(Y—9)f
—(7,0) = —— — (= -6 1
that is
11 e(r=0"(M)f

BCHC) MG o AL R

Note that necessarily

(’y;>\/0<5*(’y)<’y.

Let us differentiate w.r.t. :

ottt B 1 1 e(r=0)f
o 1:0) =901 (1 ) —0 e (i - ) - 1),

Hence a critical point should satisfy:

It is admissible if and only 8 > 1/f.
— Assume that § > 1/f. Then

11
W(3*(5),6) = 5+ 9ef.
This quantity has no critical point on 0 < § < v < 8. Hence the infimum is attained on its boundary.
— If Bf < 1, the partial derivative w.r.t. v remains non-positive. There is no critical point in this case. And
again the infimum is attained at its boundary.

The cases where one among § or =y goes to zero or where their difference goes to 0, lead to the value +oco. The
only remaining case is therefore 0 < § < v = 8. Then the minimum is attained at §*(8) and the infimum is
equal to

; _ 11 e(B—0"(B))f
M) =55 o)
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Let us recall that §*(3) is the unique solution in the interval ((8 — 1/f) V 0, 8) of the equation
11(8 — )2 = 9eP=2(§(B —2) — 1) = 0.

Now let us compute the limit as 8 goes to co. Since 6*(8) > 8 — 1/, limg_, 1o 0*(8) = +00. Hence since 6*(5)
solves the previous equation, dividing by z2, we obtain that

11 (6 — 0" (8)

2
—(B=57(8)) = 5

Thus limg_, (8 — §*(B)) = % Thereby limg_, 1o M(3) = 9¢f.

A.2 Comparison principle (Sect. 6)
A.2.1 Proof of Proposition 6.1

This result is a comparison principle for the BSDE (1.2), where X° and B are continuous (assumption (P1)).
The proof follows the arguments of Theorem 3.25 in [31]. Nonetheless since B is supposed to be continuous,
there are some important simplifications.

Let us define

Y, 0Z, oY, 0M,0¢) = (Y - Y2 2t — 22 U —U?, M — M2 ¢! — £2)
and
afsl = fl(SaYslf’Zsl’Usl) - fl(svys{’ZgaUsz)» astQ = fl(S’Ys27Z32’U52) - fZ(S’YsZ’ZiUS2>'

Let us stress that in 0f!, we consider Y/ and not Y. For a non-negative predictable process v, define v =
fd s dBs. Define £(v); = exp(v;). The It6 formula gives:

T T
E(v)0Y; = E(v)70€ +/ [EW)s—(0f3% +0f)) — 7s0Y,_] dB, — / E()s_0Z,dX;

t

—/T E(v),_dU,(z) d7*(ds, dx)—/TE(v)S doM,.
t R™ t

See Theorem 3.20 of [31] and note the modification due to the continuity of B. Let us also emphasize that the
continuity of B also leads to:

T T
/f1<s,Y:,Z;,U3>st:/ fi(s, YL, 2} Uy dB,.
t t

Namely we can use this predictable version of the driver in BSDE (1.2). This property fails in general and this
is the reason of the Section 3.6 in [31]. Anyway the linearization procedure for §f! implies that

ofsl = ASa)/S— +778b"‘aZ;r + fl(SaYSZ—a Zs27 Usl) - f1(57)/s2—7Z§a Uf)
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where A is a one-dimensional predictable process s.t. [As(w)| < wl(w) and 7 is a m-dimensional predictable
process such that |n|? < 01°, dP ® dB-a.e. (using (H2) for f!). Let us choose v = A and from (P2)

T
E(0) Y, < E(v)706 + / [£(v)._0f1?] dB,
T ' T
+/ E(v)s_nsb0Z] dBS—/ E()s 0Z,dX?
t t

T T
+/t EW)s_ K, (0U,(-)k4(-)) dB, —/ RmE(U)S_DUS(x) d7(ds, dz)

t

T
—/ E(v)s— dOMs.
t

Now by the Girsanov transform, if QQ is the probability measure defined by:

dQ
—~=E(n-X°+rx71),

=& X0+ RxT)

where €£(v) stands for the stochastic exponential operator, then the assumptions on x imply that Q is equivalent
to P. Taking the conditional expectation under Q in the previous inequality yields to

T
E(v)0Y; < EQ lé’(v)TDE—i—/ [E(v)s—0fa?] dBS‘]-} <0.

The details concerning the disappeared martingale terms can be found in the proof of Theorem 3.25 in [31].
Hence the conclusion of the Proposition follows.

A.2.2 Proof of Proposition 6.3

The arguments are the same as for Theorem 3.4 in [42]. Let us consider the unique solution in 6%(AC) of the
BSVIE:

T T
v() :6(t)+/ f(t,S,Y(s>,Z(t,s),U(t,s))st—/ Z(t,5)dX?
tT . t
7/ Ul(t,s,z)7(dx, ds) 7/ dM(t,s), (A1)
t R™ t

together with the solution of:
Yi(t) = ®(t) +/ f(t,s,Yo(s), Z1(t, s), Ui (t, s)) dBs —/ Z1(t,s)dX{
t t
T _ T
—/ O (t, 5, 2)7( dz, ds) —/ AN (L, 5),
t JRm t

where Yy = Y2. Since

F(t, s, Yo(s), z,u) < f2(t, s, Yo(s), z,u), D(t) < D(1),
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from Proposition 6.2, there exists a measurable set 2} verifying P(Q2}) = 0 such that
Vi(w,t) < Yolw,t), weQ\Ql, tel0,T].

Then consider the BSVIE

Yy(t) = Bt / F(t,s,Y1(s), Zo(t,s), Us(t, s)) dBs — /TZQ(t,s)dxg

//Ugtsx (dz, ds) /dMgts

The previous arguments show that for any ¢ € [0, 7], there exists a measurable set Q? verifying P(Q2?) = 0 such
that

Yao(w,t) < Vi(w,t), weQ\Q2 tel0,T).

By induction, a sequence (Yi, Zy, Uy, Yi) € G%(AC) and QF satisfying P(QF) = 0 can be constructed

T
Yi(t) = / Ft,$,Yi_1(5), Zi(t, s), Up(t,s)) dBs — / Zi(t, s)dX?
/ /m Ui(t, s, z)7(dz, ds) — / dM(t, s),
and for any ¢t € [0,7] and w € Q\ (Uk21 Qf)
YQ(wat) > )71(wat) > ?Q(Wat) >

The set Uk21 QF is a P-null set. And using Lemma 4.2 and inequality (4.11) yields to:

T T T .
E / ePA YL (1) — Yo(t) 2 dA, + / e(B=0)A: / %4 d Trace(ME (L, -)) s dA,
0 S t

T T
/ e(ﬂ*tS)At/ e ﬂdB dA,
0 t Oés

< SI(BE

)

with

f(tv S) = f(ta S, i;kfl(s)’ Zk(tv 8)7 ﬁk(ta 5)) - f(tv S, }N/Efl(s)» Zk(tv 3)7 ﬁk(t’ S))

Condition (H2) on f leads to

T o~ ~
E l / ATy (1) — Va(t) 2 dA,
0

<SIHE VOT Vi (1) = Vera () Ay
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From hypothesis (3.5) of Theorem 3.3, sequence (}7;€7 Zk, ﬁk, ffk) is a Cauchy sequence in 6%(AC), converging to
solution (Y, Z,U, M) of BSVIE (A.1). Thereby for any ¢ € [0, T]

Similar arguments imply that Y'1(t) < Y (¢) and achieve the proof of the Proposition.
A.3 LP-continuity

If (Y, Z,U, M) solves BSVIE (1.6), then taking h(t,s, z,¢) = f(t,s,Y(s), 2,7) and using estimate (5.6) of
Lemma 4.1, we have:

ya
2

T
E |Y<t>|p+</s |Z<t,r>2dr> (M) s )

T 5 T p
+ (/ / U(t, 7, z)|*(dz, d?")) <CE ||[2(®)[" + (/ Ih(t,T,O,O)IdT> ]
s s
Since f is Lipschitz continuous, taking S = t, the Gronwall inequality leads to
v : e :
E ||y () + ( / Z(t,r>|2dr> (M) + ( [ [ wtrapaas dr>)
t t m

T p T p
<CE l|<1>(t)|p+ </t |<I>(r)|d7"> + (/t |f0(t,r)dr> ] )

Under our stronger integrability conditions (3.14) (3.15) for f° and ®, a stronger estimate on (Z,U, M) is
derived:

(S

D

sup E (/t Z(tﬂ")|2dr> + (Mt ))er)® + (||U(t»')\|n2,3,(t,T)> < +oo.

te[0,T)

(SIS

This property is important to get the cadlag in mean property of Y.

Lemma A.1. Assume that (H2) and (H3*) hold. Then the solution of BSVIE (1.6) satisfies: for any (t,t') €
[S,T] and if tx =t At and t* =tV '

E[Y(t) - Y ()]

L p/2 T p/2
+E < |Z(t, ) — Z(t’,r)|2d7‘> + (/t |Z(t, ) — Z(t’,r)|2dr>

S’ *

p/2

48 | (M0 = M, )" (100 = M)

[ p/2 p/2
+E | (Ut ) = U Rasey)  + (10 =UE B2 m)) ]
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(/t |h(t,r,Z(t,r),w(t,r))|dr) ]
i ~ p/2
(/t |Z(t,r)|2dr>

+CE ([M(t,.)]tﬂt*y/?

< CE[|®(t) — ®(¢)|’] + CE

+CE

p/2
+CE [<||U(t7 ')H]i?r(t*,t*)) }

+CE

T p
(/ |h(t,r, Z(t,7),¥(t,T)) — h(t’m,Z(t7r),w(t,r))|dr> ] .
-
Proof. We consider BSVIE (4.4):

Y(t) =o(t) + /T h(t,s, Z(t,s),U(t,s))ds — /T Z(t,s)dW, — /T/ U(t,s,e)w(de,ds) — /T dM(t, s).
t t ¢t Je t

We take ¢,¢' in [S,T] and w.l.o.g. let S <t < ¢ < T. Applying (5.8) to the solution of the BSDE with parameter
t, we obtain:

T p/2
E [ sup |A(t, 1) — A, 7)|P + (/t, |z(t,r) — z(t',r)|2dr>

relt!,T)

T p/2
+(Im(t, ) — m(t, Vo) + lu(t,r,e) —u(t',r,e)[*n(de, dr)
v Je

< CE ||®(t) — ()" + </t/ |h(t, 7, 2(t,r),u(t,r)) — h(t’,r,z(tw),u(t,r))dr) 1
T p
=CE ||®(t) — o(¢")[" + (/t |h(t,r, Z(t, ), ¢(t,7)) — h(tlvraZ(tvr)a¢(tﬂr))|dr> ]

Remark that
E(Y(®) - Y (@)l =E[XEt) — AT, 1)IP]

< CE[|A(t,t) = At t)P] + CE | sup |A(t,7) — At )P

relt’,T]
t P/2
(/ Rk dr)
t

(/tt, It 7, Z(t,7), (t7))] dr)p
+CE [([M(t, .)]m,)pﬂ}

v p/2
( | e dr)

sup A7)~ AP
re(t’,T]

< CE +CE

+CE

+CE
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Moreover the notion of M-solution (Eq. (3.7)) implies that
Y(0) = V() ~BIY() - Y(O)Fs] = [ (2(tr) = 2w,
/ / (t,r,€) — Ut r, €))7 (de, dr) + / dM(tr) — M(E,7))

+/ trdW+// (', r, e)w(de, dr) + /thr
t

Using BDG’s inequality, we get that

([ et - zv.opa)”
o (/St/f U(t,r,e) = U(t', 7, e)[m(de, dr)>p/2]

p/2

+E (/: |Z(t’,r)|2dr> +E [([M(t’, -)}M,)”/Q]

+E| () - 2w ls,)"]

+E ( /t ' /‘€ U(t’,r,e)|27r(de7dr)>p/2

SCE[|Y(t) -Y(¥) -E[Y () - Y()Fs]["] < CE[[Y () - Y()["].

Combining the previous inequalities, we obtain the desired result for BSVIE (4.4). For BSVIE (1.6), we apply
the prior arguments using the generator h(t, s, z,v) = f(t,s,Y(s), z,9). a

From this lemma, it is possible to deduce that ¥ belongs to D([0, T]; L(€2)), provided that we have regularity
assumption on ¢t — ®(¢) and t — f(¢t,s,y,2,v), as in Theorem 4.2 of [46] in the continuous setting. Note that
the estimate on (Z,U, M) derived before Lemma A.1 is crucial here. Let us emphasize again that it does not
mean that Y is in D#([0, T]; LE(€2)); in other words we do not deduce that a.s. the paths are cadlag.

Let us now prove Lemma 5.3.

Proof. Fix one t € [0,T] such that the equation is satisfied and define on [¢, T

The process X; = {X;(u), u € [t,T]} is a cadlag semimartingale. And by Doob’s martingale inequality:

T 2 T 2
< CE |Xt<T>|2+</t |f<t,s>|ds) <CE |Y<t>|2+</t |f<t,s>|ds>

E | sup [X,(u)f?
u€(t,T)
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Using It6’s formula for u +— | X;(u)|?e?®“=Y on [t, T] we obtain that:

T T
|Y(t)|2+/ eﬂ(s_t)|Z(t,S)|2dS—‘r/ eﬁ(s—t)/
t t

T T
< |Xt(T)|2eB(Tft) + 2/ eﬁ(sft)Xt(s)f(t, s)ds — ﬂ/ |Xt(s)‘2€ﬁ(s—t) ds
t

t

T
U(t, s,2)|* 7(da, ds) + / PO M (t,))o.s

m t

T
+2 / P X, (s) AMH(t, 5). (A.2)
t

From our hypotheses and the control of u — X;(u), the martingale terms are true martingales. By the Young
inequality we obtain:

T T T
1
2/ XTI Xy(s) f(t,5) ds < ﬂ/ P01 (s)] ds + 5/ I f(t 5) | ds
t t K

Thus, since X;(T) = ®(t), taking the conditional expectation w.r.t. F; in (A.2) gives the desired control. [
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