ESAIM: PS 24 (2020) 227-243 ESAIM: Probability and Statistics
https://doi.org/10.1051/ps /2020005 WWW.esalm-ps.org

RESCALED WEIGHTED DETERMINANTAL RANDOM BALLS

ADRIEN CLARENNE*

Abstract. We consider a collection of weighted Euclidian random balls in R? distributed according a
determinantal point process. We perform a zoom-out procedure by shrinking the radii while increasing
the number of balls. We observe that the repulsion between the balls is erased and three different
regimes are obtained, the same as in the weighted Poissonian case.
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1. INTRODUCTION

In this work, we give a generalization of the existing results concerning the asymptotics study of random balls
model, that are used to represent a variety of situations. In dimension one, a random balls model can represent
the traffic in a communication network. In this case, the (half-)balls are intervals [z, z + r| and represent sessions
of connection to the network, x being the date of connection and r the duration of connection. Such a model is
investigated in [12] in a Poissonian setting, see also [11]. In dimension two, the model can represent a wireless
network with x being the location of a base station emitting a signal with a range r so that B(z,r) represents
the covering area of the station z and the collection of the random balls gives the overall covering of the network,
cf. [15]. The two-dimensional model is used also in imagery to represent Black and White pictures. In dimension
three, such models are again used to represent porous media, for instance bones can be modeled in this way
and an analysis of the model allows in this case to investigate anomalies such as osteoporosis, see [1].

The first results are obtained in 2007 by Kaj et al. in [10]. In their model, the balls are generated by an
homogeneous Poisson point process on R? x Ry (see [5] for a general reference on point processes). In 2009,
Breton and Dombry generalize this model adding in [3] a mark m on the balls of the previous model and they
obtain limit theorems on the so-called rescaled weighted random balls model. In 2010, Biermé et al. obtain in
[2] results performing for the first time a zoom-in scaling. In 2014, Gobard in his paper [8] extends the results
of [3] considering inhomogeneous weighted random balls, and adding a dependence between the centers and the
radii. The next step is to consider repulsion between the balls. In [4], Breton et al. give results on determinantal
random balls model, but no weight are considered in their model. In this note, we consider weighted random
balls generated by a non-stationary determinantal point process. To that purpose, we give an extension of
the Laplace transform of determinantal processes allowing to compute Laplace transform with not necessarily
compactly supported function, but with instead a condition of integrability. The main contributions of this note
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thus are a simplication of the proof of [4] and the introduction of weights in the non-stationary determinantal
random balls model.

The introduction of weights allowed the modeling of more general situations. If we take again the examples
of the beginning of the introduction, in dimension one, the weights are modelling the bandwidth used per
connection. Without the weights, we have to suppose that each connection to the network uses the same
bandwidth, which is not realistic. In the same idea, in dimension two, the weights are simulating the fact that
each network antenna will have a different transmission power.

This paper is organized as follows. In Sections 2 and 3, we give a description of the model and state our
main results under the three different regimes. In Section 4, we give the Laplace transform of a determinantal
point process for not compactly supported test functions and prove our results. Finally some technical results
are gathered in the Appendix.

2. MODEL

We consider a model of random balls in R? constructed in the following way. The centers of the balls are
generated by a determinantal point process (DPP) ¢ on R? characterized by its kernel K with respect to the
Lebesgue measure. The motivation for considering such processes is that it introduces repulsion between the
centers in agreement with various real model of balls. We assume that the map K given for all f € L?(R¢, dx)
and x € R? by

Kf(z) = y K(z,y)f(y) dy (2.1)
satisfies the following hypothesis:

Hypothesis 2.1. The map K given in (2.1) is a bounded symmetric integral operator K from L?(R%, dz) into
L? (Rd7 dz), with a continuous kernel K with spectrum included in [0, 1[. Moreover, K is locally trace-class, i.e.
for all compact A C R?, the restriction K5 of K on L?(A, )) is of trace-class.

Moreover, we also assume
x+— K(z,z) € L(RY). (2.2)

These assumptions imply that K(x,z) > 0.

Example 2.2. A typical example of DPP is given by Ginibre point processes. In our real framework, the
Ginibre-type point process ¢ is a DPP with kernel

1
K9 (a,y) = exp (= glle—y|?), wyeR?,

with respect to the Lebesgue measure. Such processes have been used recently to model wireless networks of
communication, see [7], [13].

At each center x € R?, we attach two positive marks r and m independently. The first mark is interpreted as
the radius and the second mark is the weight of the ball B(z,r). The radii (resp. the weight) are independently
and identically distributed according to F' (resp. according to G), assumed to admit a probability density f
(resp. a probability density g). We have a new point process ® on R? x R, x R, and according to Proposition
A.7in [4], ® is a DPP on R? x R, x R, with kernel

I?((xvrv m)v (y757m/)) =V g(m) V f(T’)K(l‘,y) V f(S) g(m/)a

with respect to the Lebesgue measure.
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Moreover, we suppose that the probability measure G belongs to the normal domain of attraction of the
a-stable distribution S, (o,b,7) with a € (1, 2]. Because o > 1, we can note that

mG(dm) = mg(m)dm < +o0. (2.3)
R Ry

In the sequel, we shall use the notation ® both for the marked DPP (i.e. the random locally finite collection of
points (X;, R;, M;)) and for the associated random measure >  yr)eq (x,r,0)- We consider the contribution

of the model in any suitable measure p on R¢ given by the following measure-indexed random field:
M) :/ mp(B(z,r)) ®(dz,dr,dm). (2.4)
R4 XR+ XR+

However, in order to ensure that M(u) in (2.4) is well defined, we restrain to measures p with finite total
variation (see Prop. 2.3). In the sequel, Z(R?) stands the set of signed (Borelian) measures p on R? with
finite total variation ||p|yar(R?) < 400. Moreover as in [10], we assume the following assumption on the radius
behaviour, for d < 8 < 2d,

Cs

~ ﬁ+1
o o BT P f(r) < Co. (2.5)

f(r)

Since 8 > d, condition (2.5) implies that the mean volume of the random ball is finite:

+oo
vd/ rdf(r) dr < 400, (2.6)
0

where vy is the Lebesgue measure of the unit ball of R?. On the contrary, < 2d implies that ' does not admit
a moment of order 2d and the volume of the balls has an infinite variance. The asymptotics condition in (2.5)
is of constant use in the following.

Proposition 2.3. Assume (2.5) is in force. For all u € Z(R?), E[M(|u|)] < +oo. As a consequence, M(p) in
(2.4) is almost surely well defined for all p € Z(R?).

Proof. The proof follows the same lines as that of Proposition 1.1 in [4], replacing K (0) by K (z, z) and controlling
it thanks to Hypothesis (2.2). O

3. ASYMPTOTICS AND MAIN RESULTS

The zooming-out procedure acts accordingly both on the centers and on the radii. First, a scaling S, : 7 +— pr
of rate p € (0, 1] changes balls B(z,r) into B(z, pr); this scaling changes the distribution F' of the radius into
F,=Fo Sp_l. Second, the intensity of the centers is simultaneously adapted; to do this, we introduce actually
a family of new kernels K,, p €]0,1], that we shall refer to as scaled kernels, and we denote by ¢, the DPP
with kernel K, (with respect to the Lebesgue measure).The zoom-out procedure consists now in introducing
the family of DPPs ¢,, p €]0, 1], with kernels K, with respect to the Lebesgue measure satisfying

KP(:L'7$) ~ )\(p)K(x,x), (31)

p—0
with lim,_,o A(p) = +00. We also suppose

sup K, (2, 7) < Mp) sup K(z,), (32)
zER? z€R?
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and observe that with (2.2) and (3.2), Proposition A.6 in [4] gives the following uniform bound

sup/ |Kp(o:,y)|2 dy = O(X(p)). (3.3)
Rd

zERY p—0

Example 3.1. If we come back to the example of the Ginibre process, we consider the family of Ginibre point
processes (;557 p €]0, 1], with kernels:

K (2,y) = A(p) exp ( - @Hw—ylf)’ v,y € R, (3.4)

with respect to the Lebesgue measure, where A : Ry — Ry is a decreasing function with lim,_,o A(p) = +o0, so
that (3.3) is satisfied.

The zoom-out procedure consists in considering a new marked DPP @, on R? x R, x R with kernel:

Ro((@rm). (5. 5,m")) = v/glm), | L (;/ 2 k() | L2 g,

P

with respect to the Lebesgue measure. The so-called scaled version of M (y) is then the field
M,(w) :/ mp(B(z, 1)) ®,(dz,dr,dm).
REIXRy xR

In the sequel, we are interested in the fluctuations of M,(u) with respect to its expectation

E[M,(u)] :/Rde - mu(B(z,r)) Kp(x,x)f(;/p)g(m)dxdrdm

and we introduce

Ma(1) = My ) ~ E[M,(0] = | mp(B(z,r)) B, (dz.dr, dm), (3.5)

RdX]R+ XR+

where <T>p stands for the compensated random measure associated to ®,.
We introduce a subspace M, g C Z on which we will investigate the convergence of the random field M, (p).
The next definition comes from [3].

Definition 3.2. For 1 < a <2 and 8 > 0, we denote by M, g the subset of measures p € Z(R?) satisfying for
some finite constant C,, and some 0 <p < 3 < ¢:

[ Bl de < G )

where a A b = min(a, b).

We denote by /\/l;r 3 the space of positive measures 1 € M, g. Now, we can state the main result of this note.
The proof consists in a combination of the arguments of [4, 8]. It is given in Section 4 where for some required
technical points, it is referred to [3, 4].
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Theorem 3.3. Assume (2.5) and ¢, is a DPP with kernel satisfying (2.2), (3.1), (3.2) and Hypothesis 2.1 for
its associated operator K, in (2.1).

(i) Large-balls scaling: Assume \(p)p® — +oo and set n(p) = ()\(p)pﬂ)l/a. Then, Mp()/n(p) converges in
the fdd sense on M:yﬁ to Wu(-) where

Wea(p) :/]Rd . w(B(x,7)) Ma(dz,dr)

is a stable integral with respect to the «a-stable random measure M, with control measure
JQK(:E,x)C’gr*ﬁ*I dadr and constant skewness function b given in the domain of attraction of G.

(ii) Intermediate scaling: Assume \(p)p® — a®=P €]0,+oc[ and set n(p) = 1. Then, Mp()/n(p) converges in
the fdd sense on M:,B to Po D, where

P(y) :/Rdx]R - mu(B(z,r)) II(dz, dr, dm)

with T a (compensated) PPP with compensator measure K(z,2)Cgr=P~1 dazdrG(dm) and D, is the
dilatation defined by (Dop)(B) = u(a=!B).

(i4i) Small-balls scaling: Suppose N(p)p® — 0 when p — 0 for d < B < ad and set n(p) = (A(p)p®)/7 with
v =p/d €]l,af. Then, the field n(p)_1MP(~) converges when p — 0 in the finite-dimensional distributions
sense in L*(RY) N L2(RY) N {u > 0} to Z,(-) where

Z,(p) = » o(x) M,(dz)  for p(dz) = é(x)dz with ¢ € L*(R?) N L*(RY), ¢ >0,

is a stable integral with respect to the ~y-stable random measure M, with control measure o, K (x,x)dx
where

Covg [ 1~ cos(r) dr /+Oo mYG(dm)
0

9 —
g, =
v d Jy ity

and constant unit skewness.

Here, and in the sequel, we follow the notations of the standard reference [14] for stable random variables
and integrals.

4. MAJOR AUXILIARY RESULT

To investigate the behaviour of Mp(u) in the determinantal case, we use the Laplace transform of determi-
nantal measures. An explicit expression is well known when the test functions are compactly supported, see
Theorem A.4 in [4]. However, in our situation, the test functions (x,r,m) — mu(B(x,r)) are not compactly
supported on R? x R x R, for p € ./\/l+ In order to overpass this issue we use Proposition 4.1 below for the
Laplace transform of determinantal measures with non-compactly supported test functions, but with a condition
of integration with respect to the kernel of the determinantal process (see (4.1)).

In addition to generalizing the model studied in [4] by adding a weight, the following proposition has the
further consequence of simplifying the proofs of the results in [4], since there is no more need to study the
truncated model and obtain uniform convergence to exchange the limit in R, the truncation parameter and the
limit in p, the scaling parameter.
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Independently of the random balls model studied in this paper, this result opens numerous computational
perspectives for determinantal point processes, which were limited to local behavior studies.

Proposition 4.1. Let & a determinantal point process on a locally compact Polish space E with a continuous
kernel K such that the associated operator K satisfies Hypothesis 2.1. Let h be a nonnegative function such that
the kernel K [1 — e*h} € L*(E x E) and also satisfying the integrability condition

/E (1 - e_h(””)> K(z,z)dx < 4o00. (4.1)

Then K [1 — e*h} s a trace-class operator with

Tr (K [1- e_h]) = /E (1 — e_h(x)> K(z,z)dx

and we have
E {exp (— /E h(m)(b(dx))] — exp <_§:1 %Tr(K - e—h]”)> , (4.2)

where K [1 — e_h} s the operator with kernel

K[1—e"(z,y) = V1—e DK (z,y)V1—e .

Proof. Expression (4.2) is known to be true when h has a compact support (see [4], Thm. A.4 and Eq. (37)), but
it is not the case here. Let (hq)4en a non-decreasing sequel of positive functions with compact support defined
by

hq(z) = h(z)1p(0,q) (7).

Thanks to Theorem A.4 in [4], we have for all ¢ € N:

E [exp (— /E hq(x)q)(dx))] = exp (- g %Tr(K [1—eha]" )) . (4.3)

We want to take the limit when ¢ — +o0 in equation (4.3). The proof is structured in four steps, described
below in the order in which they will be proved:

o Step 1: We prove that lim {exp (— /E hq(x)qa(dx)ﬂ _E {exp (— ﬁE h(@@(d@ﬂ .

To take the limit in the right term of equation (4.3), we need three steps:
e Step 2: We prove that K [1 — e‘h] is a trace-class operator.
e Step 3: We prove that Tr (K [1 — e_h]) = / (1 - e_h(w)) K(z,z)dx.
e Step 4: We compute the limit in the right te?m of equation (4.3) and prove that

lim_exp (-i %Tr(K [1- e—ha}”)> — oxp (-i (K [1- fﬂ")) :

S|
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Combination of Step 1 and Step 4 gives

E {exp (- /E h(a:)(b(dx))] — exp (- f: %Tr(K - e—qﬂ)) ,

n=1
which is the result of Proposition 4.1.

Step 1: Thanks to Lemma A.3, we have

i E [exp (— /E hq(x)q)(dx)ﬂ _E [exp (- /E h@;)@(d@)].

This point is essentially proved by an application of the dominated convergence theorem.
Now we work on the right term of equation (4.3).

Step 2: We prove that K [1 —e™"] is a trace-class operator.

Let (en)nen be an orthonormal basis of L2(E).
—+oo

We recall that K [1 - e‘h] is trace-class if Z <K [1 —e_h] (en),en> < 400 and in this case we have

n=0

Tr (K [1 — e_h]) = f <K [1 — e_h} (en), en>.

n=0
The strategy is to prove the following inequality:

400
Z <K [1 - e_h'] (en), en> < /E (1 - e_h(m)) K(z,z)dx < 4o0.

* Thanks to Lemma A.4, we have the following approximation:

qEIﬁ)O (K[1- eth] (en) en) = (K [1— efh] (en),en)- (4.4)
Thus we have:
+o0 oo
_h o . __—hy
T;<K [1—e"] (en),€n) = nzoléglﬁ&f (K[1—e"] (en), €n)
+oo
.. —h
S lmint > (K [1—e7] (en).en)
= légljgof Tr (K [1 - eih‘?])

where (a) is allowed by the Fatou lemma because (K [1 —e™"1] (e,),e,) > 0.
Thanks to Lemma A.5, we have

lim inf Tr (K [1 — eth]) = / (1 - 67h(z)) K(z,z)dx.
E

q——+o0
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Finally

+00
Z (K[1—e "] (en),en) < /E (1 - e_h(x)) K(z,z)dz < +00

which proves that K [1 — e_h] is trace-class.
Step 3: We prove that Tr (K [1 — e_h]) = / (1 - e_h(””)) K(z,z)dx.
E
Because K [1 — e™"] is trace-class and K [1 — e™"] € L?(E x E), Lemma 4.2.2 in [9] ensures that

+oo
V1—e M@K (z,y)V1—e 0 =3 Nipi(x)pi(y) (4.5)
i=1
where (ip;) is an orthonormal basis of L?(E). Thus, thanks to (4.5) we have:
K=" (een) = [ VIZe IR (@) V1= e Me, ()en(y)dady
EXE
—+oo
= / D igi(@)ei(y)en(x)en (y)dady (4.6)
ExXE ;1

We suppose at first that we can invert the sum and the integral (we will justify it immediately after). After
inverting the integral and the sum in (4.6) we obtain

EXE

_ i:? </E @i(x)en(x)dx)Q — +j i (@i, en)’

+oo
(K[1—e"] (en),en) = Z Nigi(z)pi(y)en(x)en(y)dady

and finally
Ix foo +o0 +oo 400
Z (K[1- e_h} (en)€n) = Z Z)‘i <60i,€n>2 (f) Z)\i <<Pi7€n>2
n=0 n=0i=1 i=1 n=0

—+00
2
=S Nl
=1
“+oo )
=Y [l s
i=1 E
+oo )
o/ >l

= / (1 — e MNK (z, 2)dz < +o0,
E

where the two equalities (b) are allowed because the terms are non-negative.
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Then, K [1 — e‘h] is a trace-class operator with

Tr(K[1-e"]) = / (1 - efh(x)) K(z,z)dz.
E
The computations above gives in particular

lim Tr (K [1 — e_h‘f]) =Tr (K [1 — e_h}) .

q—+oo

Now we prove that the inversion of the sum and the integral in (4.6) is allowed:
We can invert the sum and the integral if

“+o0
Z/ [Aii(2)pi(y)en(z)en(y)| dedy < +oo.

ExXE

“+o0
Z/ [Aipi (@) i (y)en (z)en(y |dzdy72/ Ailei(@)] @i (y)] len(2)] [en (y)| dzdy

=Z>{/wmw%mm02
< Z/\ (/ i ()] dx) </E€n(ar)|2da:>

+oo

= )\z/ i\ T Zdl‘
@ 2 EIsO( )|

+oo
= [ [Enleor ) s
(& Je \iH

= / (1—e "NK(z,2)dz < 4o0.
(N JE

The inequality (c) is the Cauchy-Schwarz inequality, the equality (d) is because

2 2
/mmewmzL
E

the inversion of the sum and the integral in (e) is allowed because all the terms are non-negative and the equality
(f) stands because K is continuous. Thus, the inversion in (4.6) is allowed.

Step 4: Now, we have to take the limit in the right term of equation (4.3).
* First, we prove that we can exchange the limit and the infinite sum. To do that, we show that the sum
normally converges. For all n,q > 0:

(K [1 =)™ )| < K [1=e ] " e (K [1 - e )

<& [-e " (K 1 - e ),
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Thanks to Lemma A.1 in Appendix A we have HK [1—eha] H < HK [1—e"] H and because K (z,z) > 0,

Tr(K [1- e*h‘l} ) = / (1 - e*h‘l(“:)) K(z,z)dz
E

< /E (1 — e_h(””)> K(z,z)dx
~Tr(K[1-e), (4.7)

which is finite as proved above.
So we obtain the following domination: for all n,q > 0:

Te(K [1-e )" )| < K [1—e ] (K [1- e "),

this domination being independant of the parameter ¢ € N and summable on n € N because HK [1 - e‘h] H < 1.
In fact, we have:

K [1— ]| = ke (K [1—- e (g).g)
= sup lim el (g),
oot Jm (K1 1(9),9)

< lim  sup <K [1 — e_h"] (9)ag>

47+ igl|=1

= lim  sup <K (\/1 - e‘hqg) V11— e_hqg>

a7+ i g||p=1

Because v'1 — e~hag has a compact support,

(K (V™ 50) V) = (Rt (V) T,

where K|p(0,q) is the restriction of K on L?(B(0,p)). Since K|B(0,q) is trace-class, we have

<K|B(0,q) (\/1 - e’hqg) V11— e*hqg> < AP |\/1 — e~hag

max
<An
S )\max’

‘ 2

where A\J** (resp. A™%) is the greatest eigenvalue of K|p(o ) (resp K). Then

sup <K (\/1 — e—hqg) V1- e—th> < \max

llgllz=1

and

lim sup <K (\/1 - e*hfzg> V11— e*hqg> < \max,

4=+ gl =1
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Thus,
1K [1— e ]| < Amex < 1.

1 n
So we have an upper bound of —Tr (K [1 - e*hQ] ) independent of ¢ which is summable so we can exchange
n

the limit and the sum.
* Secondly, we prove that lim Tr (K [1 — e"“ﬂ") = Tr(K [1 - e‘h]n).

q——+oo
For all n > 0:

1—e )" =K [1-e ")

Tr(K [1 —e_h]n) —Tr(K [1 — e_hq}n)

- Tr(K

3 —

Moreover we have the following inequalities

[—e ™) K[—e " K[1—e ] ")
(K[1—e =K [1—e ™)) ||K[1- e K-
STr(K[1 -] =K [1—e o) K [1—e ]| K [1—e”
(K[-e ") -K[1-e ™)K "]

Tr((K[1-e"]-K
T nflka

Sl

the last inequality taking place according to Lemma A.1. We finally have the following inequality

TT(K [1- €_h]") - Tr(K [1- e—hq]">
ST (K [1- ) K [1- ]y n K [1 - e

— 0.
q—-+oo

* Thus,

and the Step 4 is proved, which ends the proof of Proposition 4.1. O
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5. PROOF OF THEOREM 3.3

We give a short proof of Theorem 3.3. In this non-stationary case, the proof follows the same general strategy
as in [4].

In order to prove the convergence in distribution of n(p)’lj’\\/fp(u), for p € MZ 5, we study the convergence
of its Laplace transform : for 6 > 0,

E[eXp( - Gn(p)‘lﬂp(u))} = exp (OE[n(p) ™" M, (1)) E{eXp (- 9%(1))”%(#))}

= exp (0E[n(p) ' M, (p)]) E

exp (—/ On(p) *mu(B(z,r))®,(dx, dr, dm))} .
Re xRy xRy

It is here that the result of this paper, Proposition 4.1, makes perfect sense. Indeed, without this result, can
not directly compute the last term because the integrand is not compactly supported. That why in [4] we use
another parameter R to make the integrand artificially compactly supported, but when we want to take the
limit when R — +o00, we have to prove that the convergence in R is uniform we respect to the parameter p, so
that we can exchange lim,_,o and limp_, 4 .

To apply Proposition 4.1, we check its hypothesis. The hypothesis (4.1) in this proposition is satisfied because
in our context of weighted balls model, we have h(x,r,m) = mu(B(x,r)) and therefore:

/ (L—e ™M BEN)K (2, 2) f(r/p)g(m)de S dm
RE xR xR p

<o) sup K (o) [ mau(B(z, 7)) (r/p)g(m)dz L dm
R4 RexRy xRy P

< Mp)pvap(®Y) sup K (z, 2) < A mg(m)dm) ( / rdf<r>dr> < +o0.

zERC

* Moreover, we have to check that IA(p 1— e_h] € L?(R% x Ry x Ry), if we denote by h the function given by
h(z,r,m) = mu(B(z,r)) defined on R x Ry x R,.

/ IA(p 11— e*h]Z ((z,r,m), (y,s,m"))dzdrdmdydsdm’
(RdX]R+ X]R+)2
— / (1 _ efm#(B(w,T’))) g(m)f(r/p) Kg(x,y)

(REXRy XR )2 p

y f(sp/,o) o) (1 B e—m'mB(y,s))) dzdrdmdydsdm’

9 2
< Ap)? <sup K(x, x)) / (1 — e_m“(B("”’T))> g(m)dedrdm
(9) zERI RIXR, xRy p

< \(p)? (sgﬂg{l((x,x)) (pdvd,u(]Rd)< A mg(m)dm) (/R rdf(r)dr>> < 400,

2
where inequality (g) stands because Kﬁ(x,y) < Ky(z,2)K,(y,y) < A(p)? <Sup K(m,x)) thanks to (3.2).
z€R4



RESCALED WEIGHTED DETERMINANTAL RANDOM BALLS 239

We can now apply Proposition 4.1 to obtain:

E lexp (—/ On(p) 'mu(B(z,r))®,(dx, dr, dm))]
Re xRy xRy

= exp <— i Tr(K {1 — een(p)lhr)> . (5.1)

3=

The Laplace transform of n(p)*lﬂp(u) thus rewrites

E[e—an(p)’lﬂp(u)} = exp (/R ¥ (On(p) " 'mu(B(z,r))) )\(p)K(O)f(rp/p)g(m)dxdrdm>

dxRy xRy

X exp ( — Z %Tr (ﬁp [1 — e—9n(p)’lh} ”)) (5.2)

n>2

with ¢(u) =e ™ — 1+ u.

Now, the rest of the proof consists in the combination of articles [4] and [8]. Indeed, the term n = 1 in equation
(5.2) is the Laplace transform of our random balls model but with a non-stationary Poisson point process. Note
that, in this non-stationary setting, the Poissonian limits for n = 1 come from Theorem 1, Theorem 2 and
Theorem 3 in [8] taking f(x,r) = K(z,z)f(r) in our situation.

For the terms n > 2 in (5.2), we follow the same strategy than in [4]. The convergence derives from the
Lemmas A.6 and A.7 given in Appendix A.

As a consequence of Lemma A.6, we have

‘ - Z %Tr(ﬁp 11— e’en(ﬂ)_lgf}")

n>2

<y Tll(\/Tr(f(p [1- 6—9"<P>195]2)>n

n>1

i (1 (&, [ e o))

It is now enough to show now that

lim Tx (K, [1 - e~ 7"1)%) —
p—0
in the three regimes.

As a consequence of Lemma A.7, it remains to show that ’:1(("3)”; — 0.
p—

1/« >

(i) Large-balls scaling. Since lir% A(p)p? = 400, for p small enough we have A(p)p”® > 1 and so (A(p)p?)
p—

()\(p)pﬁ)l/2 with « €]1,2]. Thus since ¢ > § we have :

)\(p)pq q—pf
= — 0.
Npp? 7 e

(ii) Intermediate scaling. In this case, n(p) = 1 and since ¢ > S we have :

0< = Ap)p? = Ap)p°p*? — 0.

n(p)? p
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(iii) Small-balls scaling. Since we consider p € L*(R%) N L2(R?), Proposition 2.5-(ii) in [4] (which remains
correct for p € L'(R%) N L?(R%)) ensures that we can take ¢ = 2d and then with n(p) = (A(p)p®)"/" since
B < ad < 2d we have :

2d
0< Alp)p _ )\(p)(,B—Qd)/,B _.0.
n(p)? p0

APPENDIX A. LEMMAS FOR THE LAPLACE TRANSFORM OF DPP

In this appendix, we state and prove three different lemmas used in Section 4 to prove Proposition 4.1 and
in Section 5 to prove Theorem 3.3.

Lemma A.1. If f,g are two real functions on E such that 0 < f < g, then we have

1K [f]ll < 1K [g]]

where K [f] is the operator with kernel K [f] (x,y) = /f(x)K(x,y)\/f(y) for x,y € E.
Proof. Recall that:

KAl = sup ELGLE,

nerzm) Il

Let h € LX(E).

<Kmmw=Lmemwwm
:Léwmmmwwwmwmmx

= 1) z)K(x fy) T "
—[E/E\/;mfﬂ J/)\/@@h(y)h( )dyd
= (K|g] (Ih),lh)

where [ =/ f/g < 1. So we have:
(K [f](h),h) < K [g]]| 115 < K [g]] [1A1I3

and the result follows. O
We recall the following result from Proposition 280 in [6]:
Lemma A.2. A trace-class operator K on a Hilbert space H is a compact operator.

The following lemma is useful to approximate the Laplace transform of a determinantal point process for
function which are not compactly supported. We use this result for the proof of Proposition 4.1.

Lemma A.3. Let ® a point process on a locally compact Polish space E. Let h be a nonnegative function.
Let (hq)qen a non-decreasing sequel of positive functions with compact support defined by

hq(z) = h(z)1p(0,q) ().
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Then we have

lim E {exp (—/th(x)@(dx)ﬂ =E {exp <—/Eh(x)<I>(dx)>]‘

Proof. If we denote by M,(E) the space of all point measures defined on E, we have for all ¢ € N:

E [exp (- /E hq(:c)@(dx))} - /M " exp( / o )I%(dm)

Because ¢ — hy is increasing, by monotone convergence we have

lim h m(dx) / h(x
q——+oo

We apply the dominated convergence theorem:

o Jim o ([ ny@mian) =ex (- [ namian) ).

. ‘exp <—/ hq(x)m(dx)>‘ <1 because hqy > 0, and 1 is integrable on M,(E) with respect to Pg.
E

So we obtain:

Jo eXp( / o dx)[%(dm) /M " exp( / hz d@) Po (dm)

which is the result of the lemma.
O

Lemma A.4. Let ® a determinantal point process on a locally compact Polish space E with a continuous kernel
K such that the associated operator K satisfies Hypothesis 2.1. Let h be a nonnegative function such that the
kernel K [1 — 6*h] € L*(E x E) and also satisfying the integrability condition

/E (1 - e_h(x)> K(z,z)dz < 400. (A1)

Let (en)nen be an orthonormal basis of L*(E) and (hg)gen a non-decreasing sequel of positive functions with
compact support defined by hq(x) = h(x)1p(0,q)(x). Then for alln € N,

lim (K [1—e "] (en),en) = (K[L—e"](en),en). (A.2)

q—+o0

Proof.

(K[1—e ] (en),en) = /E . V1—e @K (x,y)V1— e haWe, (z)e,(y)dzdy
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We apply the dominated convergence theorem:

e Computation of the limit when ¢ — 4o0:

BI_P 1—e h@K(z,y)V1—ehraWe,(z)e,(y)
q e
=V1—e M@K (x,y)V1—e "We,(z)en(y)

e Domination:

‘\/ 1—e ha@K(x,9)V1 - e—hq(y)en(x)en(y)’
< V1-e '@ |K(z,y)| V1—e "W [en(z)] en(y)]

which is integrable on E' x E because:

[ VIO K @) VI 0 e @) en ()] dody
ExXE

< \/éxE(l — e*h(m)) |K(m7y)|2 (1 — e*h(y))dxdy X \//EXE |€n($)|2 |€n(y)|2d1'dy

< / (1 —e MK (z, z)dz < +o0
B

because |K (z,y)|* < K(z,2)K (y,y) and / e (z) dz =1,
E

and equation (A.2) follows. O

Lemma A.5. With the same hypothesis and notations that in Lemma A./4, we have

lim Tr(K[1- eth]) = / (1 - efh(“")) K(x,z)dz.
E

q—+0o0

Proof. To compute lim Tr (K [1 —e*hQ]), we apply the dominated convergence theorem. We have the

q—+o0
following expression:

T (K [1-e ) = |

(1 - e_h‘I(””)) K(z,z)dx.
B

The hypothesis of the dominated convergence theorem are satisfied because:

L lim (1—e @) K(z,2) = (1-e @) K(z,2),

q—+oo
2. For all ¢ > 0 we have:

‘(1 — e_hq(’”)) K(m,x)‘ < (1 — e_h’('”)> K(z,z)

which is integrable on E by hypothesis (A.1).
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Thus

lim : (1 — e_h‘I(””)> K(z,z)dx = /E (1 - e_h(””)> K(z,z)dx.

q—+0o0

and the result follows. O

We finish by giving two lemmas needed in the proof of Theorem 3.3, with complete proofs that can be found
in [4].

Lemma A.6. For all n > 2, we have

Tr(Rp [1 - efan(p)_lh]n) < Tr(IA{p [1 - 679"(”)_1’1]2)n/2

Proof. The key point is that IA(p [1 — e“gn(p)flh] is trace-class, and as a consequence a Hilbert-Schmidt operator
thanks to Lemma A.2 so the proof of Lemma 2.9 in [4] applies in the same way. O

Lemma A.7. Assume conditions (2.2), (2.6) and (3.2), and consider p € ./\/l;ﬁ, Then there is a constant
M €]0, +o00[ such that,

Alp)p?
n(p)?

Proof. The computations are analogous to that in [4] for the model without weight. It is important to observe
that the key point, namely inequality (25) in [4], remains true because u € /\/l;; 5 so thanks Proposition

Tr(ﬁp [1 — efen(p)ilh]Q) < M#?

2.2 (iii) in [3], p € M;ﬂ = Mg using the notations of [4]. To be complete, the constant M is equal to
2

CrCLCy / mg(m)dm | with the notations of Lemma 2.10 in [4]. O
Ry
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