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A LWR MODEL WITH CONSTRAINTS AT MOVING INTERFACES

ABRAHAM SYLLA*

Abstract. We propose a mathematical framework to the study of scalar conservation laws with
moving interfaces. This framework is developed on a LWR model with constraint on the flux along
these moving interfaces. Existence is proved by means of a finite volume scheme. The originality lies in
the local modification of the mesh and in the treatment of the crossing points of the trajectories.
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1. INTRODUCTION

Being given a regular concave flux f € C2([0,1]) verifying

f(p) >0, f(0)

f)=0; 3pe(0,1), forae pe(0,1), f(p)(p—p) >0, (1.1)

and a finite family of trajectories (y;)ic1;s] and constraints (¢;)ie[1;s defined on (s;,T;) (0 < s; < T;), we
tackle the following problem:

Bupla, ) + 0n (f (ol 1)) = 0 (2,4) € R x (0, +00) = O
p(x,0) = po(x) reR (1.2)
Vie Ll (F0) = 5Op)oyy S ailt) L (i),

Systems of the type (1.2) have naturally arisen in the recent years. Let us give a non-exhaustive review on
how our Problem (1.2) relates to the existing literature.

— The authors of [14,17] considered a model very similar to (1.2). In their framework, (y;); represented the
trajectories of autonomous vehicles, and the authors aimed at modeling the regulation impact on a few
autonomous vehicles on the traffic flow. In the same framework but with different applications in mind, the
model of [22] accounts for the boundedness of traffic acceleration. Note that in each of these models, the
trajectories of the moving interfaces (y;); were not given a priori, but rather obtained as solutions to an
ODE involving the density of traffic, a mechanism reminiscent of [4,11,24] for instance. Let us also mention
the work of [18] where the authors studied a different model for the situation of several moving bottlenecks.
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1082 A. SYLLA

— The numerical aspect of (1.2) was treated in [8] (for one trajectory) and [12] (for multiple trajectories),
where the authors modeled the moving bottlenecks created by buses on a road.

— In a class of problems close to (1.2), i.e. without constraint on the flux, but still with coupling inter-
faces/density, the authors of [16] described the interaction between a platoon of vehicles and the surrounding
traffic flow on a highway.

— Problem (1.2) can be seen as a conservation law with discontinuous flux and special treatments at the
interfaces. In that directions, the authors of [1,2, 6,20, 26] studied such problems but with the classical
vanishing viscosity coupling at the interfaces.

In several of these works [17,22], the existence issue is tackled using the wave-front tracking procedure which
is very sensitive to the details of the model. On the other hand, when numerical schemes are considered, see
[8,12], the numerical analysis is usually left out.

The contribution of this paper is to provide a robust mathematical setting both in the theoretical and
numerical aspects of (1.2). The proof of uniqueness is based upon a combination of Kruzhkov classical method
of doubling variables and the theory of dissipative germs in the framework of discontinuous flux [5] and it is
analogous to the one of [2]. To prove existence, we build a finite volume scheme with a grid that adapts locally to
the trajectories (y;); and to their crossing points, but remains a simple cartesian grid away from the interfaces.
Our work can serve as a basis for constructing solutions to more involved models, e.g. via the splitting approach.
As an example of application, we can point out the variant of our recent work [24] with multiple slow vehicles
involved; this is a mildly non-local analogue of the problem considered numerically in [12].

As the fundamental ingredient of the well-posedness proof and numerical approximation of (1.2), we will first
tackle the one trajectory/one constraint problem:

Oep+ 02 (f(p)) =0
p(-,0) = po (1.3)
(f(0) = 9(0)P)|=yry < a(t) >0,

with y € Wllo’f;o((O, +00)) and ¢ € L2 ((0,4+00)). Models in the class of (1.3) have been greatly investigated in
the past few decades. Motivated by the modeling of tollgates and traffic lights for instance, the authors of [9]
considered (1.3) with the trivial trajectory y = 0 and proved a well-posedness result in the BV framework (i.e.
with both ¢ and pp with bounded variation, locally). The authors of [4] then extended the well-posedness in the
L framework and also constructed a convergent numerical scheme. More recently, in [11,13,24], the authors
studied a variant of (1.3) in which p and ¢ were coupled via an ODE. The coupling was thought to model the
influence of a slow vehicle, traveling at speed ¢, on road traffic.

The reduction of (1.2) to localized problem (1.3) requires the construction of a finite volume scheme in the
original coordinates (z, t), while the treatment of (1.3) in the literature is most often based upon the rectification
of the interface via a variable change, see [11,13,24]. For (1.2), this approach leads to a cumbersome and singular
construction, see [2]. In our well-posedness analysis and approximation of (1.3), having in mind (1.2), we will
not change the coordinate system.

Let us detail how the paper is organized. Sections 2 and 3 are devoted to Problem (1.3). We start by giving
two definitions of solutions. One, most frequently used in traffic dynamics (see [3,9]), is composed of classical
Kruzhkov entropy inequalities with reminder term taking into account the constraint and of a weak formulation
for the constraint, see Definition 2.1. The second definition emanates from the theory of conservation laws
with dissipative interface coupling (see [1,5]). It consists of Kruzhkov entropy inequalities with test functions
that vanish along the interface {x = y(t)} and of an explicit treatment of the traces of the solution along the
interface, see Definition 2.6. Before tackling the well-posedness issue, we prove that these two definitions are
equivalent, see Propositions 2.8 and 2.9, similarly to what the authors of [4] did. Uniqueness follows from the
stability obtained in Section 2, see Theorem 2.11. In Section 3, we construct a finite volume scheme for (1.3) and
prove of its convergence. In the construction, we do not rectify the trajectory but instead we locally modify the
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mesh to mold the trajectory. Moreover, we fully make use of techniques and results put forward by the author
of [25] to derive localized BV estimates away from the interface, essential to obtain strong compactness for the
approximate solutions created by the scheme, see Corollary 3.9. This is a way to highlight the generality of the
compactness technique of [25].

In Section 4, we get back to the original problem (1.2). Our strategy is to assemble the study of (1.2) from
several local studies of (1.3) with the help of a partition of unity argument. This concerns, in particular, the
convergence of finite volume approximation of (1.2) which is addressed via a localization argument. However,
the scheme needs to be defined globally, which makes it impossible to use the rectification strategy as soon as
the interfaces have crossing points, cf. [2] for a singular rectification strategy.

2. UNIQUENESS AND STABILITY FOR THE SINGLE TRAJECTORY PROBLEM

The content of this section is not original in the sense that it is a rigorous adaptation and assembling of
existing techniques reminiscent of [4,5,9,21,27].

2.1. Equivalent definitions of solutions
Throughout the paper, for all s € R, we denote by
Vp € [0,1], Fs(p) = f(p)—sp and Va,be[0,1], Ps(a,b) =sgn(a—b)(Fs(a)— Fs(b))

the normal flux through {z = z¢ + st} (zo € R) and its entropy flux associated with the Kruzhkov entropy
p— |p— kK|, for all k € [0, 1], see [21]. Let us also denote by I' the trajectory:

D= {(,t) €T |z = y(t)}.

Definition 2.1. A function p € L*°(£; [0, 1]) is an admissible entropy solution to (1.3) with initial data
po € L=(R;[0,1]) if

(i) the following regularities are fulfilled:
p € CORT;Lic(R); Vt>0, p(-1) € BVige(R); (2.1)

(ii) for all test functions p € C(Q2), > 0 and « € [0, 1], the following entropy inequalities are verified:

+oo
[ [ (0= rlowe + 20.m0.0) ava + [ lpnta) = sl 0)da
0 R R

+oo
* Ry (5, q())p(y(t), £) dt > 0,

where
Ry (5, (1)) = 2 (Fyeey (k) — min { Fyp) (1), q(t) }) 5

(iii) for all test functions ¢ € C°(Q2), ¢ > 0 the following constraint inequalities are verified:

- //m <p3t<p + f(p)f?w) dzdt < /;OO qa(t)p(y(t),t) dt, (2.3)

where Q7 = {(2,t) € Q| x > y(t)}.
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Remark 2.2. Taking x = 0, then £ = 1 in (2.2), from the condition p(z,t) € [0,1] a.e. we deduce that any
admissible weak solution to Problem (1.3) is also a distributional solution to the conservation law dip+ 09, f(p) =
0. If p is a regular enough solution, then for all test functions ¢ € C(Q), » > 0, we have

0= //Q+ div(z,+) <f(pp)) ¢ dzdt
N /am <f(0p¢)>w) ' (y_(tl)> dt — //m (f(pp)> Ve dedt

= [ (60 500y Jotutrrt~ [[| (s + 51000 arat

Moreover, if p satisfies the flux inequality of (1.3) a.e. on (0, +00), then the previous computations lead to

- //m (patso + f(p)amq:) dzdt < /;Oo a(®)e(y(t), 1) dt;

this is where inequalities (2.3) come from. Note how they make sense irrespective of the regularity of p. Inte-
grating on Q= = {(z,t) € Q| 2 < y(¢)} would lead to similar and equivalent inequalities.

Remark 2.3. As it happens, the time-continuity regularity is actually a consequence of inequalities (2.2).
Indeed, Theorem 1.2 of [7] (or [10,21]) states that if U is an open subset of R and if for all test functions
€ CX(U xRT),p>0and k € [0,1], p satisfies the following entropy inequalities:

T
| (|p—m|atso+@<p,m>azso) drdt+ [ lpo(w) — nlple,0)dr 2 0,
0 U U

then p € C°(R™; L}(U)). Moreover, since p is bounded and U\U has a Lebesgue measure 0, p € CO(R*+; LL (T)).
Taking U = R* ensures that p € C°(R*; L] (R)). A simple translation ensures that any bounded functions
satisfying (2.2) is in C°(RT; L{ .(R)).

The BV regularity is there to ensure the existence of traces, see also Definition 2.6.

Definition 2.1 is well suited for passage to the limit of a.e. convergent sequences of exact or approximate
solutions. However, we cannot derive uniqueness by the standard arguments like in the classical case of
Kruzhkov. Using an equivalent notion of solution, which we adapt from [5], based on explicit treatment of
traces of p on T', we rather combine the arguments of [21,27]. In this definition a couple plays a major role,
the one which realizes the equality in the flux constraint in (1.3). More precisely, fix first s > 0. By (1.1) and
concavity of f, for all ¢ € [0, max F}), the equation Fs(p) = ¢ admits exactly two solutions in [0, 1], see Figure
1, left. The same way, if s < 0, then for all ¢ € [—$, max F}), the equation still admits two solutions in [0, 1].
The couple formed by these two solutions, denoted by (ps(q), ps(q)) in Definition 2.4 below, will serve both in
the prove of uniqueness and existence.

Following the previous discussion, in the sequel, we will assume that ¢ verifies the following assumption:
fora.e. t>0, q(t)€[0,maxFyy) if g(t) >0 and q(t) € [-y(t), max Fyy)) if g(t) <0.  (2.4)
In particular, note that

fora.e. t>0, y(t)+q(t) >0. (2.5)
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FIGURE 1. Nllustration of assumption (2.4).

Definition 2.4. Let s € Rt and ¢ € [0,max Fy), or s € R~ and g € [—s, max Fy). The admissibility germ for
the conservation law in (1.3) associated with the constraint Fy(p)j,—s < ¢ is the subset G(g) C [0,1]* defined
as the union:

Gs(q) = {(Ps(0), As (@)} L (5, 5) | Fu(w) < @} J{ (ki k) | B < B and Fi(kr) = Fi(kr) < g},
G;(a) G2(a) G3(q)

where, due to the bell-shaped profile of Fy, the couple (ps(q), ps(q)) is uniquely defined by the conditions

Fy(ps(q)) = Fs(ps(q)) = ¢ and ps(q) > ps(q)-
Lemma 2.5. For all s € RT and q € [0, max Fy), and for all s € R™ and q € [—s, max Fy), the admissibility
germ G4(q) is L-dissipative in the sense that:
(i) for all (ki, k) € Gs(q), Fs(k;) = Fs(k,) (Rankine—Hugoniot condition);
(ii) for all (ki, k), (c1, ) € Gs(q),

(ps(kl; cl) Z (bs(km Cr)- (26)
Proof. The point (i) is obvious from the definition. Let us prove the dissipative feature (2.6). The following

table summarizes which values can take the difference A = ®4(k;, ¢;) — P (k,, ¢,-) according with which parts of
the germ the couples (ki, k), (¢, ¢) € Gs(g) belong to.

ki, kyr
R =T € G0 € G3a)
(Cl,CT)
€ G:(q) 0 0 0 or 2(q — Fy(ki))
€ 32(q) 0 0 0 or 2 Fy(c) — Fu(h)]
€ G3(q) 0 or 2(q — Fs(¢1)) | 0 or 2|Fs(c;) — Fs(k)| | 0 or 2|Fy(e;) — Fs(ky)|
Having in mind the definition of G3(q), we can conclude that A > 0. O

Definition 2.6. A function p € L>*(€;[0,1]) is a Gy;(g)-entropy solution to (1.3) with initial data py €
L*>(R;[0,1)) if:
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(i) the regularities (2.1) are fulfilled;
(ii) for all test functions p € C(Q\I'), » > 0 and & € [0, 1], the following entropy inequalities are verified:

+oo
/ / <|p — K|Ovp + @(p, /@)8,;@) dzdt + / |po () — K|o(x,0)dx > 0; (2.7)
0 R R
(iii) for a.e. t >0,

(p(y(t) = 1), p(y(t)+,1)) € Gyry (q(1))- (2.8)

Remark 2.7. Condition (2.8) is to be understood in the sense of BV(R) functions. Note that when dealing
with entropy solutions which are not assumed to be in BVj,(R), condition (2.8) can be understood in the sense
of strong traces along I'. An important fact is that entropy solutions, i.e. bounded functions verifying (2.7),
admit strong traces. Usually, it is ensured provided a nondegeneracy assumption on the flux function:

for any nonempty interval (a,b) C (0,1),  fi(a,p) is not constant. (2.9)

In the context of traffic flow, however, we sometimes consider fluxes which do not verify (2.9). Such fluxes,
which have linear parts, usually model constant traffic velocity for small densities. In those situations, and when
y = 0, one can prove that under a mild assumption on the constraint, if the initial data has bounded variation,
then solutions to (1.3) are in L*>°((0,7"); BV(R)), and once again, traces are to be understood in the sense of BV
functions, see Theorem 3.2 of [24]. Also note that the germ formalism can be adapted to the situations where
the flux is degenerate and no variation bound is assumed, see Remarks 2.2 and 2.3 of [5].

We now prove that Definitions 2.1 and 2.6 are equivalent.
Proposition 2.8. Any admissible entropy solution to (1.3) is a Gy(q)-entropy solution.
Proof. Fix p € L>(2) an admissible entropy solution to (1.3), ¢ € C2(Q), ¢ > 0 and & € [0,1]. If  vanishes

along T', then (2.2) becomes (2.7). Moreover, it is known that the Rankine-Hugoniot condition is contained in
(2.2). Combining it with (2.3) gives us:
forae. 130, Fyo(p(t)—) = Fy (ou(t)+,1) < a(t). (2.10)
Let us show that for a.e. t > 0, (p(y(t)—, 1), p(y(t)+,1)) € Gy(r)(q(t))-
Case 1. p(y(t)—,t) < p(y(t)+,t). Condition (2.10) implies that (p(y(t)—,t), p(y(t)+,t)) € gyg(t)(q(t)) u
G (a(t).
y(t)

Case 2. p(y(t)—,t) > p(y(t)+,t). Suppose now that ¢ € C°(Q) and fix n € N*. By a standard approximation
argument, we can apply (2.2) with the Lipschitz test function &, p, where &, is the cut-off function:

1
1 if — —

i |f y(t)|<n )
nlz,t) = ¢ 2 — —y(t if —<l|lz—ylt) <=
En(, ) nlr —yt)| i . |z ()2| -

¢ 3

0 if |z ()|>n

Similar computations to the ones done in the proof ([4], Prop. 2.5) lead to:
fora.e. t> Oa VK € [05 l]a (by(t) (p(y(t)77t)a K:) - (I)y(t) (p(y(t>+7t)a K) + Ry(t) (Ha q(t)) > 0.
Taking in particular x = argmax(Fy)), we get:
Dyr) (p(y(t) = 1), k) = yey (p(y(t)+, 2(Fy() (k) — q(t)) = 0. (2.11)

t),k) +
Since p(y(t)—,t) > p(y(t)+,t), (2.11) leads to Fy (p(y (t) ,t)) > ¢(t), which combined with (2.10), implies
t) t (p(y

Fyy(p(y(t)—,1)) = Fyy (p(y(t)+,1)) = q(t). We deduce tha (p(y(t)—1), p(y(t)+,1)) € Gy (q(t)), which com-
pletes the proof. O

b
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Proposition 2.9. Any Gy(q)-entropy solution to (1.3) is an admissible entropy solution.

Proof. Fix p € L*=(Q) a Gy(g)-entropy solution to (1.3), ¢ € CX(), ¢ > 0, k € [0,1] and n € N*. We still
denote by &, the cut-off function from the last proof. We write ¢ = (1 — &,,)¢ + £, . Using the same arguments
as the ones of the proof of Theorem 2.9 from [4], we derive:

+o0
= / (“D@(” (P(y(t)=> 1), %) = Dy (P(y()+,1), ) + Ry (8, q<t>>)w<y<t>, 1) dt.
A(t,k)

To conclude, we are going to prove that for a.e. t > 0 and for all x € [0, 1], A(¢,x) > 0. Remember that by
assumption, for a.e. t > 0, (p(y(t)—, 1), p(y(t)+,t)) € Gy (q(t)). The following table, in which we dropped the
y(t)/q(t)-indexing, summarizes which values can take the difference A(t, k) according to the position of k with
respect to the couple (p(y(t)—,t), p(y(t)+,t)), which is simply denoted by (pi, pr-). Note that the case marked
by x is impossible.

(pr, ) eg! €g? €g®
K
k < min{p;, pr} 0 R(k,q(t)) 0
K > max{py, pr} 0 R(k,q(t)) 0
k between p; and p, 0 X 2(F(k) — F(p)) + R(k,q(t))

Clearly, A(t, k) > 0, which proves that I > 0, hence p satisfies (2.2). Moreover, by assumption, for a.e. ¢ > 0,
(p(y(t)—, 1), p(y(t)+,1)) € Gy()(q(t)). This implies, in particular, that p satisfies the flux constraint inequality
(f(p) = 9(t)p)jz=yr) < q(t) in the a.e. sense. By Remark 2.2, p satisfies (2.3) as well i.e. p is an admissible
entropy solution to (1.3). O

2.2. Uniqueness of G-entropy solutions

We now prove uniqueness using Definition 2.6.

Lemma 2.10 (Kato inequality). Fiz pg, 00 € L®(R;[0,1]), y € WL((0, +00)) and ¢, € L2 ((0,400)). We

loc loc

denote by p (respect. o) a Gy(q)-entropy solution (respect. Gy(r)-entropy solution) to Problem (1.3) corresponding
to initial data po (respect. o). We suppose that q,r satisfy (2.4). Then for all test functions ¢ € CX (), >0,
we have

/0+°° /R(IP — a|0p + @(p, U)axcp> dz dt + /]R lpo(z) — oo(2)|¢(x,0) dz
(2.12)

+oo
- (@y(t) (D((0) 1), o (y(0) 1)) — By (p(y(t)—,t>7o<y<t>—7t>>)so(y(t),t) at > 0.

Proof. Take ¢ = ¢(x,t,x,T) € CZO(QZ), ¢ > 0 with support contained in the set (Q\F)Q. The classical method
of doubling variables leads us to:

/// p(z,t) — o (X, 7)[(0cd + 0-0) + (p(,1), 0 (X, 7)) (020 + Oy ¢) dxdtdxdr
(2.13)

+ // |p0($) - U(Xa T)|¢($,O,X,T) dz dXdT + // |p($,t) - Uo(X)|¢($,t,X, 0) dxdtdx 2 0.
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Again, a standard approximation argument allows us to apply (2.13) with the Lipschitz function

. r+x t+T T —X t—T
an(xathaT)—'Yn(xvt)(p( 9 9 >5n< 2 )5n( B) >

where ¢ = ¢(X,T) € C2(€) is a nonnegative test function, (d,), is a smooth approximation of the Dirac mass
at the origin, and

1
0 if —y(t =
it eyt < -
1 . 1 2
Yulw,t) =4 n (x —y(t)| — ) it —<lz—yt)<—
n n n
2
1 if —y(t =
it eyt >

The final computations leading to (2.12) follow from a direct adaptation of the proof of Proposition 4.4 from
[9]. O

Theorem 2.11. Fiz py,00 € L®(R;[0,1]), y € WL((0,+00)) and g,7 € LX((0,4+00)). We denote by p

loc
(respect. o) a Gy(q)-entropy solution (respect. Gy (r)-entropy solution) to Problem (1.3) corresponding to initial

data pg (respect. o). We suppose that q,r satisfy (2.4). Then for all T > 0, we have

16+ T) = 0 (- T) s < oo — oollus +2 / la(t) — (1) dt. (2.14)

In particular, Problem (1.3) admits at most one solution.

Proof. Fix T > 0, R > ||yl ((0,1y) and set L = ||f'||Le + [|§]|L((0,1))- Using a suitable approximation of the
characteristic function of the trapezoid

T={(z,t) eQ[te[0,T] and |z|<R—-L({t—-T)} D {(z,t)eQ|te[0,T] and =z=y(t)}

in Kato inequality, we obtain:

[ plem) o) < [ 19o(2) — 00()] de
2| <R

|| <R+LT

+ A ((I)y(t) (p(y(t)—i—, t)a U<y<t)+7 t)) - (I)y(t) (p(y(t)—, t)7 U(y(t)_a t))) dt.

A(t)

The computations leading to this inequality are standard and can be adapted from the one of the proofs of
Proposition 4.4 from [9] or Proposition 2.10 from [4]. What is left to do is to take the limit when R — 400 and
to estimate the last two terms of the right-hand side of the previous inequality. The following table, in which
we dropped the t-indexing, summarizes which values can take the difference A(t) according to which parts of
their respective germs the couples (p(y(t)—,t), p(y(t)+,t)) and (o(y(t)—,t),o(y(t)+,t)), respectively denoted
by (pi, pr) and (o, o) belong to.

( | (o1, pr) €G;(q) €G2(q) € G(q)
gy, 0y
€ g;(r) 2((] — 7’) 0 or Q(Fy(pl) — 7”) 2(Fy<pl) — fr)
€ G;(r) 0 0 <0
€ Gy(r) 2(Fy(o1) — q) <0 <0

We clearly see the bound A(t) < 2|q(t) — r(¢)|, which leads us to (2.14), which clearly implies uniqueness.
This concludes the proof. O
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3. EXISTENCE FOR THE SINGLE TRAJECTORY PROBLEM

We build a simple finite volume scheme and prove its convergence to an admissible entropy solution to (1.3).
From now on, we denote by

aVb=max{a,b} and aAb=min{a,b}.
Fix py € L2 (R; [0, 1)).

3.1. Adapted mesh and definition of the scheme

We start by defining the sequence of approximate slopes:

tn+1

1
Vn S N, Sn = Kt/ y(t) dt7 Vt Z 0, SA(t) = Z Sn]].[tn’thrl)(t)
t'VL neN

and the sequence of approximate trajectories:

¢
vt >0, yA(t)Zyo—F/SA(T)dT; VYneN, y"=ya(t").
0

Since (sa)a converges g in L ((0, +00)), (ya)a converges to y in L%, (0, +00)).

loc
The same way, we define (ga)a, the sequence of approximate constraints:

tn+1

1
INOED IS RN O E/ q(t)dt
t’!L

neN

which converges to ¢ in Li ((0, +00)).

Remark 3.1. Note that with our choices, from (2.5), we deduce that

1 gt
WneN, s"4qt— - / (W(t) + g(t)) dt > 0. (3.1)
t"l

N
This fact will come in handy in the proof of stability for the scheme.

Fix now T > 0 and a spatial mesh size Az > 0 with A = At/Axz fixed, verifying the CFL condition

21 1l 4+ 9l oy | A < 1. (3.2)

L

For all n € N, there exists a unique index j, € Z such that y™ € [z;,,2;,+1), see Figure 2. Introduce the
sequence (x});jez defined by

X5 =9 y" it j=jn

Q= U UP;L+1/2’

neNjEZ

We define the cell grids:

where for all n € N and j € Z, P;L+1/2 is the rectangle (X7, x}y1) X [t?, ") if 5 < j, — 2, one of the

parallelograms represented in Figure 2 if j € {j,, —1,j,} and the rectangle (x 1, x71o) x [t", ") if j > j, +1.
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cell »!

At \

Un / Xjn+1
o
/Ax cell B+l

Ya

trl+1

tn

x

FIGURE 2. Illustration of the modification to the mesh.

We start by discretizing the initial data pg with (p? 1 /2)j where for all j € Z, p? +1/2 is its mean value on
the cell (X?, X? 1)~ Clearly, for this choice, we have:

— P0 in Llloc(R)'

P12 €10,1] and P = ZP?H/?]I(X?’X?H) Az—0

JEz

Let us denote by EO = EO(a,b) the Engquist—Osher numerical flux associated with f and for all s € R,
God’ = God?®(u,v) be the Godunov flux associated with p — f(p) — sp.

Fix n € N. To simplify the reading, we introduce the notations:

Vi€, f =0 (hippiiap) and fiy = God” (o) ol 1) A (3.3)

We now proceed to the definition of the scheme. It comes from a discretization of the conservation law written
in each volume control j’.’H /2 (n €N, j € Z). Away from the trajectory/constraint, it is the standard 3-point
marching formula and when j € {j, — 1, j,}, we have to deal with both the constraint and the interface which
is not vertical. Three cases have to be considered when describing the marching formula of the scheme, but we

really give the details for only one of them.

Case 1. j,+1 = j, + 1. This means that the line joining (y",t") and (y"*1,t" 1) crosses the line z = z;, 1,
see Figure 2. If j ¢ {j, — 1, jn}, the conservation written in the rectangle PJ’?H /2 is given by the standard
equation:

(P s = Pltiase) A+ (f10 = f1)AL=0. (3.4)

From the conservation in the cell Pj'l_l /2> We set:

1 1
P g (7 =X ) = g (07 = ) (S A= 0, (35)
This formula corresponds to the choice of putting the same value for pan on <X;L7:11—27 X?;:_ll—l) and on
(X?,:ll—pynﬂ) at time t = "1, q.e. p;‘:i—s/z = ?7:11_1/2. In the cell Pg’iﬁl/? the conservation takes the
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form:
1 1 1 s
Py (X;'::lﬂ -yt ) =012 (X1 = YU") = P app D+ (f] o — flr) At = 0. (3.6)
Let us introduce the two functions

o(y" = X7, 1) — (Godsn (v,w) A ¢" — EO(u, v)) At
Hn

(u, v, w) =

-
’ v =X
and
v(X}, 41— Y") + wAz — (EO(w, 2) — God®" (u,v) A q") At
HY} (u,v,w,2) = — e
Xjns1+1 — Y
so that

+1 _
/O?nﬂ —1/2 = H} _, (P?n_3/2, P?n—1/2’ p?nﬂ/z)

(3.7)
n—+1 _ n n n n (2
Pirye = WG (05 19505 11720 PF, 13720 P) 45 2)-

The key point in the proofs of the next section (stability and discrete entropy inequalities) is that the functions
H; _, and H;, are nondecreasing with respect to their arguments ¢.e. the modification in (3.3) did not affect
the monotonicity of the resulting scheme (3.4)—(3.6).

Finally, the approximate solution pa is defined almost everywhere on €:

= v n o n
pA = Z Z pj+1/2]1Pj+1/2 + Z pJ+5/2]1Pj+1/2
neN \j<jn J>gn+1

The other cases (jnt1 = jn OT jni1 = Jjn — 1) follow from similar geometric considerations. Note that in
the context of traffic dynamics, y would be the trajectory of a stationary or a forward moving obstacle and
therefore, we should have ¢ > 0. This implies that for all n € N, either j,11 = j, or jn+1 = jn + 1. This is why
we will focus on the case presented in Figure 2.

3.2. Stability and discrete entropy inequalities

Proposition 3.2 (L stability). Under the CFL condition (3.2), the scheme (3.4)—(3.6) is stable:

VneN, Vi€Z, pj,e€l01] (3.8)

Proof. Monotonicity. Fix n € N. Clearly, the expression (3.4) allows to express p"*! as a function of three
values of p™ in an nondrecreasing way, see the Chapter 5 of [15] for instance. We now verify that the functions
H? _, and H7 are also nondecreasing. Let us detail the proof for H} . Recall that H? is Lipschitz continuous
by construction, therefore we can study its monotonicity in terms of its a.e. derivatives. Making use of both the
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CFL condition (3.2) and of the monotonicity of EO and God®", for a.e. u,v,w,z € [0, 1], we have

OH? 1 At 9God™" )
Jn (u,v, w, Z) = - (u7v)(1 — Sgn(GodS (u,’U) _ qn)) >0,
o 2~y O
OH" X, +1—Y" At 0God*" (1- Sgn(GOdS" (0,0) — ™)
3; (u,0,0,2) = =57 nrl T onl gy e 2
Xjnsa+1 7Y Xjnpr+1 — Y
X?’n,"{‘l - (y" + LAt) S X?n+1 _ (yn + %) -
X;':Tﬂrl —yntt Xg::—&-l gyl T
OH? ( ) Az At 8EO( |
w, v, W, 2) = B o
o X?v:ll-‘rl - yn+1 X;'Ln—ti—i-l _ yn+1 da )
Axr — LAt Az — Az /2
= n+1 nt+1 2 ] Y 2 O7
Xjn+1+l -y Xjn+1+1 -y
OH; At OEO
i(@hq],w,Z) = — (w7z) Z O’
02 X?7:11+1 —yntl 0b

proving the monotonicity of H} . Similar computations show that H7 _; is nondecreasing with respect to its
arguments as well.
Stability. We now turn to the proof of (3.8), which is done by induction on n. If n = 0, it is verified by definition

of (p?+1/2)j' Suppose now that (3.8) holds for some integer n > 0 and let us show that it still holds for n + 1.

Note that 0 and 1 are stationary solutions to the scheme. It is obviously true in the case (3.4). The definitions
of H? _; and H} do not change this fact. For instance, H} _(0,0,0) = 0 since ¢" > 0 and because of (3.1),
we also have:
=X ) — ((—=s") Ag™) At T — X" )+ s"AL
H’?,l(l,l,l):(y Xfo-1) = (=s")Ag") At (y" — X7}, 1) _

In n+1 _ nt+l n+1 _ nt+l
y Xjn+1_2 y Xjn+1_2

Similar computations would ensure that it holds also for H} . Using now the monotonicity of H _, for
instance, we deduce that

0= H?ﬂ,—l(o,oao) < H?ﬂ,—l(/’?n—3/2ap?n—1/2a P?n-s-l/z)

_ n+l
- jn+171/2
= H}an(P?nfg/z’P?nfl/mpgbnﬂ/z) < }:71(1, L1) =1,
which concludes the induction argument. The remaining cases follow from similar computations. O

Corollary 3.3 (Discrete entropy inequalities). Fizn € N, j € Z\{jn+1 —2} and k € [0,1]. Then the numerical
scheme (3.4)—(3.6) fulfills the following discrete entropy inequalities:

10710 = KlOG = XF) — (R, — @) At if J ¢ {jn+1— Lt}
_|PZ:11_1/2 - ”‘Ax + |p;'l,,ﬁ1/2 - H|(X§Ln - X?n71)
0 = WO =) £~ (@ — @5 _1) A+ FRun (s, a) A it = ui— 1

105 412 = BIOXG, 41 = XG,) +1p], 150 — KlAZ

int

— (27 o — ®F,) At + $Ren (K, q")AL i j = jng1s
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where ®7 and @7, denote the numerical entropy fluzes:

7 =EO(pj_1/0 VK, P12 V ) —EO(P]_1 )5 A K, P10 AK);
o? . = min{God’ ’(P;Lnfl/z V K, p?nH/2 V k),q"} — min{God® (p?n71/2 A K, /);-LTLJrl/2 AK),q"}.

Proof. This result is mostly a consequence of the scheme monotonicity. When the interface/constraint does not
enter the calculations i.e. when j ¢ {j,+1 — 1,Jn+1}, the proof follows Lemma 5.4 of [15]. The key point is
not only the monotonicity, but also the fact that in the classical case, all the constants states k € [0,1] are
stationary solutions of the scheme. This observation does not hold when the constraint enters the calculations.
Suppose for example that j = j,41 (which corresponds to the function H;l) Here, we have

(XG4 —y") + RAz = (f(r) = (f(k) — s"K) N ") At

H? (k, K,k k) =
G \Vy Foy Py 1
X?n+l+1 - yn+1
Xn _ yn — s"At)k At
= ( ]ntLQ—i-l n+1 ) - 2 n+1 ol Rsn(ﬁaqn)
X.jn+1+1 - y (Xjn+1+1 - y )
At
=k Rsn (K,q")
+1 s ’ ’
(X;Ln+1+1 - yn+1)
and it implies:
HY (0} _1/2 NE P 1172 NE DS 1gy2 NES DS 4570 NE)
n+1 n+1
S P12 N Py 1y VR
< H? n n n n At n
=H; (Pjn—1/2 VK, P 112V K P 4372 VK P 4572 V k) + oL n+1)Rs" (K, q").
Xjnp1+1 Y
We deduce:
n+1 _ n+l _ n+l
05 12 R =5 p VE = PG p AR
<HJ (0], 172V 0], 4172V K Pf 4372V Ko Pf 452V K)
=B (0], —1/2 MR P 1y N s P aga NS P s 2 NR) (0T gt s (K, q")
Xjnp1+1 — Y
= art o Phrye — Al g 10 sy —
X;'ln+1+1 - yn+1 ! X?n+1+1 - yn+1 !
At At
- (7" —<I»”)+ Ren (K, q™)
1 ( n+2 t 1 5 ) )
X?:HH —yntt M " (X?:HH —y"tl)

which is exactly (3.9) in the case j = j,+1. The obtaining of (3.9) in the case j = j,+1 — 1 is similar so we omit
the details of the proof for this case. O
3.3. Continuous inequalities for the approximate solution

The next step of the reasoning is to derive continuous inequalities, analogous to (2.2) and (2.3), verified by
the approximate solution pa, starting from the discrete entropy inequalities (3.9) and the marching formula
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(3.4)—(3.6).

In this section, we fix a test function ¢ € C>(Q), ¢ > 0 and define:
1 X541 Xj+1
VneN, Vj€Z, ¢jpn= ﬁ/ oz, t")de = ][ o(z, t") de.
Xj+1 = X5 Jxy X

We start by deriving continuous entropy inequalities verified by pa. Let us define the approximate entropy
flux:

(I)A(pA’K’) = Z Z (13?173?_*_1/2 + Z (I)?"rl]lp.?-f—l/z

neN \j<jn J2jn+1

Proposition 3.4 (Approximate entropy inequalities). Fizn € N and € [0,1]. Then we have

tn+1

/ <|PA — K|Opp + @A (pas k) 81;90) da dt
tn R

+ / Ipa (@, ") — rlp(, ) da — / Ipa (e, ") — klp(e, ) do (3.10)
R R

tn+1

+ / Roat) (a8 () o(ya(t), t) dt > O(Az?) + O(AzAt) + O(AF?).

Proof. For all j € Z\{jn+1 — 2}, we multiply the discrete entropy inequalities (3.9) by 90;::1 /2 and take the sum

to obtain:

+1 +1 +1 +1
D ey L e R e P
j;éjn+172
< > (Je2/2 = ] OG0 =) = @ = @A) 2t

JE{n+1—2:9n+1—1,0n+1}

+1 +1 +1 +1
+ |p;'Ln—1/2 - H‘@?n+1_1/2(x;tn - X;‘ln—l) - ‘p;il+1_1/2 - H|90;'L71+1_1/2A:C - (q)?nt - (I)?n—l) ‘10;2+1_1/2At

+1 +1 +1
+ |P?n+1/2 - “|<P?n+1+1/2(>(?n+1 - X;'ln) + |p;'ln+3/2 - ““P?HHH/QACU - (‘I)?nﬁ - (I)?nt) SD?TLHH/gAt
1
+1 +1
+ iRsn (%, qn)((p;i#l*l/? T @?7L+1+1/2)At'
This inequality can be rewritten as
Z n+l n+1 ( n+l n—i—l) _ Z n _ n+1 ( n n)
Pitiye = R Pir12Xj+1 — X Pjt1/2 = R Pip12Xj+1 — X5
jez JEL

n+1 n+1 n+1 n+1 n+1
Pjnir—-1/2" "‘ (%H—l/z - S‘Jjwrl—3/2> Az + ‘p?n—lﬂ - "‘ (‘Pjn+1—1/2 - %n+1—3/2) (OG = XGu-1)

€1 €2

n+1

+1
+ p?n+1/2 - “‘ (‘P;Ln+1+1/2 - ‘Pjn+1—1/2) (XJ 41— X5,

€3
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n n n+1 n n n+1
- > (®F11 — @7 )@y p At — (BFy — @F 1) 7 AL

JE{in+1—20n+1—1,dns1}

—(en ,, —on

n 1 n n n
Jnt2 int) ¥ 1 At + QRSW('L@ q )(Q@ 1 + + )At,

Jny1+1/2 Jn+1—1/2 S0jn+1-‘r1/2

with
Vi€ {1,2,3}, |ei| < 8/|0pe||L=A2?.

We now proceed to the Abel’s transformation and reorganize the terms of the inequality. This leads us to:

1 1 1 1
Z p;’lil/? - K’ 9921:1/2(X?11 - X;‘H ) — Z ’P?+1/2 - "i’ 90?+1/2(X?+1 - X?)
JEL JEZ
A
_ Z n _ n+l _ n ( n n) + " n+l _  n+l At
Pit1/2 = R \Pjt1/2 = Pi+1/2) Wit 7 X Z i \Pir12 ~ Pic1/2
jez 58 {ins1—2dns1 -1} (3.11)
B c
1 5
, +1 +1
S §Rsn(l‘</7 qn)(¢?n+1_1/2 + ¢21+1+1/2)At + Z Ei,
i=1
D
with

Vie {45}, e <Al|fllLe |0zl AzAt.

We recognize inequality (3.11) as the discrete analogous to inequality (3.10). The remaining of the proof
consists in estimating the difference between the terms appearing in (3.11) and their continuous counterparts.
For instance,

n+1

1 Y )
D = Rn(r, 4" )p(y" T " AL+ ————— /n+1 ((a, ") =y, 7)) At

y X]n+1_1 Xjn‘l»lfl

€6
n+1
1 Xjpy1+1
+ W/ N (p(z, ") — p(y" ™ ")) At
Jn+1 yn
€7
tn+1 tn+1

= Roae) (ks aa(t))p(ya(t), t) dt + ¢ + 7 + t Rty (k5 qa(®)) @yt — o(ya(t), 1)) dt,

tn n

es
with

6] + [ex] + [es] < 2/ fllu~ <2||3zs0||L°°A$ T il sl AL + ||atso||LooAt) Al
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The computations for the other terms can be found in the proof of Proposition 4.2.3 from [23]. (]

Note that if ¢ is supported in time in [0, 7], with 7' € [tV,¢¥+1), then by summing (3.10) over n € [0; N +1],
we obtain (recall that A is fixed):

T
/ / (|PA — KO + @a (pa, k) f%@) dr dt +/ IpX — klo(z,0) da
0 IR ¥ (3.12)

+ / Runto) (05 (0)¢(ya (1), £) dt > O(Az) + O(AL).

We now turn to the proof of an approximate version of (2.3). Let us define the approximate flux function:

Fa(pa) = Z Z filpn , + Z fiiler,

neN \j<jn JZgn+1

Proposition 3.5 (Approximate constraint inequalities). Fiz n € N and k € [0,1]. Then we have

—+o0 —+o0
/ pa (@, "oz, ) da — / pa (@, " V) p(x, ) da
yn yn+1

tn+1 tn+1

. / (PA&%P + Fa (pa) 3z<p> dedt < /tn an(t)e(ya(t),t)dt (3.13)

+ 0(Az?) + O(AzAt) + O(Ar?).

n+1

Proof. Following the steps of the proof of Proposition 3.4, we first multiply the scheme (3.4)—(3.6) by i 20

sum over j > j,+1 and then apply the summation by parts procedure. This time, we obtain:

n+1 n+1 n+1 n+1 n n no_.n
E P]H/g‘PjH/g(XJH X E Pj+1/2<Pj+1/2(Xj+1 Xj)
JZgn+1 J2in

A

n n+1 n n n n+1
- Z Pi+1/2 (¢j+1/2 - 90j+1/2) (G = x3) Z fj ( Piv1e — Pj- 1/2) At < q ¢} +1+1/2At +e,
J2in J2int2 —D/_/

B C
with € < 8|0, ¢l|r~ Ax?. Clearly,
+o0o

A= / (z,t" (2, ") da —/ oa(z, t™)p(z, t") dz,
n+41 yn

and estimate (3.13) follows from the bounds:

tn+1

/ / paOrpdrdt| <

(3102l Az + [|Oppl|Le AL) At

+ 9l (28xtp||LooA$ +2[[9]|Lee |0z pl|r AL + ||at<meAt) At
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| tn+1

C*/ /]'—A pA)argodxdt
t’fb

< 1= (60 lhm +45up 1ol )]s +5up [0l )]s ) A

i tn+1

D- / ga(t)p(ya(t). ) dt

< ol (210nlh 0 + [0rgllm At + |ill=0sl A ) At

O

If ¢ is supported in time in (0,7), with T € [tV,tN¥+!), then by summing (3.10) over n € [0; N + 1], we
obtain:

T T
- / / (pAatgo + Fa (pa) 337(,0) dedt < / aa(t)e(ya(t),t)dt + O(Az) + O(At) . (3.14)
o Jr 0

3.4. Compactness and convergence

The remaining part of the reasoning consists in obtaining sufficient compactness for the sequence (pa)a in
order to pass to the limit in (3.12)—(3.14). To doing so, we adapt techniques and results put forward by Towers
n [25]. With this in mind, we suppose in this section that the flux function, still bell-shaped, is also strictly
concave. By continuity,

Ju>0, Ypelo,1, f"(p)<—p (3.15)

We denote for all n € N and j € Z,

D} = max {p}il/Q — p?Jrl/Q, 0} .
We will also use the notation
V€N, Zni1=Z\{jns1 — 2,Jn41 = L Jnt1s st + 1}

In [25], the author dealt with a discontinuous in both time and space flux and the specific ” vanishing viscosity”
coupling at the interface. The discontinuity in space was localized along the curve {z = 0}. Here, we deal with a
smooth flux but we have a flux constraint along the curve {x = y(¢)}. The applicability of the technique of [25]
for our case with moving interface and flux-constrained interface coupling relies on the fact that one can derive
a bound on D”+1 as long as the interface does not enter the calculations for D”Jrl t.e. as long as j € Zn+1 in
the case j,4+1 = jn + 1.

5 t
Lemma 3.6. Letn €N, j € Zpt1, a = Mg and (x) = x — ax®. Then
T
D”Jrl < ¢ (max {D] 1, D}, D7y )- (3.16)
Proof. For the sake of completeness, the proof, largely inspired by [25], can be found in Appendix A. O

Remark 3.7. Fix n € N and 5 € 2n+1. Note that if D} > 0, then we can write that for some v(j) €
{.] - lajv.j + l}a we have

D}t <Dj;) - (Dﬁw)Q

2
1—a? (D" : ) D" .
n n v() v(5) L
=D" aD™ ., ) = D" . < = .
v(5) ( V(J)) v(7) n = n 1
1+ aDV(j) 1+ aDV(].) DI +a
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n+1 1l n+1 1
Here B S =l T I8 ere. D7 <+ 1

tn+l A

t,{

J=Un+1+1)=(n+1)

¥a

FIGURE 3. Nlustration of the OSL bound (3.17).

Corollary 3.8. Let n € N. Then the scheme (3.4)—(3.6) verifies the following one-sided Lipschitz condition

(Fig. 3):
! if <93 —3—n
(n+1a J= Int1
1
- - if Jpp1—3-n<j<Jpg1 =3
wir | (G =2) = j)a " "
D! < ) (3.17)
- - if ) +2<7<9g +2+n
(= (nt1 +1))a It eSS
1
—_— if 5>, 2 .
(n+ 1a )2t 24n

Proof. Fix n € N. We only prove (3.17) in the cases j > j,+1 + 2. The reasoning for the cases j < jo — 3 is very
similar. Let us first prove by induction on k € N* that

1
VkeN*, VjeZ, min{n+1,j—(jnpp1+1)}>k = DI < o (3.18)

Inequality (3.18) holds if £ = 1. Indeed, if £k = 1, then j > j,41 +2 d.e. j € Zn-u. By (3.16),
2
e {i-14.4+1} DI <Dy —a(Dy) .

If D} =0, then D?'H = 0 < 1/a. Otherwise, we can write:

1

T
D, ta

D < gl:_.
J a

Now, let us assume that (3.18) holds for some integer k € N* and suppose that min{n+1, j—(j,+1+1)} > k+1.
Again, by (3.16),

2
wyedj-1jj+1} Dy <Dy —a(Dy)

Since
n >k and Vj_<jn+1)2(j_l)_(jn+l+1):j_(jn+1+1)_1Zka
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we deduce that min{n, j — (j, + 1)} > k, hence, using the induction property:

1 1

D! < < ,
7 T gr+a” (k+1a
Y

which concludes the induction argument. Estimates (3.17) in the cases j > jn4+1 + 2 follow for suitable choices
of k in (3.18). O

Corollary 3.9 (Localized BV estimates). Fiz 0 < ¢ < X and suppose that 3Ax < ¢ and that t" ™" > % Then

1
there exists a constant A = A (||p0|Loo, ,X> , nondecreasing with respect to its arguments such that
€

TV (pA(',tn+1)|(yn+1+5’yn+l+X)) <A (3.19)
and
yn+1+X
/ ] pal@, t"2) = pa(z, t”“))‘ do < 20z + L (2A + 1) AL (3.20)
yn+1+5
Note that we have the same bounds for the quantities:
yn+17€
TV (pa(, t" ) yrt1—xynt1-c)) and / . palz, t"72) — pa(z, t"TY)| da.
yn 17X
}I;’roof. Let kyy1, Jup1 € Z such that y" ! +¢ € (XZj:1’XZj:1 + Az) and y"t + X € (Xgﬁl,xf}j:l + Az). We
ave:
Jn41
TV (pa (" ) grirseyriiex) Y, 105 =00l
j=kn41+1
Jn+1 Jn+1
— n+1 n+1 n+1
=2 > D= > (et
j=kni1+1 j=kny1+1
Jn+1 Jn+1
o n+1 n+1 n+1 n+1
=2 Z Dj - (pJn+1*1/2 - pkn+1+1/2) <142 Z Dj :
J=knt1+1 j=knt+1+1
Now, for all j > k,,+1 + 1, we have
1) s Frn ) = G+ )AL A0~
J 7 Un - Ax B Ay
n+1 _ n+1
Z(y +e)—(y +2Ax)_i_221.
Az Ax
Lemma 3.17 ensures that
Jn+1 1

" 2
TV(pA(’t +1)|(yn+1+57yn+1+x)) S 14+ E Z

j=kn41+1

However, we also have:

min{n +1,J — (o1 + 1)}

tntl c c (yn+1 + E) _ yn-i-l XZJrl — (Xr_z+1 —+ Ax)
1= > > - - > n+1 In+1 _ kn . .n 1).
nt At T 2LAt T Ax Ax - Ax 1= Ui +1)
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We deduce that for all j € [knt1 + 1; Jpg1], min{n + 1, — (jos1 + 1)} > knt1 — (Jne1 + 1); hence:

Int1
i Pt 1< = 2 ( Jn+1 — kny1 )
P j+1/2 ~ Pi—1/2 ket — Gner +1)

2 X —e+Ax
<1+ - —_—
- +ax( € —2Ax )

6X
SAa A= HPOHL“’ +7a
ag

which is exactly (3.19). Then,

NaE e

[paa,t742) = pa(a, ")) da
yn+1+€

Jnt1

n-+2 n+1
<28a+ > fi il

j=kn41+1
Jn+1 Jn+1
< 202 + || DI ety R DR VPRt g AU
J=knt1+1 j=knt1+1

<2Azx+ L(2A+1) At,
concluding the proof. O

Theorem 3.10. Fiz py € L®(R;[0,1]), y € W1°((0,+00)),9 > 0 and g € L. ((0,+00)),q > 0. Suppose that
f € C%([0,1]) satisfies (1.1)~(3.15). Then as A — 0 while satisfying the CFL condition (3.2), (pa)a converges
a.e. on §) to the admissible entropy solution to (1.3).

Proof. Fix n € N*. Since (ya)a converges uniformly to y on (0,7, there exists A sufficiently small such that
lya = yllf,ooc o - Consider now the open subset
— 3n

Oy ={(z,t) € Q| |z —y(t)| > 1/n}.

Using the BV bounds (3.19) and (3.20) and the uniform L°° bound (3.8), Appendix A of [19] provides a
subsequence of (pa)a which converges almost everywhere in any rectangular bounded domains of O,,. Using
a covering argument, we proved that a subsequence of (pa)a converges a.e. on O,, to some bounded function
pn € L=(0,). Now, a diagonal procedure provides the a.e. convergence of a subsequence of (pa)a on any
compact subsets of the set

0:={(x,t) € Az £ y(t)}.

A further extraction yields the a.e. convergence on € to some p € L>°((Q2).

Equipped with the convergence of (pa)a to p, we let A — 0 in (3.12) and (3.14) to establish that p verifies
(2.2) and (2.3). Then, Remark 2.3 ensures that p € C°(RT; L] (R)). Finally, in light of inequality (3.19), the
lower semi-continuity of the BV semi-norm ensures that for all ¢ > 0, p(-,t) € BVjec(R).

This proves that p is an admissible entropy solution to (1.3). By uniqueness, the whole sequence converges to

p, which proves the theorem. O

Corollary 3.11. Fiz py € L=(R;[0,1]), y € VVIOC ((0,400)),y > 0 and g € L2.((0,400)),q > 0. Suppose that
f € C%([0,1]) satisfies (1.1)~(3.15). Then Problem (1.3) admits a unique admissible entropy solution.

Proof. Existence comes from Theorem 3.10 while uniqueness was established by Theorem 2.11. (]
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4. WELL-POSEDNESS FOR THE MULTIPLE TRAJECTORY PROBLEM

We now get back to the original problem (1.2). Let us detail the organization of this section. First, we
construct a partition of the unity to reduce the study of (1.2) to an assembling of several local studies of
(1.3), see Section 4.1. Using the definition based on germs, analogous to Definition 2.6, we will prove a stability
estimate, leading to uniqueness, see Theorem 4.3. Then in Section 4.3, we construct a finite volume scheme in
which we fully use the precise study of Section 3. A special treatment of the crossing points is described, see
Section 4.3.1.

Let us recall that we are given a finite (or more generally locally finite) family of trajectories and constraints
(Yis @i)ieqi;0) defined on (s, T;) (0 < s; < T;). Introduce the notations:

Vie[l;J], Ti={(z,t)eQ|tels;T;] and z=y;(t)}.

We suppose that for all i € [1;J], y; € WH>°((s;,T;)) and ¢; € L>((s;,T;); RT). This notation means that
what can be seen as crossing points between interfaces will be considered as endpoints of the interfaces; for
instance, given two crossing lines, we split them into four interfaces having a common endpoint. We denote by
(Cm)1<m=<n the set of all endpoints of the interfaces I';, i € [1; J].

4.1. Reduction to a single interface

Fix ¢ € C(Q\ UM_, C,,). Let us denote by K the compact support of ¢.

Step 1. For all i € [1;J], K NT}; is a compact subset (maybe empty) of Q, and the family (K NT};); is pairwise
disjoint. By compactness,

>0, Vi,je[1;J], i#j = dist(KNTy, KNT;) > 26.

Step 2. For all i € [1; J], set
Qi = U B((mat)a5)7

(z,t)eKNT;

where B((x,t),d) denotes the R2-euclidean open ball centered on (x,t) and of radius §. Clearly, §2; is an
open subset of Q containing I';. Moreover, the family (€;); is pairwise disjoint. Indeed, suppose instead that
for some 7,5 € [1;J] (i # j), we have

QiNQ,; #0,

and fix (z,t) € Q; N Q;. By definition, there exists (z;,t;) € K NT'; and (x;,t;) € K NT; such that
(z,t) € B((zi,t;:),0) N B((z},t5),9).
Using the triangle inequality, we deduce that
dist(K NIy, K NTy) < dist((xs,t), (xj,t5)) < dist((z, t;), (z, 1)) + dist((x, t), (z;,t;)) < 26,

yielding the contradiction.
Step 3. Define the open subset (finite intersection of open subsets):

0 = {(z,t) €N ‘Vi € [1;J], dist((x,t), K NT;) > g}

The family (£2;);c[o;7 is an open cover of R xR*. Consequently, there exists a partition of the unity (0i)icpo:1]
associated with this cover:

J
Vie[0;J], 0;>0; 6; € CX(Q); V(a,t) eERxRT, > 6(w,t) =1.
=0
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Step 4. We write the function ¢ in the following manner:
J J
o= (p0:) =po+> @i (4.1)
i=0 i=1

Note that:
(1) ¢o vanishes along all the interfaces;
(2) for all ¢ € [1;J], ¢; vanishes along all the interfaces but T';.

4.2. Definition of solutions and uniqueness
Following Section 2 and Definition 2.6, we give the following definition of solution.

Definition 4.1. A function p € L>°(; [0, 1]) is a G-entropy solution to (1.2) with initial data py € L*°(R) if:
(i) for all test functions ¢ € C®(Q\ UL, I';),» > 0 and & € [0,1], the following entropy inequalities are

verified:
+o00
/0 /R<|p — k|0 + @(p, n)am@> dx dt + /]R |po(z) — K|o(x,0) da > 0; (4.2)
(ii) for all 7 € [1;J] and for a.e. t € (s;,T3),
(p(yi(t) =, 1), p(ys (1) +.1)) € Gy, (1) (ai(t)), (4.3)

where the admissibility germ Gy, (¢;) was defined in Definition 2.4.

Lemma 4.2 (Kato inequality). Fiz pg,o0 € L=(R;[0,1]). Let (¢:)iepi;0 and (ai)ieﬂl;J]] be two family of con-
straints, where for alli € [1;J], ¢i, q; € L=((s;,T})). We denote by p (resp. o) a G-entropy solution to Problem
(1.2) corresponding to initial data po (resp. o9) and constraints (¢;)icp.y (resp- (4:)iepy)- Then for all test
functions ¢ € C(Q2),p > 0, we have

/om /R(lp ~ ol + (. o)fw) dedi | It ol 0 oy

J T;
+ Z/ (@yi(t) (p(yi(t)+,1),0(yi(t)+,1)) — Py, ) (p(yi(t)—, 1), U(yi(t)—»t)))w(yi(t),t) dt > 0.
i=1"7 i
Proof. We split the reasoning in two steps.

Step 1. Suppose first that ¢ € C(Q\ UM_, C,,). In this case, we write ¢ using the partition of unity (4.1).
Fix ¢ € [1;J]. Following the computations of Lemma 2.10, we obtain:

I (|p _ olupi + B(p, o)am) et [ o) — o0(@)]a(, 0) da
Q; {zeR | (z,0)€Q;}

T;
(00 (80,0 (04,0 = By (010, 01010 a0, )t > 0

(4.5)

Now, since ¢ vanishes along all the interfaces, standard computations lead to

// (|p — olOrpo + <I>(p,a)8I<p0> dedt + / |po(z) — oo(x)|po(z,0)dz > 0. (4.6)
Qo {z€R | (z,0)€Q0}

We now sum (4.5) (i € [1;J]) and (4.6) to obtain (4.4). This inequality is the analogous of (2.12).
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Step 2. Consider now ¢ € C(Q). Fix n € N*. From the first step, a classical approximation argument allows
us to apply (4.4) with the Lipschitz test function

M
¢n($,t) = (Z 6m,n(1‘7t)> @(x,t),
m=1

where for all m € [1; M],

0 it disty((,t),Cm) < 1

n
1 1 2
5mn at = i s)rbm ) — — i - S i s v)ym S -
n(z,1) n (dlstl((x t),Cm) n) if - disty ((x, t),Cp) -

1 it disty((,£),C) > 2,

n

where, by analogy with the proof of Lemma 2.10, dist; denotes the R? distance associated with the norm
Il |l We let n — +o00, keeping in mind that:

M
m=1

Straightforward computations lead to (4.4) with ¢ € C°(€), concluding the proof.

1
o 0 Yme M) [Vomallq) = 0<n) ,
Li(@)

O

Theorem 4.3. Fir py, 09 € L=(R;[0,1]). Let (¢:)iep1;5) and (ai)ie[[l;J]] be two family of constraints, where for
alli € [1;J], ¢;, q; € L=®((s4,T;)). We denote by p (resp. o) a G-entropy solution to Problem (1.2) corresponding
to initial data py (resp. 0o) and constraints (¢;)ieq;1y (resp- (ai)ieﬂl;J]]). Then for all T > 0, we have

J T;
o, T) = o (Tl < [lpo — oollrr + 22/ @i(t) = q,;(t)| dt. (4.7)

S

In particular, Problem (1.2) admits at most one G-entropy solution.

Proof. Estimate (4.7) follows from Kato inequality (4.4) with a suitable choice of test function and in light of
the inequality:

Vi e [1;J], fora.e. te€(s;,T;),
(byz(t) (p(yi(t)+7t)a O(yi(t)+7t)) - (I)yz(t) (p(yi(t)_7 t)vg(yi(t)_a t)) < Z‘Qi(t) - az(t)‘v
see Theorem 2.11. O

4.3. Proof of existence

Following the reasoning of Sections 2 and 3, we introduce a second definition of solutions, more suitable to
prove existence.

Definition 4.4. A function p € L>(£; [0, 1]) is an admissible entropy solution to (1.2) with initial data py €
L°°(R) if
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(i) for all test functions ¢ € C°(Q),» > 0 and & € [0, 1], the following entropy inequalities are verified:

+o0
/0 /]R<p ~ Kl0p + 2(p, “)3“0) dadt + /R |po(x) — Kl (w,0) dz
J T (4.8)
3 [ Rugo s a@otut n 2o

where Ry, (k, ;) was defined in Definition 2.1;
(ii) for all test functions ¢ € CZ(Q\ UM_, C,,), ¢ > 0, written under the form (4.1), the following constraint
inequalities are verified for all ¢ € [1; J]:

. //Q ; (paw f(p)8r<p> dardt < / T a:(D)i (yi(t), D at, (4.9)

where QF = {(z,t) € O | 2 > y:(t)}.

Proposition 4.5. Definitions 4.1 and 4.4 are equivalent. Moreover, in Definition 4.4 (i), it is equivalent that
(4.8) holds with ¢ € C*(Q\ UM_, Cp,).

Proof. The proof of the equivalence of Definitions 4.1 and 4.4 is a straightforward adaptation of the proofs
of Propositions 2.8 and 2.9. The last part of the statement follows using the same approximation argument
described at the end of the proof of Lemma 4.2. O

We now turn to the proof of existence for admissible entropy solutions of (1.2). We make use of the precise
study of Section 3 in the case of a single trajectory and build a finite volume scheme. We keep the notations of
Section 3 when there is no ambiguity.

4.3.1. Construction of the mesh, definition of the scheme

For the sake of clarity, suppose that we only have two trajectories/constraints (y;,q;) (1 < i < 2) defined
on [0,7], which cross at time 7. We denote by C this crossing point. Suppose also that this crossing point
results in two additional trajectories/constraints (y;,q;) (3 < i < 4) defined on [7,T], and which do not cross,
as represented in Figure 4.

Let us fully make explicit the steps of the reasoning leading to the construction of our scheme in that situation.
Suppose that A = At/Ax is fixed and verifies the CFL condition

My oo il <1, '
2 1]l +1r;1?§><4llylllL (o) [A<1 (4.10)

L

Set N € N such that 7 € [tV ¢V +1). We divide the discussion in four parts.

Part 1. Introduce the number
Ny =inf{n €N, [yA(t") —yA(t")| < 4Az}.

The definition of Ny ensures that for all n € [0; Ny — 1], we can independently modify the mesh near the
two trajectories y and yZ, as presented in Figure 5. Consequently, we can simply define the approximate
solution pa on R x [0,tN171] as the finite volume approximation of a conservation law, with initial
data pg, with flux constraints on two non-interacting trajectories, using the recipe of Section 3 for each
trajectory/constraint.
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FIGURE 4. Ilustration of the configuration.

Part 2. Fix now n € [Ny; N]. In these time intervals, since the two trajectories are too close to each other,
one cannot modify the mesh in the neighbourhood of one of them without affecting the other. However, the
scheme has to be defined globally so we proceed as described below.

— First, introduce the mean trajectory and the new constraint:

y1(t) +ya2(t)

vt € [05 T]7 y12(t) = ) 3

q12(t) = min{q1(t), g2(t) },
represented in purple in Figure 5, before the crossing point (in red). The choice of taking the minimal
level of constraint in the definition of g1 stems from the nature of the constrained problem; see however
Remark 4.6 below.

— Then, define pa on R x [t™1#V] as the finite volume approximation of the one trajectory/one constraint
problem:

Oip+ 02 (f(p)) =0
p(tN) = pa (-t
(F(p) = 012(0) ) oy < @r2(t)  t € (tV1,2Y),

using exactly the recipe of Section 3.1.
Part 3. Introduce the number:

No=inf {n >N, [yA(t") —yA(t")| > 4Az}.

For n € [N; N3], we are in the same situation as Part 2. We proceed to the same construction, mutatis
mutandis.
— As in Part 2, define the mean trajectory and the new constraint:

ys(t) + ya(t)

vt € [7—7 T}v y34(t) = 2 3

q34(t) = min{gs(t), q1(t)},

represented in purple in Figure 5, after the crossing point.
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n=N>
n=N
n=N;

FIGURE 5. Illustration of the local modifications of the mesh.

— Define pp on R x [tV 2] as the finite volume approximation of the one trajectory/one constraint
problem:

O+ 9: (f(p)) =0
p(tN) = pal-tY)
(F(p) = 93a(1)0) s 1) < @3a(t)  t € (7, 872).

Part 4. Finally, pa is defined on R x [tV2, T like in Part 1 with ys, g3, pa(-,t72) (respect. y4, qs) playing the
role of y1,q1, po (respect. of ya, ga).

Remark 4.6. Let us stress out that the details of the treatment done in Parts 2-3 do not play any significant
role in the convergence proof below thanks to the choice of test functions vanishing at neighbourhood of the
crossing points, see Proposition 4.5. Consequently, taking the mean trajectory and the minimum of the constraint
is merely an example aiming at preserving some consistency while keeping the scheme simple to understand
and implement.

The general case of a finite number of interfaces (locally finite number can be easily included) is treated in
the same way, leading to a pattern with the uniform rectangular mesh adapted to each of the interfaces I';,
i € [1;J] except for small (in terms of the number of impacted mesh cells) neighbourhoods of the crossing
points C,,, m € [1; M].

4.83.2. Proof of convergence

Theorem 4.7. Fiz T > 0, f € C*([0,1]) satisfying (1.1)~(3.15) and py € L>=(R;[0,1]). Let (yi, i)icpi;a) be a
finite family of trajectories and constraints defined on (s;,T;) (0 < s; < T;). We suppose that for all i € [1;J],
yi € Wh((s;,T3)) and q; € L>((s;,T;); RT). Suppose also that the interfaces (I';); defined by the trajectories
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have a finite number of crossing points. Then as A — 0 while satisfying the CFL condition

"+ oo -l oo <
2| 1l +1rg%XJHyzllL (o) [A<T

L

the sequence (pa)a constructed by the procedure of Section 4.3.1 converges a.e. on  to the admissible entropy
solution to (1.2).

Proof. We make use of the fact that in Definition 4.4, we only need to consider test functions that vanish at a
neighbourhood of the crossing points (this is the key observation leading to Rem. 4.6 hereabove).

(i)

(iii)

J

Proof of the entropy inequalities. Fix ¢ € CZ(Q\ UM_, C),p > 0, written as ¢ = @g + Z%‘, using
the appropriate partition of unity, see Section 4.1. Since ¢y vanishes along all the interfacesZ, ;)A verifies
inequality (3.12) with R = 0 on the domain 2y and with test function ¢g. Indeed, for a sufficiently small
Az > 0, the scheme we constructed in the previous section reduces to a standard finite volume in €.
Fix now 4 € [1;J]. Since ¢; vanishes along all the interfaces but I';, pa verifies inequality (3.12) with
reminder term RSZ (k,qy) along the trajectory y’ on the domain ; and with test function ¢;, due to the
analysis of Section 3; indeed, in the support of the test function, our scheme for the multi-interface problem
reduces to the scheme for the single-interface problem. By summing these previous inequalities, we obtain
an approximate version of (4.8) verified by pa:

+oo
/0 /R<|PA — k|0 + Pa(pa, H)@IQD) dx dt + /R 1P (2) — K|p(z,0)dz
: (4.11)
. T, | |
+ Zl /S Rt ()5, da (0)(ya (1), 1) dt > O(Az) + O(At).

Proof of the weak constraint inequalities. Let o € C(Q\ UM_, C,,),p > 0, written under the form (4.1).
Fix i € [1;J]. Since ¢; vanishes along all the interfaces but I';, for a sufficiently small Az, pa verifies
inequality (3.14) with constraint ¢4 along the trajectory 4 on the domain Q:r and with test function ;.
We obtain an approximate version of (4.12) verified by pa:

T;
_ //Q+ (pAaﬁp + fA(pA)(?wgo> dzdt < / qa(t)pi(ya(t),t) dt + O(Azx) + O(At) . (4.12)
Compactness and convergence. Compactness of the sequence (pa)a follows directly from the study of
Section 3.4 where we derived local BV bounds for (pa)a under the assumption (3.15). Indeed, these local
bounds lead to compactness in the domain complementary to the interfaces, we only use the fact that the
interfaces together with the crossing points form a closed subset of €2 with zero Lebesgue measure. Once
the a.e. convergence (up to a subsequence) on Q to some p € L>°(Q;[0,1]) obtained, we simply pass to
the limit in (4.11) and (4.12). This proves that p is an admissible solution to (1.2). By the uniqueness of
Theorem 4.3, the whole sequence converges to p. This concludes the proof.

O

Corollary 4.8. Fiz T > 0, f € C*([0,1]) satisfying (1.1)~(3.15) and po € L>®°(R;[0,1]). Let (i, ¢i)icfr,J]
be a finite family of trajectories and constraints defined on (s;,T;) (0 < s; < T;). We suppose that for all
i€ [1J], yi € Wh((s;,Ty)) and q; € L>°((s;,T;); RT). Finally, suppose that the interfaces (I';); defined by
the trajectories (y;); have a finite number of crossing points. Then Problem (1.2) admits a unique admissible
entropy solution.

Proof. Existence comes from Theorem 4.7 while uniqueness was established by Theorem 4.3. (]
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— tow truck
—— broken down vehicle
ga(t) =0.17
i g3(t)=0.1
g»(t) =0.125
g1(t) =0.2
» >

FIGURE 6. A tow truck comes moving an immobile vehicle.

5. NUMERICAL EXPERIMENT WITH CROSSING TRAJECTORIES

In this section, we perform a numerical test to illustrate the scheme analyzed in Section 3 and Section 4.3.
We take the GNL flux f(p) = p(1 — p).

We model the following situation. A vehicle breaks down on a road and reduces by half the surrounding
traffic flow, which initial state is given by po = 0.8 x 1}; 3;. At some point, a tow truck comes to move the
immobile vehicle. We summarized this situation in Figure 6. Notice the time interval in which g3 = 0.1. This
corresponds to the time needed for the tow truck to move the vehicle. Note also that the value of the constraint
on this time interval is smaller than the one when only the broken down vehicle was reducing the traffic flow.

The evolution of the numerical solution is represented in Figure 7. Let us comment on the profile of the
numerical solution.

— At first (0 < ¢ < 5.80), the solution is composed of traveling waves separated by a stationary nonclassical
shock located at the immobile vehicle position.

— When the tow truck catches up with the vehicle (6.30 < ¢ < 8.0), the profile of the numerical solution is the
same, but the greater value of the constraint in this time interval changes the magnitude of the nonclassical
shock; at this point the combined presence of both the tow truck and the immobile vehicle clogs the traffic
flow even more.

— Finally, once the tow truck starts again (¢ > 8.0), the traffic congestion is reduced.

Notice at time t = 7.44 the small artefact (circled in red in Fig. 7) created by Parts 2 and 3 in the construction
of the approximate solution and reproduced by the scheme. This highlights the fact that even if the treatment
of the crossing points brings inconsistencies or artefacts to the numerical solution, these undesired effects are
not amplified by the scheme, and become negligible when one refines the mesh.

APPENDIX A. PROOF OF THE OSL BOUND

We prove in this appendix Lemma 3.6. All the notations are taken from Sections 3.1 and 3.4. The proof is a
simple rewriting of the proof of Lemma 4.2 of [25].
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FIGURE 7. The numerical solution at different fixed times; for an animated evolution of the
solution, follow: https://utbox.univ-tours.fr/s/YLpAgfHJHzZNWYBB.

It will be convenient to write the Engquist—Osher flux under the form:

Va,be (0,1, EO(a,b) = (f(a/\p)—f(;)> + (f(b\/p)—f(;))

q+(a) q-(b)

so that for all n € N, when j € Z, 41, the scheme (3.4) can be rewritten as:

9?111/2 = P?+1/2 - A<q+ (P?ﬂ/z) +q- (P?+3/2> -4+ (P?—1/2) —9q- (P?+1/2)>~ (A1)
Lemma A.1. For alln € N and j € Z, we have

1 1
Pi_1/2 = Pis1j2 < o and D7 < o (A.2)

Proof. Indeed, using first the uniform convexity of f and then the CFL condition (3.2), we can write:

n n p;lfl/rz Az
(Pj—1/2 - Pj+1/2) = */ F'(u) du < 2| f||lLe < AL
Pit1)2
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from which we deduce (A.2). O

PN A
Lemma A.2. Letn €N, j € Zy11, a= T,u and p(x) = x — ax®. Then

D},D7?

D! <4 (max {D} ) (A.3)

J—1»

Proof. We divide the proof in three steps.

Step 1. The function ¢ is nonnegative on [0,1/a] and nondecreasing on [0,1/(2a)]. Note that by (A.2),

max { D" D?,D7} } <1/(4a), which will allow us to use the monotonicity of .

j—1 Jj+1

Step 2. We assume that
Piv1/2 = Piyaje =0 and  pf g0 —pi g5 >0 (A4)
and we are going to prove that (A.3) holds. Using the uniform convexity assumption of f, we can write that
Va.be (0,1, ¢4(b) ~qr(@) S (bAF-anPf (AP~ SbAT—anp)’. (A.5)
A similar inequality holds for ¢_ as well. Using (A.1), we obtain:

+1 +1
p?_l/g - p?+1/2 - p?—1/2 - p;'l+1/2

—A (Q+ (P?71/2) — 4+ (P}lg/z) — 4+ (/)?+1/2) +q+ (p;‘Ll/Q))
—A (q, (P}L+1/2) —q- (P;quz) —9q- (p;'l+3/2) +q- (p?+1/2))

= P}Lq/z - P?+1/2

3 { (o () = s (9502)) + (4 () = (5012))
(0 (ag2) = (01a2)) + (0 (1ag2) = - (2)) } (A.6)

< Pi1j2 = Pl

( Apt 2
+>\(P]+1/2/\P Py 1/2/\P>f Pi_1/2NP) — 7(0 12 NP = Py 1/2/\0)
n — n / A 2
+)\(Pj_3/2/\ﬂ—ﬂj_1/2 )f Pi_1y2 NP) — > (P _32 NP Pj_1/2 N )
n — n / )\M 2
+ A (pj+3/2 VP —pitie Vv ) Fpj12 VD) = (pj+5/2 VP —pitieV p)
( /\U 2
+A(p] 12V P— pj+1/2vp)f Pit12 VD) — 5 (pj 12V P— pJ+1/2Vp) ;

where the last inequality comes from using (A.5). The proof now reduces to four cases, depending on the
ordering of p, p 71/2 and pj 1/2°
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Case 1. p > p}l_, 5, P} 1/o- Under assumption (A.4), we have p > P43/ as well. Inequality (A.6) becomes:

P?fll/g - P?jr_ll/g < (1 - )\f/(P?—Uz)) (P;L—l/Q - P;'l+1/2) + )‘f/(/’;'l—l/z) (P?—s/z Np— P?—1/2)

- )\Qi ((p?1/2 - p?+1/2)2 + (lez/z ANp— p?'l/g)z)

< (1 - )\f/(P?—Uz)) (P;L—l/z - P;'l+1/2) + A (P 1/2) (P?—3/2 AP — P;'l—l/z)

- ):Tu <<p?1/2 - p?+1/2)2 + (P}lg/z AND— 9?1/2)2)

< (1 - /\f/(P;'L—1/2)) (P;L—l/z - P;‘l+1/2) + )‘f/(P;'l—l/z (P?—g/z Np— P?—1/2>

(A7)

)‘,u n n 7 - U3 2
Ty WA Pi-1/2 T Piv1/20 Pi-3)2 AP =Pjaj2f >

where the last inequality comes from the bound: a? + b? > max{a,b}?. The CFL condition (3.2) ensures
that the two first terms of the right-hand side of the last inequality are a convex combination of

(P?—uz - p?+1/2) and (p?_g/z ANp— p?_1/2>. Consequently, inequality (A.7) then becomes
1 1 _
Py = Py, <Y (max {0?71/2 — Piy1/2: P32 NP — P?fl/z}) :
Since pjf_g/5 NP = pj_1/2 < Pi_3/2 — Pj_1 /2, the monotonicity of ¢ ensures that
Pyt e = Pl S0 (max {P}’—l/z ~ P12 Pia2 — /’?71/2})
< v (max (D}, D))
< ¢ (max {D}_,, D}, D}, }).
Since the right-hand side of this inequality is nonnegative, we can replace its left-hand side by Dg”'l,
which concludes the proof in this case.
Case 2. p < P?,l/y p?+1/2. The proof of in this case similar to the last one so we omit the details.
Case 3. py,, <P < p} ;- Under Assumption (A.4), we have the following ordering:
Pivare < Pivije S P < PG 170 < Pj_g/0-
Inequality (A.6) becomes

ijll/z - pjj:ll/g < Pj—1/2 = Pjy1/2 — o ((Pj71/2 - P)2 + (P — Pj+1/2)2)

Ap 2
<Piij2 = Pitie — Z(P?&/z = Pii1/2)"s

where we used the inequality 2(a? + b?) > (a + b)?. From here, we can conclude as in Case 1.
Case 4. p;?_l/Q <p< p;‘+1/2. Using the decomposition

P12 = Piyis2 = (Pf_12 NP = Piiaya AD) + (5 _1/2 VP = Py V)
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inequality (A.6) becomes
o= 0 < (V= A 0012)) (Pajo AP = Plaaja AB) + A (0 12) (Do AP = Plrjo AT
1/ n (o — n — 1/ n 7 — n —
+ (1 +Af (,Oj+1/2)) (pjfl/Q VD =PV p) = AP 2) (pj+1/2 VD= Pz V p)
2

)\,U, n —= 0 -\ n 0 i 0
-3 {(pj—l/Q NP = Pit1/2 /\p) + (pj—3/2 AP = Pj1/2 /\p)

2 2
+ ('0?—1/2 V- p;'l+1/2 \/ﬁ) + (P;‘l+1/2 Vp— P;'l+3/2 Vﬁ) }
< (1 - )‘fl(p?flﬂ)) (p?*1/2 AP = P12 /\ﬁ) + A (Pf—1/2) (P?73/2 NP = pj_q/2 N ﬁ)
+ (1 + )‘fI(P?H/z)) (P?A/z VP =Pl Vﬁ) = A (P11 )2) (P?H/z VD= piyse Vﬁ)
Ap

2 2
5 {(P?—l/z AP = Pia)2 Aﬁ) + (P?—1/2 VP = P12 Vﬁ) } :
(A8)

The CFL condition (3.2) and the ordering P12 SP < PY_y o result in
(1 - )\fl(/’}lq/z)) (P?A/z AP = P41y Aﬁ) <0 and (1 + )\fI(P?H/z)) (P}lq/z VD= P2 Vﬁ) <0
so we can replace (A.8) by

e = P S O10) (P1aja N = P1ja AB) = A (Peajo) (P VP = P4sya VD)

/\M n - n 2\2 n — n 2\?
-5 {(pj—1/2 NP —=Pj11)2 /\P) + (Pj_1/2 VD= Piy1)2 VP) }

1 n . B . o -
S 5 ((pj_?’/Q /\pipj_l/Q /\,0) + (pj+1/2 \/pipj+3/2 Vp))
AL n . N2 . o 2
- (Pj—l/g NP = Pjr1/2 /\/J> + (pj_l/Q VP =Pl \/p)

< (max{<P;‘l73/2 AP = Pi_1/2 /\ﬁ) ’ (p?*1/2 VP =Py VE) }) ’

and we exploit the monotonicity of v to conclude.

Step 3. We no longer assume (A.4) and we get back to the general case. Let us introduce

Uj-aje = Pimap Y Pioajz Wioaj2 = Pioajze Wikaje = Pivijze Wksje = Phvajz NPio1y

and

n+1 _ n n n . n+1 _ n n n
Wity ye = B g0 Uiy o Wi yn)s ugly = UGy o0 0y 0, U g )0)-

Using the monotonicity of H, we get:

n+1 n n n n n n n
pjj1/2 - pj++11/2 =H(pj_3/2 Pf-1/2:Pf1172) = B(PT 1725 P11/ P 13/2)

n n n _ n n n _ . n+l1 o, nt+l
< H(uj—s/zvuj—l/Q»UjH/Q) H(uj—l/Q?uj+l/27uj+3/2) =Uj 12 T Yipaye
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Since u?+1/2 - u;.’+3/2 > 0 and u?_3/2 — u?—1/2 > 0, Step 2 ensures that
~n+1 ~T ~T o~ ~T
n n
D, <¢ (maX {Dj_l, Dijj+1}> ,  D; =max {uj_l/z —Uj11)9 0} .
Clearly,
~ T ~ N ~ T
n o n n
D; ,<Dj,, D;=Dj, D;,=<Dj,.

Using the monotonicity of ¢, we get:

n+1 n+1 n+1 n+1 n n n
Pil1y2 = Pifaye SUT = Uiy SO (max {Dj—l’ Dy, Dj+1}) )

concluding the proof.
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