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GIBBS PHENOMENA FOR L9-BEST APPROXIMATION IN FINITE
ELEMENT SPACES*

PAauL HousTON'®, SARAH ROGGENDORF**® AND KRISTOFFER G. VAN DER ZEE!

Abstract. Recent developments in the context of minimum residual finite element methods are paving
the way for designing quasi-optimal discretization methods in non-standard function spaces, such as
L9-type Sobolev spaces. For ¢ — 1, these methods have demonstrated huge potential in avoiding
the notorious Gibbs phenomena, i.e., the occurrence of spurious non-physical oscillations near thin
layers and jump discontinuities. In this work we provide theoretical results that explain some of these
numerical observations. In particular, we investigate the Gibbs phenomena for L?-best approximations
of discontinuities in finite element spaces with 1 < g < co. We prove sufficient conditions on meshes
in one and two dimensions such that over- and undershoots vanish in the limit ¢ — 1. Moreover, we
include examples of meshes such that Gibbs phenomena remain present even for ¢ = 1 and demonstrate
that our results can be used to design meshes so as to eliminate the Gibbs phenomenon.
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1. INTRODUCTION

This article investigates the Gibbs phenomenon in the context of the L?-best approximation of discontinuous
functions in finite element spaces by considering a few carefully selected cases that can be analysed in detail.
The Gibbs phenomenon was originally discovered by Henry Wilbraham [37] and described by Willard Gibbs [9]
in the context of approximating jump discontinuities by partial sums of Fourier series. It also occurs in the best
approximation of functions either by a trigonometric polynomial in the L'-metric [28] or spline functions in the
L2-metric [32]. The best approximation in finite element spaces consisting of piecewise polynomials is closely
related to the last example. In [35], Saff and Tashev show that in one dimension the best approximation of a
jump discontinuity by polygonal lines leads to Gibbs phenomena for all 1 < ¢ < co but vanishes as ¢ — 1; this
is the starting point of our investigation.

We consider several meshes in one and two dimensions and show that on certain meshes the over- and
undershoots in the best approximation can be eliminated in the limit ¢ — 1. These results are extensions of
[35]. However, there exist meshes in both one and two dimensions that do not satisfy this property. The aim
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of this article is therefore to illustrate which properties the underlying mesh must satisfy to ensure that the
oscillations vanish in the L%-best approximation of discontinuous functions.

This study of L%-best approximations in finite element spaces is motivated by approximating solutions to
partial differential equations (PDEs) in subspaces of L!(Q). In [10], Guermond points out that there are only
very few attempts at achieving this despite the fact that first-order PDEs and their non-linear generalizations
have been extensively studied in L!(Q). The existing numerical methods which seek an approximation directly
in L1(Q) include the ones outlined in the articles by Lavery [22-24], the reweighted least-squares method of
Jiang [16,17] and the methods outlined in the series of articles by Guermond et al. [10-14]. More recently, a
novel approach to designing finite element methods in a very general Banach space setting has been introduced
in [29] and applied to the advection-reaction equation [30] and to the convection-diffusion-reaction equation
[15,25,26]. This approach is based on the so-called discontinuous Petrov—Galerkin methods, cf., e.g., [5], and
extends the concept of optimal test norms and functions from Hilbert spaces to more general Banach spaces. At
least in an abstract sense, this approach outlines how to design a numerical method that leads to a quasi-best
approximation of the solution in a space of choice, provided the continuous problem is well-posed in a suitable
sense. In practice, there are hurdles to overcome to design a practical method, but this is not the subject of
this article. Nonetheless, it opens up a new approach to designing numerical methods that raises the question
of which norms and spaces are favorable for the approximation of certain types of PDEs.

In the context of approximating solutions containing discontinuities and under resolved interior- and boundary
layers, the numerical results for existing L'-methods suggest such features can be approximated as sharply as
a given mesh permits without exhibiting spurious over- or undershoots. This property clearly gives them an
enormous advantage over traditional finite element methods yielding approximations in subspaces of L2().
Indeed, it is well-known that even seemingly simple examples such as the transport equation or convection-
dominated diffusion equations require extra care in the design of the method, with the standard Galerkin
finite element method being unstable, and alternative methods often requiring so-called stabilization and/or
shock-capturing techniques, cf., e.g., [18-20, 34].

1.1. Notation

Throughout this article, we denote by L(Q2), 1 < ¢ < oo, the Lebesgue space of g-integrable functions on
a bounded Lipschitz domain  C R%, d € {1,2}; L>(Q) is the Lebesgue space of functions on Q with finite
essential supremum; and WH9(2), 1 < ¢ < oo, is the Sobolev space of functions that are in LI(Q) such that
their gradient is in L¢(Q)?. Furthermore, W4(€2) € W14(€) is the subspace of all functions with zero trace on
the boundary Q2. The corresponding norms are denoted by || - [[La(q) and || - |[w1.(q), respectively. For ¢ = 2,

we furthermore use the usual notation H'(€) := W2(Q) and H} := W ?(Q). For 1 < ¢ < oo, we write ¢ to
denote the dual exponent such that 1/g + 1/¢ = 1. For any Banach space V, its dual space is denoted by V.
Furthermore, for v € V and ¢ € V', we have the duality pairing

(o, v)v v = p(v).
The subdifferential of a function f : V — R at a point v € V' is denoted by df(v) C V.

1.2. Motivation

To motivate the best approximation problem we analyse in this article, we consider the following simple
convection-diffusion problem: for € > 0, find u such that

—eu" 44 =0 in (0,1), u(0) =1, u(1) = 0. (1.1)

The analytical solution to this problem is given by
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FIGURE 1. L9-best approximation to u = 1 by a piecewise linear function wy, satisfying uy,(0) = 1
and up (1) = 0 on a uniform mesh consisting of four elements with ¢ = 2 and ¢ = 1.2.

in particular, there is a boundary layer near x = 1 for small €. In two dimensions, we consider a rather
straightforward extension of the one-dimensional example: find u such that

—eAu+0,u=0 in (0,1)%, u(0,-) =1,u(1,-) =0, -
Opu=0ify=0o0ry=1, (1.2)
where n denotes the unit outward normal vector on the boundary of the domain.

We seek an approximation of the analytical solution in a finite dimensional space that consists of continuous
piecewise linear polynomials defined on a given mesh. If ¢ < 1, then the second-order term is completely
dominated by the first-order term and away from the outflow boundary the solution is essentially given by the
solution to the advection problem obtained by setting € to zero. For the above problems this means that v ~ 1
away from the outflow boundary. Due to the Dirichlet boundary conditions, a boundary layer forms near the
outflow boundary. If the diameter of the elements near the boundary layer is large compared with e, the layer
is fully contained within these elements and, in the above problems, u &~ 1 in the remainder of the domain.
Numerically, this essentially means that we approximate the problems (1.1)/(1.2) with € = 0 while still keeping
the boundary conditions at both ends. Clearly, the analytical solution for the above problems with ¢ = 0 and the
boundary conditions only imposed on the inflow part of the boundary is v = 1. This motivates us to consider
the best approximations of u = 1 by linear finite element functions satisfying the boundary conditions given in
(1.1) and (1.2), respectively.

Figure 1 shows the L?-best approximation of u = 1 by a piecewise linear function wy satisfying up(0) = 1
and up(1) = 0 on a uniform mesh consisting of four elements with ¢ = 2 and ¢ = 1.2. We can see that in
both cases over- and undershoots are present in the approximation, but that the magnitude of these oscillations
is significantly smaller for ¢ = 1.2. This example illustrates the phenomenon of reducing oscillations in the
approximation as ¢ — 1 that we shall investigate in this article.

Before we delve into the precise analysis of the L?-best approximation in more complex situations, let us
look at the simplest example in order to gain some intuition why the over- and undershoots in the L?-best
approximation of discontinuities reduce as ¢ — 1. To this end, we consider an approximation uy to u = 1, where
up, is a piecewise linear function on a two-element mesh on (0,1) satisfying up(0) = 1 and up(1) = 0. If h is
the length of the second element, the free parameter in the approximation is u,(1 —h) = 1+ 6. Three different
choices for d are shown in Figure 2. Clearly, the error with § < 0 is always larger than the error with § = 0.
Hence, we can assume & > 0. Whether § = 0 or some ¢ > 0 yields the better approximation is, however, less
obvious. Roughly speaking, replacing § = 0 with a small § > 0 increases the overall area that contains an error
while at the same time decreasing the area where the pointwise error is close to 1. Therefore, we can expect
that in certain situations there exists a § > 0 that yields an approximation with a smaller error than § = 0.
This argument clearly fails for § > 1, hence we would always expect § < 1.
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FIGURE 2. Left: possible approximations to u = 1 by a piecewise linear function u satisfying
up(0) = 1 and up (1) = 0 on a uniform mesh consisting of two elements such that u;(0.5) = 144.
Right: 7 for x € [0, 1] and several values of ¢ > 1.

The error in the L?-norm is determined by integrating |u — uy|? over the whole interval. As ¢ > 1 increases,
areas containing larger pointwise errors are weighted increasingly more heavily compared to areas containing
smaller pointwise errors. This can be seen by looking at the graph of 29 for different values of ¢ > 1 as shown
in Figure 2 on the right. As ¢ increases the graph becomes flatter away from 1 such that the range of values for
the pointwise error that contribute comparatively little to the L-error increases. At the same time the graph
becomes steeper close to 1 implying that the contribution of pointwise errors close to 1 to the LZ-error increases.
This suggests, that we can expect do > 61 if up; =1+ 6;, @ = 1,2, are the L%-best approximations for some
1 < ¢1 < g2. Indeed, we will later see that the overshoot is an increasing function in ¢q. Moreover, for ¢ > 1,
6 = 0 never yields an L?-best approximation and for ¢ = 1 only if the resulting area where uj, < u is sufficiently
small. Furthermore, the conjecture § < 1 will also be confirmed and a plot of the overshoot for large ¢ suggests
that 6 — 1 as ¢ — oo. In fact, it is easy to see that § = 1 yields an L°°-best approximation. Indeed, any
d € [-1,1] yields an L>°-best approximation since for |§| < 1 the maximal error never exceeds 1, but is always
1 independently of the precise value of § due to the boundary condition at x = 1.

The observation that for larger ¢ it is “better” to commit small errors in the entire domain than a very large
error in one element, is similar to the observations made by Guermond et al. [14] in the context of residual
minimization in L'. The authors observe that the L'-minimizer commits a large error in one cell and no error
in all other cells in contrast to the L2-minimizer that spreads the error over all cells. They furthermore observe
that this corresponds to selecting a sparse residual vector in the discrete setting which reflects the sparsity
property of discrete L-minimizers [6,7].

1.3. Problem statement

We consider a subdivision €, of the domain = (0,1)?, d = 1,2 into n disjoint open simplicial elements (i.e.,
subintervals when d = 1 and triangles when d = 2) k;, i = 1,...,n, such that = U?:l ki and define U to
be the standard finite element space consisting of continuous piecewise linear polynomials on the mesh 2, that
are zero on the boundary. Let u € (), ., L?(€2) for some g € (1,00) and consider the following (constrained)
best approximation problem:

up = arg min |l — vp|La(o,1)4) (1.3a)
v €UR

subject to
up(0) =u(0), wup(l)=yg ifd=1,
up(0,-) = w(0,-), wup(l,’)=g ifd=2, (1.3b)
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where either sgn(u — g) = 1 or sgn(u — g) = —1 on I'y = {z = 1}. Note that the constraint can be removed
by using a Dirichlet lift argument as commonly employed in the context of finite element methods such that
indeed up € Up, as defined above, in particular, up, = 0 on the boundary. This is possible since the conditions
for the L9-best approximation only depend on the difference u — w;, which is not affected by the Dirichlet lift.

We usually assume u to be continuous and piecewise linear as well such that w and wj, satisfy different
boundary conditions. In some cases we only consider the example © = 1. In one dimension, we also consider the
L4-best approximation of the discontinuous function u(x) = sgn(x) on (—1,1) by a continuous piecewise linear
function wy, satisfying —up(—1) = up(1) = 1. We use this example to establish the link between our work and
[35].

There is a related body of literature studying the L2-projection onto finite element spaces, such as [2,4, 8]

These works are mostly concerned with the stability of the projection operator in subspaces (e.g., LI(2)
Wh(Q), Hg(Q)).

1.4. Summary of results

The main result of this article consists of the precise analysis of specific cases that illustrate the behavior
of Li-best approximations of discontinuities by continuous piecewise linear polynomials on coarse meshes. The
mesh configurations for these examples are chosen to be sufficiently simple such that an explicit solution of
L!/L4-best-approximation problems is possible while at the same time allowing us to draw conclusions for
more general meshes. In order to demonstrate the conclusions for more general situations, we use finite element
techniques to numerically determine L9-best approximations on more complex meshes. We employ an algorithm
based on a regularization of the L¢-norm and Newton’s method with line search described in Section 3.6 of
[10]. In particular, we demonstrate that the over- and undershoots observed in L%-best approximations for
1 < g < oo decrease as ¢ — 1. Whether these oscillations disappear entirely depends on the mesh used to define
the underlying finite dimensional approximation space. In one dimension, Gibbs phenomena can be eliminated
on uniform meshes both for a boundary discontinuity and a jump discontinuity present in the interior of the
domain. For non-uniform meshes it depends on the relative sizes of the elements. In two dimensions, we show
that there exist uniform and structured meshes for which Gibbs phenomena are not eliminated. But, we also
include examples of meshes in two dimensions on which the over- and undershoots vanish as ¢ — 1. Moreover,
we establish sufficient conditions on meshes in one dimension and on certain classes of meshes in two dimensions
that ensure that Gibbs phenomena can be eliminated. Additionally, we will illustrate that there exist infinitely
many L!-best approximations in certain cases which is due to the fact that L() is not strictly convex.

1.4.1. Boundary discontinuity in one dimension

The first case we consider is the approximation problem (1.3) with d = 1. The key result regarding this is a
very general condition on the mesh for a general N-element mesh that guarantees the existence of an L!'-best
approximation with no over- or undershoots.

Theorem 1.1 (A sufficient condition in one dimension). Let the mesh be given by a subdivision of the interval
(0,1) into N > 2 intervals (xi—1,x;), i =1,.... N, with0=2¢ < 23 < --- < xny_1 < xn = 1. The length h; of
the ith subinterval is given by h; = x; —x;_1, i =1,... N. Define

Oy =0, (1.4a)
0?2 = ;<1— (201 —191-+1)2—1)h;;1>,i—N—1,...,1, (1.4b)

M:_max<{0}u{i€{1,...,N—1} :19221—;5}). (1.4c)

Furthermore, denote by y; the continuous and piecewise linear function that satisfies ;(xj) = 6;5. Let U =
span{y; : 0 < i < N}. If the mesh satisfies the condition

hi > (2(1 = 9;51)% — Dhyg, for i=M,M+1,...,N—1, (1.5)
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then there exists an L'-best approzimation up, € U of u € U subject to the constraint up(0) = u(0) and
up(l) = g # u(l) with no over- or undershoots, i.c., up(x;) = u(x;), i =1,...,N — 1.

Note that condition (1.5) essentially states that elements cannot be too small compared to their neighboring
element closer to the discontinuity. Furthermore, there are no conditions on the size of the elements contained
in (0,zp-1) if M > 0. Moreover, it is always possible to ensure M > 0 by selecting hj; sufficiently large in
comparison to hysy1 such that ¥y, > 1 — 1/v2. For example, for M = N — 1, we have

1 hN 1 2 hN
9 ==(1- >(1-— <~ hy_1> —F—F—,
N 2( th) _( \/§> YT anva -

which is an explicit constraint for hn_q if the mesh is to be designed such that M = N — 1. Therefore, given
rn_2 and xy, one can place xy_1 such that this constraint on hxy_; is satisfied. This means that the mesh
can be designed in such a way that it is allowed to be arbitrary away from the discontinuity without leading to
oscillations. This observation is particularly useful if more than one discontinuity is to be approximated.

In the special case N = 2 and uw = 1, it is possible to fully analyse the L?-best approximation for all
1 < ¢ < 0. In this case condition (1.5) is equivalent to he < h; = 1 — hy <= hgo < 0.5. If the condition is
violated, i.e., ho > 0.5, we will see that uy(z1) = /2hs. For ¢ # 1, we will see that uy,(x1) = a > 1 satisfying
0= —(1—h2)a?q(a—1)9"1 — hy(ag+1)(a — 1)? + hy. Figure 3 shows « for two different ranges of ¢ and three
different choices of hy. The plot shows that o < 2 for all 1 < ¢ < oo and that o decreases as ¢ — 1 for all three
choices of hy. Furthermore, we can see that the behavior as ¢ — oo is very similar for all choices of hsy, but that
there are clear differences as ¢ — 1. For hy = 0.25 and hy = 0.5, a approaches 1 as ¢ — 1, hence the overshoot
vanishes as ¢ — 1, whereas for ho = 0.75 it approaches v/2hs = 1.2247, hence the overshoot does not vanish.
This is consistent with the results obtained for the L'-best approximation.

Returning to the more general case, we will prove that in the simpler case that hy < min;—;, . nx—1h; the
L!-best approximation also contains no over- or undershoots. With very similar arguments it is easy to see that
if hy > hy—1, but hy_1 < h; for all i = 1,..., N — 2, then every L'-best approximation must contain over-
or undershoots. Moreover, there exists an L!-best approximation with overshoot only at the node z_; and no
further over- or undershoots, i.e., up(z;) =1fori=1,...,N —2 and up(xn_1) = /2h~/(hn+hn_1). The value
at up(zy—1) follows from the case N = 2 and a rescaling of the interval. In Section 6.2 we include examples of
two three-element meshes violating the sufficient condition in Theorem 1.1 such that one of the meshes satisfies
(1.5), whereas the other mesh violates this condition as well. We will demonstrate that for the latter mesh the
overshoot does indeed not vanish entirely as ¢ — 1.

1.4.2. Jump discontinuity in one dimension

The second L4-best approximation problem we analyse is the best approximation of u(x) = sgn(x) on (—1,1)
on a mesh consisting of exactly four elements that is symmetric with respect to x = 0. The main difference to
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the result for N = 2 mentioned in the previous section is that there exists a whole family of best approximations
if g =1. For ¢ > 1, we observe the same behavior as before.

Theorem 1.2 (L?-best approximation of a jump discontinuity). Consider the mesh given by the subdivision of
(=1,1) into the four intervals (—1,—h), (—h,0), (0,h) and (h,1) with h € (0,1). For 1 < q < oo, the L%-best
approzimation of u = sgn(z) on (—1,1) by a continuous piecewise linear function uy, on the above mesh such
that —up(—1) = up(1) =1 can be characterized as follows.

| up(—h) up (0) up (h)
> 1 | 0 a>1
g=1,h<05 1 Bel-1,1] 1

q=1,h>05| —-1+8V2h+< -1 pBel[-1,1] (A-pV2h+5>1,

where « satisfies 0 = —(1 — h)a?q(a—1)7"t — h(ag+1)(a— 1)2 + h and 3 € [-1,1] is arbitrary. Furthermore,
in the limit ¢ — 1, the L9-best approzimation converges pointwise to the L'-best approzimation with 3 = 0.

Even though we only consider a very specific four-element mesh in Theorem 1.2, the results imply immediately
that a condition analogous to Theorem 1.1 holds in this case as well. Furthermore, we will see that neither
symmetry nor aligning the jump with an element boundary are essential for vanishing over- and undershoots
in the limit ¢ — 1. The symmetric four-element mesh was selected for two reasons: firstly, the simplicity of
the mesh allows us to explicitly determine all L9-best approximations for 1 < ¢ < oo; secondly, the symmetry
allows us to illustrate the non-uniqueness of the L'-best approximation.

Note that the L9-best approximation for ¢ > 1 and the L'-best approximation with 3 = 0 yields the same
value for up(h) as we obtained for up(x1) in the case N = 2 discussed in the previous section. However, while
in the example in the previous section the L!-best approximation is unique in the case N = 2, Theorem 1.2
characterizes a whole family of L'-best approximation. This is possible since L' is not strictly convex and
therefore minimizers are not necessarily unique. We recover uniqueness if we define the minimizer as the limit as
g — 1 of the L9-minimizer. Moreover, it follows from the proof of Theorem 1.2 that the L!-best approximation
is unique if the subdivision of the interval is no longer symmetric, as we will see in Section 4.

In order to see how this result relates to the work in [35], it first has to be noted that there are two major
differences between our investigation and [35]:

(1) The interval in [35] is subdivided into 2n subintervals of equal length. In contrast to this, we only consider
the special case that (—1,1) is subdivided into 4 subintervals and instead allow the subdivision to be
non-uniform but still symmetric with respect to the center of the interval.

(2) We consider bounded domains with fixed boundary conditions, which are relevant to finite element approx-
imations, whereas the investigation in [35] considers the limit n — oo for the interval [—nh,nh] (ergo
essentially an infinite domain) with no boundary conditions.

In [35] it is shown that for a uniform subdivision of the interval [—nh, nh], the over- and undershoots disappear
as n — oo and ¢ — 1. The last point in Theorem 1.2 shows that, on a fixed mesh, we recover the result that
the over- and undershoots disappear as ¢ — 1 for h < 0.5, which includes the case of a uniform mesh. However,
if h > 0.5, the over- and undershoots do not disappear as ¢ — 1.

1.4.3. Boundary discontinuity in two dimensions

The final theoretical results concern the solution to (1.3) with d = 2. We first consider the four meshes shown
in Figure 4. Note that the discrete space Uy has only one degree of freedom on Mesh 1, corresponding to the
value at the midpoint, and Uj has three degrees of freedom on the other meshes, corresponding to the values
at the three nodes on the line x = 0.5.

We show that on all four meshes the L7-best approximation of u = 1 with 1 < ¢ < 0o must contain
over- or undershoots. For Mesh 1 we show that the L!-best approximation of 4 = 1 is unique and can be
characterized by uy(0.5,0.5) = «, where a > 1 and 0 = 2a® — 5a + 2. Hence, in this case, the overshoot



184 P. HOUSTON ET AL.

(a) (B) (c) (D)

FIGURE 4. Four different meshes on (0,1)2. (A) Mesh 1. (B) Mesh 2. (C) Mesh 3. (D) Mesh 4.
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does not disappear in the limit ¢ — 1. For ¢ > 1, we obtain u;(0.5,0.5) = «, where & > 1 and 0 = (o —
17 4adq +4(1 — q)a® 4 (g — 6)ac + 2] — a(q + 4) + 2. Figure 5 shows the parameter « defining the L¢-best
approximation on Mesh 1 for two different ranges of g. The plot shows that o < 2 for all ¢ and that « decreases
as ¢ — 1, where it approaches 1.32. This is consistent with the conditions o > 1 and 0 = 2a% — 5a + 2 if
g = 1. For Mesh 2 we show that any L'-best approximation must contain over- or undershoots. One such
best approximation is characterized by wu,(0.5,1) = u;(0.5,0.5) = 1 and up(0.5,0) = «, where > 1 and
0 = —3a+8a — 4. For Meshes 3 and 4 on the other hand, there exists an L!-best approximation with no under-
or overshoots. Moreover, we prove a necessary condition on general conforming meshes in two dimensions as
well as a sufficient condition similar to Theorem 1.1 on a structured non-uniform mesh.

To confirm the theoretical results, we have also determined the L?-best approximation numerically by imple-
menting the best approximation problem as a variational problem using FEniCS [1]. The solution to the resulting
non-linear system can be approximated using a Newton iteration if ¢ is sufficiently close to 2. For ¢ < 2, a reg-
ularization of the L9-norm as introduced in [10] ensures that all terms in the Newton iteration are well-defined.
We employ the algorithm described in Section 3.6 of [10] in order to determine the L9-best approximations. This
algorithm was originally developed for minimization problems of the form u = arg min,eg, cg ||Lv— f||r, where
L : F — F is a differential operator. In our case, the problem is much simpler, i.e., E = F = L2(Q) and L is the
identity. The algorithm is based on a decreasing sequence of regularization parameters and Newton’s method
with line search. It should be noted that for g close to 1 a very high order quadrature rule is often necessary to
ensure the accuracy of the algorithm. The left plot in Figure 5 shows numerically determined approximations
of « for selected values of ¢ which confirm the theoretical results.

We also include further numerical experiments in Section 6 illustrating that the observations remain the same
if w is a more general smooth function and that the over- and undershoots cannot be eliminated by refining the
mesh.
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1.5. Outline of the paper

The remainder of this article is organized as follows: in Section 2 we describe a characterization of the L4-best
approximation of a function in a finite dimensional subspace that we will use to prove our theoretical results;
Sections 3, 4 and 5 contain the proofs of the results described in Sections 1.4.1, 1.4.2 and 1.4.3, respectively. All
results in the special cases u = 1 and © = sgn(z) can also be found in [33]. We conclude with several numerical
examples in Section 6 illustrating the effect of mesh refinement in one and two dimensions and showing the
behavior of the L?-best approximation as ¢ — 1 in one dimension, as well as on structured and unstructured
meshes in two dimensions.

2. CHARACTERIZATION OF BEST L?-APPROXIMATION

In this section we describe a characterization of best-approximations in Banach spaces and more specifically
the Lebesgue spaces LI(Q2), 1 < ¢ < oco. This characterization will be used in the remainder of this article to
determine the best LZ-approximation in specific cases.

If U is a Banach space and f a function f : U — R, the subdifferential f(u) of f at a point v € U is defined
as the set

Of(w) :=={u" €U : f(w)— f(u) > (v,w—uyy vy, Vw e U}
If f is convex and Géateaux differentiable, the subdifferential is single valued and agrees with the Gateaux
derivative. We now quote the following theorem, c¢f., Theorem 1.1 of [36].

Theorem 2.1 (Characterization of best approximation). Let U be a Banach space, Uy, C U a closed subspace
and u € U. The following statements are equivalent:

(1) up = arg ming, ey, lu - wallv-
(2) There exists a functional v’ € (|| - ||v)(w — up) which annihilates Uy, i.e.,

(r' wp)uro =0 for all wy, € Uy,.

Remark 2.2. The subdifferential 9(|| - ||¢)(-) can be characterized as follows, cf., e.g., Chapter 1, Proposi-
tion 3.4 of [3]. For any w € U,

ol o) (w) = {

This characterization allows us to translate the above formulation of Theorem 2.1 directly into the formulation
found in [36]. In [29] the same theorem is stated in terms of the so-called duality mapping, which can also be
easily translated into the above formulation.

{w e : (W' wyo v =llwly, [o'lvr =1} if w#0,

2.1
{’LUI el : ||w'HU/ = 1} if w=0. ( )

First, we will use Theorem 2.1 to characterize best approximations in subspaces of LI(£2), 1 < ¢ < oo. To
this end, we determine the subdifferential d(|| - [|La(q))(w) for an arbitrary w € L?(£2) and 1 < ¢ < oo. Note
that in this case the norm is Gateaux differentiable; indeed, we can compute for w # 0:

1

(I e (w)(v) = jt< /Q w+tv|qdm)q

t=0

1— _
Il (o /ngn(wnww by dz,

where
-1 ifw(x) <0,
sgn(w(x)) = 1 ifw(z) >0,
0 if w(x)=0.
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Hence, 9(| - [|La(o)) (w) = ||w||i;(qmsgn(w)\w|q*1 by the canonical identification of an element in the dual space

of L4(Q) with a function in L' (), where 1 = 1/¢+1/'. The following corollary is an immediate consequence of
this by setting w = u — uyp,.

Corollary 2.3 (Characterization of L9-best approximation). Let U := L4(Q2) and U, C U a closed subspace.
The function up, € Uy, is an Li-best approzimation of u if and only if

/ sgn(u — up)|u — up|? oy de = 0 Yoy, € Up,. (2.2)
Q

Next we will use (2.1) to characterize best approximations in subspaces of L!(Q). Note that in this case
the subdifferential d(|| - ||.1()) (w) is in general not single valued for an arbitrary w € L'(Q). Since the dual
space of L(Q) is isomorphic with L>°(Q), any w’ € [L'(£2)]’ can be identified with some 9 € L°°(£) such that
w'(v) = [, Yvde for all v € L*(2). From (2.1), we deduce that all ¢» € L>°(£2) that can be identified with an
element (]| - [|1.1(0)) (w) are characterized by the following properties

(1) [[#]lLee () = 1.
(2) fQ Ywdx = ||w||L1(Q)~

It is easy to see that any v such that ¢ = sgn(w) if w # 0 and |¢)| < 1 almost everywhere satisfies the above
conditions. Conversely, the first property implies |[¢(x)| < 1 almost everywhere and the second property implies
that ¢ (x) = 1 almost everywhere on {u(x) > 0} and 9 (x) = —1 almost everywhere on {u(x) < 0} since

||w||L1(Q):/ |w|dw:/wwdw:/ 1/J|w|dw—/ Y|w| de.
Q Q QN{w(x)>0} QN{w(x)<0}

It is important to note, that the only condition on ¢ on the set {w(x) = 0} is that |¢)| < 1 almost everywhere. The
following corollary characterizing L!-best approximations is a direct consequence of this by setting w = u — uy,.

Corollary 2.4 (Characterization of L'-best approximation). Let U := L9(Q) and Uy, C U a closed subspace.
The function uy, € Uy, is an Lt-best approzimation of u if and only if there exists a function 1y € L (QN{u(x) =
up(x)}), ol < 1, almost everywhere, such that for all v, € Uy 0 = fQ Yo, dx, where v = sgn(u — up) on

{u(e) # un(z)} and P = o on {u(x) = up ()}

Note that in the case that u and u; only agree on a set of measure zero, the choice of ¥y € [—1, 1] becomes
irrelevant.

Remark 2.5 (Properties of the L4-best-approximation operator).

(1) If ¢ > 1, the L9-best approximation is always unique and hence the best-approximation operator is contin-
uous, cf., e.g., Theorem 5.4 of [36].

(2) If ¢ = 1, one does not in general have uniqueness of the L!-best approximation operator. However, for d = 1,
u continuous and € = [a,b] C R the L!-best approximation is unique if Uy, is a spline space, cf., [31].

(3) Uniqueness of the L!-best approximation can be obtained by considering the so-called natural L!-best
approximation. Let M (u) be the set of L!-best approximations of v € U. Then u;, € M;(u) is called the
natural L'-best approximation if there exists 1 < § = §(u) such that

lu — unlLao) < llu —whllLao) for all 1 < ¢ < G and all up, # wy, € My (u).

In [21] it was proven that the natural L!-best approximation exists, is unique and that the Li-best approx-
imation converges strongly in L!(Q) to the natural L-best approximation in the limit ¢ — 1.
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FIGURE 6. Proof of Lemmas 3.1 and 3.3. Left: hat functions g and ¢;. Right: approximation
up with a > 1.

3. BEST APPROXIMATION OF A BOUNDARY DISCONTINUITY IN ONE DIMENSION

In this section we consider the best approximation problem (1.3) in one dimension and provide a proof of
Theorem 1.1 in Section 3.3. Before we address the general case of an N-element mesh, we start with the special
case N = 2. In Section 3.1 we determine the L'-best approximation and in Section 3.2 the L9-best approximation
for 1 < ¢ < .

3.1. L!-best approximation

Lemma 3.1 (L!-best approximation on a two-element mesh). Consider Q = (0,1) and the mesh given by the
two subintervals (0,1 — h), (1 — h,1). The L'-best approzimation of u =1 on (0,1) by a continuous piecewise
linear function uy satisfying the boundary conditions up(0) = 1 and up(l) = 0 is uniquely determined by
up(l —h) = o, where a =1 if h < 0.5 and a = V/2h otherwise.

Proof. We can write up = o + a1, where « is to be determined and

T

@O:{“4*ﬁ in [0,1 — ], ) 1-n

i—h
0 else, 1—=x
h

in [0,1— A,

in [1—h,1].

Figure 6 shows the two functions g and ¢; as well as an approximation w, of v = 1 with o > 1. For
consistency with Theorem 1.1, we could define the subspace U}, as the span of ¢; and redefine u =1 — ¢y and
up, = ap1. Note, however, that u — uj remains the same. The main consequence of this observation is, that the
optimality conditions in Corollaries 2.3 and 2.4 do not have to be satisfied for w; = ¢ due to the boundary
condition constraint.

We will now prove that the condition in Corollary 2.4 can only be satisfied if uy is given as defined in
Lemma 3.1. First note that o < 1 can never be an L!-best approximation. Indeed, in this case u — up > 0
almost everywhere and hence v is uniquely determined by sgn(u — up) = 1. With @1 > 0 almost everywhere,
we obtain fol o1 dae > 0. If @« =1, then u — up, = 0 in [0,1 — k] and thus ¢ is not uniquely determined in this
subinterval. If h < 0.5, we can choose ¢g = #/(1—nr) on [0,1 — h] which satisfies |¢pg| < 1 if and only if A < 0.5. A
direct computation shows that for this choice of 1y we have fol 11 dz = 0. On the other hand if h > 0.5, we use

the fact that 1y must satisfy ¥y > —1 almost everywhere, which implies fol 1 > "2 — (1=h)/2 > 0 and hence
a = 1 cannot be an L!-best approximation in this case. Finally, if o > 1, the set {z € (0,1) : u(x) = up(z)}
is a null set and hence v is uniquely determined by sgn(u — uy). In this case, u — up < 0 in (0,1 — Jh) and
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uw—wup > 01in (1 —9h,1), where ¥ = 1/a € (0,1); we compute

1 1-9h 1 1
/ sgn(u — up)prde = —/ prdx + / prde = —= + 9?h. (3.1)
0 0 1-0h 2

This integral becomes 0 for ¥ = 1/v2h <= « = v/2h. Note that this only yields an L!-best approximation if
h > 1/2. Indeed, if h < 1/2, then a@ = v2h < 1, but we have assumed « > 1 and have considered the case o < 1
separately. O

Remark 3.2. Equation (3.1) shows that the optimality condition only depends on the point where u and
up, intersect in [1 — h, 1). Therefore, the same argument can be applied to any u that is piecewise linear and
approximated by a piecewise linear function wuj; such that the boundary conditions are constraint to satisfy
u(0) = up(0) and u(1) # up(1). The exact value of up(1 — k) depends on u and wuy (1), but ¢ does not. Hence,
the ¥ determined in the proof of Lemma 3.1 can be used to determine u(1 — h) in this more general setting as
well.

3.2. L9-best approximation

Lemma 3.3 (L9-best approximation on a two-element mesh). Consider Q = (0,1) and the mesh given by the
two subintervals (0,1 — h), (1 — h,1). The L?-best approzimation of u =1 on (0,1) by a continuous piecewise
linear function up, satisfying the boundary conditions up(0) = 1 and up(1) = 0 is given by up, = po + apy, where
a>1and0=—(1-h)a?q(a—1)9"1 —h(ag+1)(a—1)?+h. Furthermore, the L?-best approzimation converges
pointwise to the Ll-best approximation in the limit ¢ — 1 and a(q) is increasing function in q.

Proof. We use the same characterization of the function u; and the basis functions ¢ and ¢; as in the proof
of Lemma 3.1. This proof relies on the characterization of the L9-best approximation given in Corollary 2.3. If
a <1, wehave u —up > 01in (0,1 — h) and u — up, > 0 in (1 — h,1). Thus,

1

1
/ sgn(u — up)|u — up|9 Loy da > / sgn(u — up)|u —up |7ty dae > 0,
0 1-h

hence o < 1 is not possible. We can therefore assume o > 1. In this case u—up, < 0 in (0, (@=h)/a) and u—wup, > 0
in ((@=h)/a,1). A direct computation yields

h—(1-h)a?qla—1)9"1 - h(ag+1)(a - 1)‘1'
a?q(g+1)

1
/ sgn(u —up)|u —up|" torde =
0
Hence, the L9-best approximation can be determined by finding o, > 1 satisfying f(cy, ¢) = 0, where
fla,q) = —(1 = h)a2q(a — 1)1 — h(ag + 1)(a — 1)? + h.

Both existence and uniqueness of o, are guaranteed since the L9-best approximation always exists and is unique
for ¢ > 1. To see that a, < 2 for any ¢ € (1, 00), note that for fixed ¢ > 1 and any o > 1, f is strictly decreasing
in @ and f(2,q9) = —4(1 —h)g—h(2g+1) + h < —4(1 — h)q — 2hq < 0. To see how «, varies with respect to g,
we first compute

8f 2 q—1 q

O (0,6 =~ Bja{a ~ 1"~ ha(a 1)
— (1 =h)a*q(a— 1) In(a — 1) — h(ag + 1)(a — 1)91n(a — 1)
fla,q) = h[l — (o —1)7]

= . +In(a = 1)(f(a,q) —h).
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Using f(agq,q) = 0, we obtain

of . (l-(a-19
5 0) = h( T In 1>)>0’

since g(r) = —(1-2%)/q 4 In(z) satisfies ¢’(x) < 0 for z € (0,1) and g(1) = ¢’(1) = 0. By continuity of f
and 9//aq, there exists ¢ > 0 for any ¢ € (1,00) such that for ¢ € (¢ — ¢,q + €), 9//aq(cty,G) > 0. Hence, for
1 € (g—¢,q) and g2 € (¢, q+¢), we obtain f(ag,q1) <0< f(ag,g2). Recalling that f is strictly decreasing in «
and that f(2,¢;) <0, we have that ag, € (1,aq) and oy, € (o, 2). Therefore, o is strictly increasing in ¢. Let
{ar}72 C (1,00) be a decreasing sequence with limy_.o gx = 1. Then, {ag, }72, is a monotonically decreasing
sequence in [1,2] and hence converges to some limit &. It remains to be shown that & = a;. If @ > 1, f(«, q) is
continuous on [&, 2] x [1,00) and

o:gmpﬂ%m%):f@J):—¥+ah

This implies hat if & > 1, h must satisfy A > 0.5 and & = v2h. From Lemma 3.1 if follows that, if A > 0.5,
we have a; = V2h. Hence, a; = & if h > 0.5. Otherwise, h < 0.5 and & = a; = 1, which concludes the
proof. O

3.3. Sufficient conditions on general meshes

In this section we provide a proof of Theorem 1.1. To this end, let the mesh be given by a subdivision of
the interval (0,1) into N > 2 subintervals (z;—1,2;), i =1,..., N, with 0 =2p <z < --- <zny_1 <2y = 1.
The length h; of the ith subinterval is given by h; = x; — x;—1, ¢ = 1,... N. Furthermore, denote by ¢; the
continuous and piecewise linear function that satisfies ¢;(x;) = ;5. Let U = span{y; : 0 < i < N}. We show
that the following conditions are sufficient for the existence of an L!-best approximation u; € U of u € U
subject to the constraint u,(0) = u(0) and wup (1) = g # w(1) with no over- or undershoots, i.e., up(z;) = u(x;),
i=1,...,N—1:

mz(ﬂ1—ﬁwg2—ghwh fori=M,M+1,...,N —1, (3.2)
where
19]\7 = 0,
2 1 2 hi+1 .
ﬁ,:§1—@u—mﬂ)—n}v Jd=N-—1,...,1,

M::max({o}u{ie{l,...,N—l} : 19121—\}?}).

Remark 3.4. (1) Note that it is sufficient to prove the result for the case up (1) = up(0) = ( ) = 0. Indeed,
for @ = u — up(0)po — un(1)en and @y = up, — up(0)po — up(l)en, we have u — up = @ — 4y, and a(0) =
ﬂh(O) = ﬂh(l) =0. B

(2) The condition (3.2) was constructed as follows: Given ¢ on [x;,1], we can define vy

| [zi—1,74]

—2J5 deida/n, such that 0 = ffil Yo dz + f;i“ Y; dz. Therefore, 1y would be a valid choice for

Yo in [@i_1,2;) if hy >

2 f;’;“ P, dx‘. In the next step, we replace zzo by another choice for ¥y that yields a

weaker condition of this form for h;_; than simply using zzo. To achieve this, we split the interval (z;_1,x;)
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into two parts, (z;—1,x;—1 + 9;h;) and (z;—1 + 9;h;, z;), and define @/}0 = fsgn(ﬂ;@) in (x;—1,x;—1 + Y:hy)
and 1[10 = sgn (1;0> in (z;—1 + Y;hs, x;), where we choose ¥; € (0,1) such that

@ o\ fmioitOih N
/x e = —sen (1) / o1 da + sgu (1) /

Ti—1 zi—1+9:h;

T4

p;de = / {/;Ogoi dz.
Ti—1

It can then be shown that the following cases can occur:
(a) ’{50‘ =1 and 19,' =0.

(b) ’1/10‘ <land ([ " Yopi—1 dl” <|[o, bowia dx‘.
(c) ”(’/;0‘ < 1 and there exists a € (0, 1) such that

_ Ti—1+9i1h _
—sgn (1/)0) / ap; dz + sgn (7,/10) /
Ti—1 zi—1+9ih;
(i)

zi—1+9i41h;
Tj—1

T4

xZ; -~
p;dr = / Yo dz,
Ti1

T

ap;+1 dr + sgn (1;0) / Pi+1de = 0.
zi—1+9:h;

This construction yields the function v, defined in the proof of Theorem 1.1 below with 1J; as defined above.

Proof of Theorem 1.1. Define uy, such that up(1) = g and wup(z;) = u(x;) for all ¢ = 0,..., N — 1. Note that
then sgn(u—wup) = 01in [0,25_1] and hence ¢ as in Corollary 2.4 is not uniquely determined in this subinterval.
Therefore, we need to construct 1y such that the conditions in Corollary 2.4 are satisfied. In [xy_1, 2n], we have
u—up, # 0. Without loss of generality, we can assume sgn(u—up) = 1 in [zy_1, zx]. Indeed, for sgn(u—hy) = —1
the conclusion follows from using the same function )y with the opposite sign. For a € (0, 1], define ¢, (x) as
follows:

(-~ T € (i1, w1 +Vihy), foralli=M+1,...N,

(N z € (zi_1 + 9ihi, x;) for all i = M +1,...N,
Ya(x) =< (DN "Mt we (zy1, 21 + 1§MhM) if M >0,

(=N x € (xpo1 + Onhar,2ag) i M >0,

0 otherwise,

where

i = l—iaﬁ?w - a—l&-l <1 N (2(1 —Oar41)? — l)h%\:frl)
We claim that there exists & € (0, 1] such that fol Ya(x)pi(x)de =0foralli=1,..., N —1,if (3.2) is satisfied.
The theorem follows from defining 1o := 94 in [0,2x_1]. Note that ¥n = 0 implies o (r) = 1 = sgn(u — up)
in (zxy_1,7y) and that |[¢allLec(0,1)) = 1. It is easy to verify that fol Vapidr = f;:’ll Yapi;dz = 0 for
all ¢ # M — 1. In particular, this is true for ¢ = M and any « € (0,1]. A direct computation shows, that
[ paprr—1 dz = 0 if and only if o satisfies

TM—1

(14M)2:1%@&M:\/%W+aﬂ/a).

Hence, we need & such that

har

(m - \/&) = \/<1 - (2(1 D) — 1) hM“) = V20, (3.3)
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FIGURE 7. Proof of Theorem 1.2. Basis for Uj,.

For a > 0, g(a) = V1+ a — /a, is a strictly decreasing function of o and thus bijectively maps (0, 1] onto
[V/2—1,1). The equation (3.3) therefore has a unique solution & € (0, 1] if and only if v295; € [V2—1,1) «=
Inp € [1—1/v2,1/v2). By the definition of M, we have ¥py > 1—1/vzand 9y <1—-1Yv2= 90y <l/va. O

Corollary 3.5 (A simple sufficient condition in one dimension). Let N, z;, h;, v; and U be defined as in
Theorem 1.1. Then a sufficient condition for the existence of an L!-best approzimation u, € U of u € U
subject to the constraint up(0) = w(0) and up(1) = g # u(l) with no over- or undershoots is given by hy <
min;—1,.. ,~-1h;.

Proof. This can either be proven by showing that the condition in Theorem 1.1 is satisfied, or, by simply defining
Yo () = sgn(u(l) —up(1))(—=1)An/hy_; on (xy—j_1,xN—;) for j=1,...,N — 1. O

Remark 3.6. With very similar arguments, it is easy to see that if Ay > hy_1, but Ay_1 < h; for all
i=1,...,N — 2, then every L!-best approximation must contain over- or undershoots. Moreover, there exists
an L'-best approximation with overshoot only at the node zx_; and no further over- or undershoots, i.e.,
up(z;) = u(z;) for ¢ = 1,..., N — 2 and, if additionally u = 1, up(zy_1) = \/2"5/(hx+hn_1). The value at
up(xn—1) follows from the proof in the case N = 2 and a rescaling of the interval.

4. OVER- AND UNDERSHOOTS AT JUMP DISCONTINUITIES

In this section we consider the L?-best approximation of u(xz) = sgn(z) in (—1,1) as an example of a jump
discontinuity in the interior of the domain and provide a proof of Theorem 1.2. We seek an L4-best approximation
of this function by a continuous piecewise linear function on the mesh consisting of (—1,—h), (—h,0), (0, h)
and (h,1). We fix the boundary conditions at —1 and 1, i.e., up(1) = (1) = 1 and up(—1) = u(—1) = —1. The
finite dimensional approximation space Uy, is given by the span of the hat functions ¢;, ¢ = 1,2, 3, depicted in
Figure 7.

We split the proof into three parts: in Section 4.1, we consider the case where the L!-best approximation
does not exhibit Gibbs phenomena, i.e., the case when h < 0.5. We will also discuss at the end of Section 4.1,
how this result implies a more general result similar to Theorem 1.1. In Section 4.2, we consider the case where
the L'-best approximation does exhibit Gibbs phenomena, i.e., the case when h > 0.5; finally, in Section 4.3 we
consider the L4-best approximation for 1 < ¢ < oo and the limit as ¢ — 1.

4.1. L'-best approximation without over- or undershoots

In this section we prove that if A < 0.5, a continuous piecewise linear function u;, on the mesh shown in
Figure 7 such that —uy(—1) = u (1) = 1 is an Li-best approximation of u(z) = sgn(z) if and only if uy,(0) = 3,
with 8 € [—1,1] arbitrary, and —up(—h) = up(h) = 1. The approximation uy, is shown in Figures 8a—8c¢ for
B=-1,0,1.
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FIGURE 8. Ll-best approximation of a jump discontinuity, cf., Theorem 1.2. (A) uy(0) = 1.
(B) up(0) =0. (C) up(0) = —1. (D) h > /2.

Proof of Theorem 1.2 for ¢ =1 and h < 0.5. First note that uj, satisfying up(—h) # —1 cannot be an L!-
best approximation since in this case sgn(—1 — u(—h))(u — up) > 0 in (=1,—h + 0), with § > 0. Thus,
sgn(—1— u(—h))f_l1 Y1 dr > f__lh p1dx — fi)h p1dx > 0 since h < 0.5. By an analogous argument, it also
holds that uy, satisfying uy(h) # 1 cannot be an L'-best approximation. Then, since uj(£h) = £1, we have
that 8 ¢ [—1,1] implies ¥ = sgn(u — up) = —sgn(B) in (—h,h) and hence fi1¢4p2 dr = —sgn(B)h # 0,
which implies that wy, satisfying up(0) ¢ [—1,1] cannot be an L'-best approximation. In order to show that
—up(—h) = up(h) =1 and u(0) = 3 is indeed an L'-best approximation for any 38 € [—1,1], we need to find
satisfying the conditions in Corollary 2.4. Since v is uniquely defined by sgn(u — up) whenever u(z) # up(z),
we only need to choose a suitable 19 on {x € [—1,1] : u(x) = up(z)} and verify that all conditions in Corol-
lary 2.4 are satisfied. To this end, we choose ¥y = */(1-n) in (=1, —h) and ¥g = —"/(1—r) in (h,1). If B =1, we
furthermore choose ¢y = 1 in (0, k). Analogously, we choose ) = —1 in (—h,0) if 3 = —1. With these choices,
we can easily verify that f_ll Pp;de =0 fori=1,2,3. (]

Remark 4.1 (General meshes).

(1) Note that we have shown that there is a whole family of L!-best approximations with no over- or undershoots
for this particular example if & < 1/2. The situation is quite different if we instead consider a non-symmetric
subdivision of the interval (—1,1) into (=1, —hq), (—h1,0), (0, he) and (ha,1) with hy # ha. The integral
involving o then implies that the case —1 < uy(0) < 1 does not yield an L!-best approximation; the case
up,(0) = 1 is an L!-best approximation if and only if h; < he < 1/2, and the case uj,(0) = —1 is an Ll-best
approximation if and only if he < hy < 1/2.

(2) It is by no means necessary that the jump discontinuity aligns with an element boundary. Indeed, consider
the mesh (—1,—9h), (=9h, (1 — 9)h), (1 —I)h,1) with 9 € (0,1/2], i.e., a three-element mesh, such that
the middle element has length h and the jump is contained within the left half of this element. It can be
verified, that uj(—9h) = —1, up((1 — 9)h) = 1 is an Li-best approximation if and only if

_ 1
T2 — 2092

Due to the symmetry of the problem, we obtain the condition h < (1 — ¢), if ¥ € [1/2,1), i.e., if the
discontinuity is contained within the right half of the interval (—¢h, (1 — ¥)h). Note that v(¢) is positive
and monotonically increasing for ¥ € (0,1/2). Hence, we obtain the uniform bound () > (0) = 1/2. This
yields a sufficient condition for the existence of an L'-best approximation without over- or undershoots that
is independent of the location of the jump discontinuity within the element. Moreover, v(¢) is maximal if
¥ = 1/2, i.e., the mesh is symmetric with respect to 0. In this case the condition becomes h < 1. This
in particular includes the case of a uniform mesh, i.e., h = 2/3. We can also observe that the condition

h <~(9):
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for 9 = 0 and ¥ = 1, i.e., the discontinuity aligns with the element boundary, becomes h < 1/2 which is
identical with the results in the proof of the first part of Theorem 1.2 above.

(3) Clearly, a sufficient condition for the existence of an L!-best approximation on a general mesh similar to
Theorem 1.1 can easily be derived by combining the results of Theorem 1.1, the above result and the first
two points in this remark.

(4) Similar to Remark 3.2, the condition for the existence of an L'-best approximation with no over- or under-
shoots is the same for any piecewise linear function w with a discontinuity at x = 0, but the magnitude of
the overshoot does depend on wu.

4.2. Ll-best approximation with over- and undershoots

In this section we prove that, if h > 0.5, a continuous piecewise linear function u; on the mesh shown in
Figure 7 such that —uy,(—1) = uy(1) = 1 is an L!-best approximation of u(z) = sgn(x) if and only if

up(—h) = a:= —vV2h — (V2h —1) (4.1a)

w(0) = 8, (4.1b)

up(h) =~v:=v2h —p(V2h —1), (4.1c)

with 8 € [—1, 1] arbitrary.

Proof of Theorem 1.2 for ¢ =1 and h > 0.5. First note that if u,(0) = 8 = —1, we require up(—h) = a = —1,
since otherwise sgn(u — up) = sgn(—1 — a) # 0 in (—1,0) and f,ll'l/)@l dz = sen(=1-a)/2 #£ 0. Analogously,
8 =1= up(h) = 1. For any 8 # —1, the condition fil Y1 dz = 0 implies that o and § must satisfy (4.1a)
which can be seen using analogous arguments to the proof of Lemma 3.1. Similarly, for any 8 # 1, we obtain
— using the condition f_ll g dr = 0 — that 8 and v must satisfy (4.1c). It remains to be shown that |3] < 1
and that the optimality condition is also satisfied with v, = 2. For the sake of contradiction, assume § < —1.
We have already established that «, 8 and v satisfy (4.1). Using this, we determine that u; and u intersect at
x = +h/v2R. Thus, we obtain

1
/ s dar = h(l —2(1 - 1/@)2) =0 & (1-Yvam)? =1/ & h=(/z-1)°> L
-1
This is a contradiction, since h € (0,1). For 8 > 1, the sign of u — uj, on (—h, h) is exactly opposite compared

to the case § < —1; therefore, it is easy to see that § > 1 also leads to a contradiction.
If on the other hand 8 € [—1, 1], we obtain, using the symmetry of ¢o,

1 —h/vak h NG 0
/ z/;cpgdx:/ @2(1:177/ cpgdz+/ QDQdIE*/ padz = 0.
~1 —h h/ /2R 0 —h/vER

=0 =0

Note that the above computation also applies to the cases § = 1 and § = —1 since it corresponds to a valid
choice for ¥ in each case. (Il

4.3. L9-best approximation

In this section, we prove the final part of Theorem 1.2. More precisely, we show that a continuous piecewise
linear function u; on the mesh shown in Figure 7 such that —up(—1) = up(1) = 1 is an L%-best approximation
of u(z) = sgn(x) for 1 < ¢ < oo if and only if —up(—h) = up(h) = « and up = 0, where « satisfies 0 =
—(1 = h)a?q(a— 1)1 — h(ag+ 1)(a — 1)? + h and «a > 1. Furthermore, we show that in the limit ¢ — 1 the
L%-best approximation converges to the L!-best approximation as defined in (4.1) with 3 = 0, for any h € (0, 1),
i.e., the corresponding L!-best approximation is antisymmetric and satisfies —up,(—h) = up(h) = 1if h < 0.5
and —uy(—h) = up(h) = V2h otherwise.
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(4) (B) () (D)

FIGURE 9. Four different meshes on (0,1)?, cf., Figure 4. (A) Mesh 1. (B) Mesh 2. (C) Mesh
3. (D) Mesh 4.

Proof of Theorem 1.2 for ¢ > 1. We use the characterization of the L-best approximation in Corollary 2.3. Due
to the uniqueness of the Li-best approximation for 1 < ¢ < co and the symmetry of the problem, we may assume
that the L%-best approximation is an odd function. This means that up,(0) = 0 and —up(—h) = up(h) = « for
some « € R. It is easy to see that f_ll sgn(u — up)|u — up|9" oy dr = 0 for any choice of o and that f_ll sgn(u—

up)|u—up|9" 3 dz = 0 if and only if fil sgn(u —up)|u—up|? ey dz = 0. To determine for which « the latter
two integrals become zero, note that this is the same situation as in the example presented in Sections 3.1 and 3.2,
only mirrored. Therefore, we again obtain that « satisfies 0 = —(1 — h)a?q(a — 1)97! — h(ag+ 1) (o — 1)9 + h.

To show convergence to the L!-best approximation with 3 = 0, first note that u;(0) = 0 for all ¢ and
hence lim,—,; ux(0) = 0. From the proof of Lemma 3.3, we obtain that lim,; u(£h) = £1 if A~ < 0.5 and
lim, 1 u(£h) = +/2h otherwise. This is exactly the L'-best approximation with 8 = 1. Therefore, in the limit
we obtain the solution in Figure 8b if h < 1/2. The corresponding L!-best approximation for h > 1/2 is shown
in Figure 8d. (]

5. BEST APPROXIMATION OF A BOUNDARY DISCONTINUITY IN TWO DIMENSIONS

In this section we consider the best approximation problem (1.3) with d = 2. First, we consider the four meshes
shown in Figure 9 and determine the best approximation of © = 1 by a continuous function u; that is a linear
polynomial on each of the triangles and takes the following values in the four corners: u;(0,0) = up(0,1) =1
and up(1,0) = up(1,1) = 0. For all meshes except the first one, we additionally fix the boundary conditions
up(0,0.5) =1 and up(1,0.5) = 0.

The free parameter of the best approximation problem for the first mesh is @ = u,(0.5,0.5); there are three
free parameters for each of the remaining meshes. For Meshes 24, we denote by v; the continuous piecewise
linear function that is 1 at the node (0.5,0) and 0 at all other nodes; by vy the continuous piecewise linear
function that is 1 at (0.5,0.5) and 0 at all other nodes; and by vz the continuous piecewise linear function that
is 1 at (0.5,1) and zero at all other nodes. The coefficients defining the solution uj; are denoted as follows

1(0.5,0) = a, 1(0.5,0.5) = 3, u(0.5,1) = ~.

Furthermore, we prove a necessary condition on general conforming meshes and a condition similar to
Theorem 1.1 on a structured but non-uniform mesh. The remainder of this section is organized as follows:
in Section 5.1, we consider Mesh 1 with ¢ = 1 and determine the unique L'-best approximation; in Section 5.2
we continue with Mesh 1 and determine the L%-best approximation for 1 < ¢ < oo; in Section 5.3 we show
that the L?-best approximation contains over- or undershoots on all four meshes if ¢ > 1 and consider the case
q = 1 for Meshes 2, 3 and 4; in Section 5.4 we then consider more general meshes and prove a necessary and a
sufficient condition for certain meshes.
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(0,0

FIGURE 10. Proof of Lemma 5.1: the function u;, with « > 1 and intersection with u is marked
by red lines (left). The mesh with the area where (u — up) < 0 colored in blue and the area
where (u — up) > 0 colored in green (right).

5.1. L1-best approximation on Mesh 1

Lemma 5.1 (L!-best approximation on Mesh 1). The L-best approzimation of u =1 on Mesh 1 is unique and
up(0.5,0.5) = «a, where a satisfies @ > 1 and 0 = 2a3 — 5a + 2, hence a ~ 1.3200.

Proof. We again use the characterization of the L'-best approximation in Corollary 2.4. The space U, is the
span of the continuous function v, that is a linear polynomial on each element, zero at the boundary of the
domain and 1 at the centroid (0.5, 0.5). To see that o must satisfy o > 1, note that if & < 1, we have u—wuy > 0
in7;,4=0,1,2 and v > —1 in 73. Hence, f(0,1)2 Yoy, de > Z?:o fn vy, d — fTS vp de = 1/6 > 0 and this cannot
be an L'-best approximation.

If @ > 1, ¢ is uniquely determined by sgn(u — uyp,) (see Figure 10) and a direct computation yields

3
1
/(0)1)2 sgn(u — up)vp de = ; /Ti sgn(u — up)vpde = 68 (20° — b+ 2).

The polynomial 2a® — 5a + 2 has three roots oy, i = 0, 1,2, where
g = —1.7623, a1 = 0.43232, g =~ 1.3200.
Only a satisfies the condition a > 1 and therefore @ = 1.3200 yields the only L!-best approximation. ]

Remark 5.2. As in one dimension, the argument that over-/undershoots must occur still holds true for any
piecewise linear function such that sgn(u —up) £ 1 is constant on the boundary with the discontinuity, i.e., the
part of the boundary where u and uj, are constrained to satisfy different boundary conditions. If the difference
u—uy, is constant along this part of the boundary, we also obtain the same pattern for sgn(u—wuy,) as in Figure 10
and from this u(0.5,0.5) can be determined. If, however, u — uj, is not constant along the boundary with the
discontinuity, the intersection of u and uy in 71 is no longer parallel to the boundary and all computations have
to be redone to determine the magnitude of the overshoot. Nevertheless, the decision whether over-/undershoots
occur does not depend on wu.

Remark 5.3 (Uniform refinement). If the mesh is refined uniformly, keeping the same structure as shown in
Figure 11a, it is easy to see that an L!-best approximation is given by u(z;,y;) = «, with « as specified in
Section 5.1, if the node (z;,y;) is connected with the boundary z = 1, and u(z;,y;) = 1 at the remaining
interior nodes. Indeed, in this case we can choose 1) = 1)y on the set {& : u(x) — up(x) = 0} as shown in
Figure 11b. This shows that the overshoot in the L!-best approximation remains constant under this type of
mesh refinement.
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(a)

FIGURE 11. Uniform refinement of the mesh preserving the structure. (A) Remark 5.3: Refine-
ment for which the overshoot in the L!-best approximation remains constant. (B) Possible
choice for sgn(0).

5.2. L9-best approximation on Mesh 1

Lemma 5.4 (L9-best approximation on Mesh 1). For 1 < ¢ < oo, the Li-best approximation of
u = 1 on Mesh 1 is determined by up(0.5,0.5) = «, where a satisfies @« > 1 and 0 = (o —
D)7 4aPq+4(1 — ) + (¢ — 6)a+ 2] — alg+4) + 2.

Proof. If a < 1, we have sgn(u — up)|u — up|971 > 0 in 73, i = 0,1,2, and sgn(u — up)|u — upl9~ > 0 in 73.
Therefore, we have f(0,1)2 sgn(u — up)|u — up|9 v, dz > 0, which implies that o < 1 does not yield an Li-best
approximation for any 1 < ¢ < co. If @ > 1 a direct computation yields

3
/ sgn(u — up)vp de = Z/ sgn(u — up)vy d
(0,1)2 i—0 7 Ti

(= 1)1 4a3g +4(1 — q)a? + (¢ — 6)a+ 2] — a(q+4) + 2
203q(q + 1)(q +2)

The claim follows by observing that (o — 1)?~! > 0 and 2a2q(q + 1)(¢ +2) > 0. O

5.3. L9-best approximation on Meshes 2, 3 and 4
Lemma 5.5 (L%-best approximation on Meshes 2, 3 and 4).

(1) If ¢ > 1, the Li-best approzimation to (1.3) contains over- or undershoots on all three meshes.

(2) Ifq =1, there exists a solution to (1.3) on Mesh 2 such that up(0.5,1) = u(0.5,0.5) = 1 and u,(0.5,0) = «,
where a satisfies a > 1 and 0 = —3a3 + 8a — 4, hence a ~ 1.2723. Furthermore, uy(0.5,1) = u;(0.5,0.5) =
u(0.5,0) = 1 does not define an L-best approzimation.

(3) If g =1, there exists a solution to (1.3) on Meshes 3 and 4 such that up(0.5,1) = up(0.5,0.5) = up(0.5,0) =
1.

Proof. To see that the first point of the lemma is true, note that if there are no over- or undershoots, i.e.,
up(0.5,1) = up(0.5,0.5) = up(0.5,0) = 1, we have u —up = 01in (0,0.5) x (0,1) and w—wup > 01in (0.5,1) x (0,1)
and hence

/ sgn(u — up)|u — up|? to;de >0 foralli=1,2,3 and 1 < ¢ < oo,
(0,1)

which contradicts Corollary 2.3. Furthermore, it is easy to see that for the second and third mesh,a =g =v =1
is an L!-best approximation by choosing ¢ =19 = 1 in {@ € (0,1)? : u(x) = ux(x)}. In this case, for each of
the three nodes (0.5,0), (0.5,0.5) and (0.5,1), we have that ¢y = —1 on exactly half of the connected elements
and ¥ = 1 on the remaining connected elements.
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The second point is more interesting. Note that, if « = § = = 1, we obtain u — up > 0 in 72 and 73. Hence,
f(071)2 Yoy de > sz vy dx + f7_3 vy dx — fTo vy dz > 0. Hence, this does not yield an L'-best approximation. If, on
the other hand § = 1 and « > 1, % is uniquely determined by sgn(u—uy) in 7;, ¢ = 0,2, 3. A direct computation
yields

1
de = —3a° + 8a — 4).
/(0,1)2 porde 24@3( o + 8o —d)

Hence, o > 1 has to satisfy the equation 0 = —3a>+48a—4. The roots of the above polynomial are ag ~ —1.8414,
a1 ~ 0.56913 and ap &~ 1.2723. Only the third root satisfies @ > 1. Next, we note that if 5 = v = 1 implies that
u—up=0in7,7=1,4,5and u—up >0 7, i = 6,7. It can easily be verified that choosing ¢y = —1 in 7y,
Po =0 in 75 and

S, sen((u — up) (&))va (&) di

P =— T onl@) da € [-1,1]

in 7 yields f(o 1)2 Yuzde = f(o 1)2 1Yvgde = 0. Note that the last two conditions can be satisfied completely
independently of the exact value of @ > 1. O

5.4. Towards general meshes in two dimensions

In this section, we generalize the result in Theorem 1.1 to a structured but non-uniform mesh in two dimen-
sions (for the precise definition see Theorem 5.7). The main idea of the proof is in principle applicable to an
arbitrary simplicial 2D mesh with no hanging nodes. However, certain steps become very complex in the general
case and the benefit of formulating a sufficient condition for the existence of L'-best approximations with no
over- or undershoots based on our strategy is diminished significantly. Before we present the main result, we
introduce a simple necessary condition on general meshes.

First, we introduce some useful notation that we use throughout this section. Denote by I'p the part of the
boundary with Dirichlet-type boundary conditions. Let I'y C T'p be the boundary with the discontinuity (in our
case 'y = {(z,y) € [0,1]? : = = 1}). We will consider the elements in order of their distance to I'y to formulate
a sufficient condition on the size of the elements that only depends on elements that are closer to I';. Consider
the graph G(V, &) given by the vertices V and edges £ in the mesh. Let P(x;, ;) be a path in G connecting
x;,x; €V and let |P(x;, ;)| be the number of edges in the path. We define

d(z;,T1) := mIJnEl{}1 P(r{rvlil’réj) |P(x;, ;)| Va; €V,
d(m,T1) :== mien d(xz;,T1) VreT,
Vi :={x; €V : k=d(z;,T1)},
T ={r€T :k=d(r,T1)}.

Furthermore, we denote by ¢, the continuous and piecewise linear function satisfying ¢;(x;) = d;;.

5.4.1. A necessary condition on general meshes

We recall from Corollary 2.4 that wuy, is an L'-best approximation of u in Uy, iff there exists ¢ € L>°(Q) such
that ¢ (x) = sgn(u — up) (@) if u(x) # up(x) and |¢(x)| < 1 otherwise such that

/wwdwzo Yw € Uy,.
Q

Furthermore, recall the notation ¥y = Note that for a given uy, 1y is not necessarily unique.

Y fuuny
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Corollary 5.6 (Necessary condition on a general mesh in 2D). Let U = span{y; : ®; € V}. For u € U, let
up, € U be the L-best approzimation of u subject to the constraint u = uj, on Tp\T1 and up, = g # u on T'y with
sgn(u — g) = £1 constant on T'y. If up(x;) = u(x;) for x; € V\ Vo, the mesh satisfies the following condition
for each x; € Vy:

Y oAmz= Y A,

T€T 7T
s.t. x; €T s.t. ¢, €T

where A(T) denotes the area of the element 7.

Proof. Since up(x;) = u(x;) for x; € V3 U Vs and up(x;) = g(x;) for &; € Vy, we have that sgn(u — up) = +1
in any rer, Tand u —up =0 in any 7 € 7:. Without loss of generality, we can assume sgn(u — up) = 1 in
UTGTO 7. Then, since uy, is an L'-best approximation, there exists 1o such that the condition in Corollary 2.4 is
satisfied, i.e.,

O—/z/xpldx— Z /(pldw—i— Z /wogolda:

T7€7o o T€TY T
s.t. ¢, €T s.t. ;€T
1
E p;dx — E pidx = 3 E A(r) — E A(r)
T€Tly V7T e, T T€Ty T€T,
s.t. @, €T s.t. ;€T s.t. ;€T s.t. ¢, €T
Here we used vg > —1. |

5.4.2. A sufficient condition on a structured, non-uniform mesh

For a given 1y on all 7 € 77, we can clearly formulate a condition similar to Corollary 5.6 on the area of
the triangles 7 € 75. Rather than just depending on the area of the elements in 77, however, this condition
depends on the choice for iy which is only unique in special cases. Therefore, proving that it is a necessary
condition becomes very difficult and in the most general case perhaps even intractable. Instead, we will establish
a condition that allows us to explicitly construct a valid choice for ¥y and thus is a sufficient rather than a
necessary condition.

Theorem 5.7 (Sufficient condition on a structured, non-uniform mesh). Given N,M > 1, h{,...h% and
hY,....hY,, such that Z/Icv=1 hi = f:[:l hi =1, we define the vertices

J
(wi,9) <Zh Zhi>, 0<i<N,0<j<M,
k=1 k=1

We consider the mesh given by the elements T 1<i< N and1<j <M defined by

Zj’ Zj’

1 { A((ziz1,yj-1), (@i, yj—1), (@i—1,Y5)) if ¢ + j even,
g A(@i1,95-1)s (6, y5-1), (T2, 7)) if i 4+ j odd,
2 {A((ﬂ?i—hyj)a (@isyj—1)s (%4,95)) if i 4 j even,
Y A((wi-1,Y5-1), @iy ¥5)s (Tim1,Y5)) if i + j odd.

Let If and Ié“, 1 <k <N be defined as

N=1¥=1
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FiGURE 12. Example mesh as defined in Theorem 5.7 with N =4, M = 5.

: i of1— ' hid/ny  IT'RE 3
ko) (1607 + 40} ) W1th§17k_ﬁ o 00 3

0 otherwise.
IFHipe IFHipe 6
3 . 2 3 _h k+1 . 11 k41
I = (205, —1) with (607, — 497, —1) = n if = > 75 3
0 otherwise.

Denote by ;; the piecewise linear function satisfying ;j(zr, yi) = dixdji. Let U = span{ep;; : 0 < i < N,0 <
j < M}. Foru € U, let up, € U be the L'-best approzimation of u subject to the constraint u = uy on I'p \ T’y
and up, = g # u on I'y with sgn(u — g) = £1 constant on T'y. Then

hi >max(I{ ' IV )hi,,, foralll<k< N -1 (5.1)

is a sufficient condition for the existence of an L!'-best approzimation with no overshoots. In particular, this is
independent of h? foralll1 <j <M.

An example of a mesh as defined in Theorem 5.7 is shown on Figure 12. The proof of Theorem 5.7 is
conceptually a straight forward generalization of the proof of Theorem 1.1. To reduce the complexity of the
proof, we use the specific structure of the mesh and instead of constructing g such that fQ Yy dae = 0 for all
(xi,y;) € V\TI'p, we ensure that the following stronger conditions are satisfied for all 1 < i < N — 1 and all
1<j<M:

/1 Vi de = — /1 Yo de, where ke {j,j—1} ifi+j odd,k=j—1 otherwise, (5.2a)

(i+1)j

/ Vi dae = 7/ Yo de, where k€ {j,j —1} ifi+j even, k=4 otherwise. (5.2b)

2
(i+1)j

The advantage of this condition is that it is quasi-one-dimensional in the following sense: Given ¢ on 7/} for all
n=121<j <M andi>ip, we can construct ¢y in 7%, satisfying (5.2) with (i, j,n) = (io, jo, n0) based
;"9 with i > i and independently of 7/% where (i, j,n) either satisfies j # jo or (i, j,n) = (i, jo, n)

only on ¢ in 7; 7



200 P. HOUSTON ET AL.

(a) (B) (c) (D)

FIGURE 13. Perturbations of Mesh 3. (A) Mesh 3. (B) Mesh 3a. (C) Mesh 3b. (D) Mesh 3c.

with n # ng. The construction of ¥y follows the construction explained in the second part of Remark 3.4 with
the sole difference that instead of splitting an interval into two and assigning opposite signs to vy in each
subinterval, we split a triangle into a triangle and a quadrilateral along a vertical line. The technical details of
the proof are presented in Appendix A.

Remark 5.8. Note that a uniform refinement preserving the structure of Meshes 3 and 4, cf., Figure 9, is a
special case of Theorem 5.7, where the sufficient condition for the existence of an L!-best approximation with
no over- or undershoots is trivially satisfied.

5.4.3. Weakening the conditions on the structure of the mesh

The mesh in Theorem 5.7 is based on a non-uniform rectangular grid with one diagonal added per rectangle
to obtain a simplicial mesh. We will now briefly consider some perturbations of Mesh 3 (¢f., Fig. 4) which are
shown in Figure 13. The difference between the Meshes 3, 3a, 3b and 3c is that the nodes along the vertical line
in the center have been moved slightly: In Mesh 3a the center node is now closer to the boundary x = 1; in Mesh
3b the center node is closer to the boundary x = 0; in Mesh 3¢ the nodes on the boundary y = 0 and y = 1 are
closer to the boundary x = 1. It is easy to see that the necessary condition in Corollary 5.6 is satisfied if the
minimum distance of any point along the line in the center to the boundary = 1 is smaller than the minimum
distance to the boundary x = 0. This is the case for Mesh 3a and 3c, but not 3b. It is also easy to see that we
can define v satisfying (5.2) similar to the proof of Lemma 3.1 if the necessary condition in Corollary 5.6 is
satisfied. This shows that it is not necessary to require that the mesh is based on a rectangular grid. However,
a condition similar to Theorem 5.7 becomes more complex if we impose fewer restrictions on the structure
of the mesh. For example, the condition may become dependent on how the mesh varies in the y-direction.
Furthermore, the graph given by the vertices and edges of the mesh may become much more complex. This may
make it impossible to use the stronger condition (5.2), and thus it may increase the complexity of constructing
il;o. In order to write an algorithm to generate meshes that allow for L!-best approximations without over- or
undershoot, it will be necessary to find a balance between imposing as little structure as possible in order for
it to be applicable to more general domains and discontinuities while imposing enough structure to keep the
(computational) complexity of generating the mesh feasible.

6. NUMERICAL EXAMPLES

In this section we consider selected examples of meshes for which we have determined the solution of the
best approximation problem (1.3) numerically by interpreting the condition (2.2) as a variational problem that
can be implemented using standard finite element techniques and the algorithm described in Section 3.6 of [10]
(cf., Sect. 1.4). Here, we have used FEniCS [1] for the implementation. In Section 6.1 we illustrate that the
overshoot in the L?-best approximation does not vanish if the mesh is refined and that these observations even
apply if u is a more general smooth function.
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FIGURE 14. Left: max(up) for ¢ = 2 and several refinements as shown in Figure 11. Right: uj
with 100 elements.

In Section 6.3 we illustrate that the LZ-approximation on the three meshes considered in Section 5.3 converges
to the L'-best approximation characterized in Lemma, 5.5. Furthermore, we show how the understanding of these
special cases can be applied to predict the behavior of the L4-best approximation on a more general mesh.

6.1. Refinement of the mesh

6.1.1. Gibbs phenomenon on meshes in two dimensions

We start with Mesh 1 depicted in Figure 9 and the refinement shown in Figure 11 that preserves the structure
of the mesh. We have already shown in Remark 5.3 that for ¢ = 1 there exists an L!-best approximation such
that the overshoot remains constant as we refine the mesh.

Indeed, Figure 14 shows the maximum value of wj for this example with ¢ = 2 and for several refinements
of the mesh, as well as the approximation u;, for a mesh with this structure consisting of 100 elements. We can
clearly see that the maximum value remains constant under this type of refinement which suggests that the
maximum overshoot also remains constant for ¢ # 1, as well as in the limit ¢ — 1.

6.1.2. Gibbs phenomenon on meshes in one dimension

Next, we consider a one-dimensional example such that u is not piecewise linear and compute the L9-best
approximation numerically. Let u(z) = 1 + 0.1sin(27x) on (0,1) and consider the LI-best approximation uy,
with up,(0) = 1 and u,(1) = 0 on four different grids: two uniform grids with 5 and 100 elements, respectively,
and two meshes where all elements are the same size except the last one which is twice the size of the others.
Again we consider a mesh with 5 elements and one with 100 elements. Note that the latter two meshes violate
the conditions in Theorem 1.1, but satisfy the condition in Remark 3.6. We therefore expect the overshoot to
vanish as ¢ — 1 in the first two cases and to decrease but still be present in the last two. Remark 3.6 and the
observations for the previous example suggest that for v = 1, we could expect the overshoot to be the same
both when 5 and 100 elements are employed on both the uniform and the non-uniform meshes.

Figure 15 shows the maximum error at the nodes in all four cases for several values of q. We observe that
the overshoot indeed decreases as ¢ — 1. Furthermore, we see that the overshoot is very similar for the coarse
and fine meshes in both cases which confirms that the overshoot does not disappear under mesh refinement.
However, the overshoot is not identical for 5 and for 100 elements in both cases which can be attributed to
the fact that u is not constant. Furthermore, note that the overshoot for the non-uniform mesh is consistently
larger than for the uniform mesh, which suggests that it does not disappear entirely as ¢ — 1. Note that on the
non-uniform mesh when u =1 and g = 1, the overshoot would be 2V3/3 — 1 & 0.15; see Remark 3.6.
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FIGURE 15. Maximal nodal error in the L9-best approximation of u(z) = 1+ 0.1sin(27z) with
up(1) = 0 for different values of ¢ and four different meshes. Two of the meshes are uniform
meshes consisting of 5 and 100 elements, respectively. The remaining two meshes satisfy the
condition in Remark 3.6 and again consist of 5 and 100 elements, respectively.
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FIGURE 16. L9-best approximations on two three-element meshes on (0, 1) with h; = 0.1 and
two different choices for hy. Left: Li-best approximation with ¢ = 2 and ¢ = 1. Right: maximal
nodal error for several values of q.

6.2. (Vanishing) Overshoot in one dimension

To illustrate the graded mesh condition in Theorem 1.1, we consider two three-element meshes on (0,1).
For the first one we choose h; = 0.1 and hy = hz = 0.45, i.e., the mesh consists of the subintervals (0,0.1),
(0.1,0.55) and (0.55,1). For the second one we choose hy = 0.1, hg = 0.5 and hz = 0.4, i.e., the mesh consisting
of the subintervals (0,0.1), (0.1,0.6) and (0.6,1). We will check the condition (1.5) for both meshes; indeed, we
will see that for the first mesh the condition is violated, but it is satisfied for the second mesh. In the latter
case, we therefore know that there exists an L!-best approximation without over- or undershoots. In the former
case, it is a priori unknown whether such an L'-best approximation exists, since it is an open problem whether
(1.5) is also a necessary condition.

In the first case, we obtain from (1.4b) that J5 = J2 = 0 yielding the following sufficient conditions for the
existence of an L'-best approximation without over- or undershoots: ko > hs and hq > ho. The second condition
is violated. In fact, it is easy to show that, if hy = hg, the condition hy > hy is necessary for the existence of an
L'-best approximation without over- or undershoots. Moreover, one can show that the L'-best approximation is
unique in this case by solving the optimality condition in Corollary 2.4 for the points where v and uy, intersect.
The intersection points uniquely determine uy(0.1) = 0.9931 and w,(0.55) ~ 1.0247. For brevity, the details are
omitted here.

For the second mesh, we again have ¥3 = 0 and (1.5) with ¢ = 2 becomes hy > hg, which holds for hy = 0.5
and h3 = 0.4. If i = 2, we obtain from (1.4b) that ¥3 = 0.1. Hence, 95 > 1 — 1/v2 and there is no condition on
h1 according to Theorem 1.1. Therefore, there exists an L!-best approximation without over- or undershoots.
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FIGURE 17. L9-best approximation of a boundary discontinuity in two dimensions on Meshes
2, 3 and 4, cf., Figures 4 and 9. (A) Mesh 2, ¢ = 2. (B) Mesh 3, ¢ = 2. (C) Mesh 4, ¢ = 2. (D)
Mesh 2, ¢ = 1.01. (E) Mesh 3, ¢ = 1.01. (F) Mesh 4, ¢ = 1.01.

Figure 16 shows the L%-best approximation on both meshes for ¢ = 2 and ¢ = 1 on the left and the maximal
nodal error on both meshes for several values of ¢ on the right. The approximations for ¢ > 1 were again
obtained using the implementation of the best approximation problem in FEniCS. We can clearly see, that the
maximal overshoot is always larger on the first mesh. In both cases it decreases as ¢ — 1, but the overshoot
only vanishes completely on the second mesh. However, even on the first mesh the maximal overshoot is very
small for ¢ = 1. Note that, if Ay and h; as chosen for the first mesh were swapped, the maximal overshoot for
g = 1 would be u,(0.55) — 1 = 0.2792 according to Remark 3.6 and thus significantly larger than the overshoot
we can observe. This shows that the effect of an element being too small and causing the L'-best approximation
to contain over- and undershoots is much weaker away from the discontinuity than near the discontinuity.

6.3. (Vanishing) Overshoot in two dimensions

6.3.1. Owvershoot on Meshes 2, 3 and 4 from Section 5.3

Figure 17 shows the best approximations for ¢ = 2 and ¢ = 1.01 for three of the meshes we have considered
in Section 5.3. Even just a comparison of these two cases for each of the meshes illustrates clearly how the
overshoot gradually vanishes on Meshes 3 and 4. On Mesh 2, the overshoot vanishes away from the boundary
y = 0; this is consistent with the L!-best approximation described above that only exhibits an overshoot at the

node (0.5,0) and no overshoot at all other nodes.
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FIGURE 18. Maximum overshoot on Meshes 2, 3 and 4 (cf., Figs. 4 and 9) for different values of q.
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FIGURE 19. L%-best approximation on an unstructured mesh. (A) Mesh A. (B) ¢ =2. (C) ¢ = 1.01.

Figure 18 shows the maximum overshoot for all three meshes for different values of ¢q. The overshoot for
g = 1 is taken from the theoretically determined L'-best approximations discussed in Section 5.3. All remaining
values have been determined numerically with an implementation in FEniCS [1]. The plot shows that for the
third and fourth mesh, the overshoot indeed disappears as ¢ — 1, whereas for the second mesh it decreases but
does not vanish.

6.3.2. Overshoot on unstructured meshes

As a final example, we consider the unstructured mesh shown on the left in Figure 19. The interior nodes
connected to the boundary are labelled 1,2,...,7. We first check the necessary condition in Corollary 5.6.
At nodes 1,4 and 7 the condition is satisfied, whereas it is not satisfied at nodes 2,3,5 and 6. From this
we immediately obtain that the overshoot cannot vanish at the nodes 2,3,5 and 6 as ¢ — 1. Even though
Theorem 5.7 is not directly applicable in this case, we observe that the relative sizes of the triangles close to
nodes 1, 4 and 7 suggest that it is likely that 1)y can be constructed similarly to Theorem 5.7 in the triangles
connected to nodes 1, 4 and 7 following the same principle as the construction in the second part of Remark 3.4.
Hence, we expect the overshoot to vanish at these nodes. Figure 19 shows the L9-best approximation on the
unstructured mesh for ¢ = 2 and ¢ = 1.01 in the center and on the right, respectively. Here, we clearly observe
that the approximation for ¢ = 2 exhibits overshoots at all nodes connected to the boundary x = 1 with larger
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F1GURE 20. Overshoot in the L?-best approximation on unstructured meshes. See Figure 19
for Mesh A. (A) Mesh B. (B) Mesh C. (C) max(up,).

overshoots at the nodes 2, 3,5 and 6. At these nodes the overshoot is reduced but still clearly visible for ¢ = 1.01.
On the other hand at the nodes 1,4 and 7 the overshoot has nearly vanished for ¢ = 1.01.

Figure 20 shows two further unstructured meshes which have been designed to satisfy the necessary condition
in Corollary 5.6. The difference between the two meshes is that the distance between the boundary x = 1 and
the vertical line containing all nodes connected to this boundary is smaller in Mesh C than in Mesh B. Figure 20c
shows the maximum value of wuj, for different ¢ and Meshes A, B and C. This illustrates that the overshoot
decreases on all three meshes as ¢ — 1. The overshoot on Mesh C is always smaller than the overshoot on the
other two meshes and the overshoot on Mesh A is always larger than on the other two meshes. This illustrates
that if the area of the elements connected to the boundary is decreased in comparison the area of the remaining
elements, then the overshoot is reduced for any ¢ and decreases more rapidly as ¢ — 1. This is consistent with
the theoretical results in one dimension illustrated at the start of this article in Figure 3.

Remark 6.1. The mesh in the final example, as well as the mesh conditions in Theorems 1.1 and 5.7, have
a certain similarity with so-called Shishkin meshes or other types of layer-adapted meshes (cf., [27,34]). Tt is
important to note that the condition in our case is much weaker in the sense that even certain uniform meshes
are sufficient, whereas a certain grading is necessary for numerical methods based on layer-adapted meshes.
Nonetheless, the difference between Meshes B and C in Figure 20 as well as the difference seen for different h
in Figure 3 illustrate that introducing a grading may improve how fast the over- and undershoots vanish in the
limit ¢ — 1. Therefore, one can benefit from including ideas based on layer-adapted meshes in order to generate
meshes that allow for L9-best approximation with negligible overshoot for ¢ =149 > 1.

7. CONCLUSIONS

In this article, we have investigated Gibbs phenomena in the L9-best approximation of discontinuities within
finite element spaces. Using selected cases, we have proven that the Gibbs phenomenon can be eliminated as
q — 1 on certain meshes. However, we have seen that there exist non-uniform meshes in one dimension that
lead to Gibbs phenomena even if ¢ = 1. In two dimensions, even some uniform meshes lead to Gibbs phenomena
if ¢ = 1. Nonetheless, the magnitude of the oscillations decreases as ¢ — 1 on all meshes.

The computational examples presented in this article confirm the theoretical results. Moreover, we have seen
that similar observations can be made for more general cases. Furthermore, we have demonstrated that the Gibbs
phenomenon cannot be eliminated on certain meshes under mesh refinement that preserves certain properties
of the mesh. For the final computational example, we have been able to establish a link between the structure
of the mesh near the discontinuity and the magnitude of the overshoot at the nodes. This observation suggests
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that the oscillations can be eliminated in the limit as ¢ tends to 1 if the mesh structure near the discontinuity is
suitably adjusted. Indeed, this has been used to design meshes for the non-linear Petrov—Galerkin method for
the convection-diffusion-reaction equation presented in [15].

APPENDIX A. PROOF OF THEOREM 5.7

To prove Theorem 5.7, we will construct v iteratively, where ¥g in 7 € 7} depends on g in 7;_1. As in
Corollary 5.6, 19 on 7 € 77 depends on the area of the connected elements in 7y. The proof relies on the following
Proposition, which holds on any conforming simplicial two-dimensional mesh regardless of the structure of the
mesh and will be proven in Section A.2.

Proposition A.1 (Improved g). Let u,u; be piecewise linear function on a conforming, simplicial mesh such
that u=up on Tp\T'1 and up = g # u on Ty with sgn(u — g) = +1 constant. Denote by @; the piecewise linear
function satisfying ;(x;) = d;; for any x; € V, where V are the vertices of the mesh. Let 1 € L*>°(2) be defined

on Urer, , 7U (Urer, TN{x € Q : u() # up(x)}) such that ¢ = sgn(u —up) on U,eq.  uq 7N {x e Q :
w(x) # up(x)} and || < 1 everywhere. Assume there exists Uy on (Urer, )\ {z € Q : u(®) # up(x)} such

that 1;0’7 € [-1,1] is a constant in each T € T, with u = uy, in T and, for all x; € Vy,

0= [vorde+ (/ veidet | {/?ogo-dm) (A1)
Z T ’ Z TN{xeQ  u(x)FAup(x)} ’ T\{zeQ: u(x)#u(x)} ’

T€TL 1 TET)
Then there exists o on (U,eq, 7) \ {® € Q : u(x) # un(x)} satisfying

s.t. ¢, ET s.t. &inT

/wogai dx = /{Z)vogai dx for all 7 € 7, such that (u — uh)|T =0 andall z; € TNV, (A.2)

Furthermore, for all T € Ty, such that (u — uh)|T =0 and all x; € TN Vi1,
i (‘TQVM =2 and ‘{EO‘T‘ < 3/4)
or (|TﬂVk|:1 and ’7:/;0|T’§6/i"/§73)

sgn(qZOL)A(T) ) ; . ~
/7/10901' da — f(l — 697 + 497) if TNV =2 and ‘wou > 3/4, (A.3)

sgn(qZOL)A(T) ; . _
SRS i VA ¥ B if 7NV =1 and ‘¢017‘>6/%—3

ol LA(7)
3

otherwise,

where 91 and Oy are given by ¥ = | (1*|¢0|TD/2 € (0,1) and 693 — 493 — 1 = WOM' Furthermore, for any
7 € Ty, such that |¢0‘T| € (0,1) and for any x; € Vy41 N T,

Note that equation (A.1) states that ¢ as in Proposition A.1, where additionally ¢ := 1;0 on 7 € T; with
(u — uh)|T = 0, satisfies the condition in Corollary 2.4 with regard to the subspace of Uj spanned by the
basis functions ¢; associated with the vertices x; € Vi. Equation (A.2) ensures that the same holds true after

< . (A.4)

replacing 7:230 with 1. The identity (A.4) shows in what sense replacing 12;0 by 1 is an improvement. We will
see that (A.4) directly follows from the expression for the integral in (A.3)
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A.1. Proof of Theorem 5.7

Proof. This is mainly an application of Proposition A.1. First note that if uy is an L'-best approximation of u
such that up(z;,y;) = un(xs,y;) for 0 <i < N —1and 0 < j < M, we have that ¢ = sgn(u — up,) = £1 on
Ulgng(Tol,j U Tg)j). As noted in Section 5.4.2, the condition in Corollary 2.4 is satisfied if for all 1 <7 < N -1
and all 1 < j < M the following conditions are satisfied (cf., (5.2)):

/ ik da = —/ Yo de, where k€ {j,j—1} ifi+j odd,k=j—1 otherwise, (A.5a)

Tli+1)j

¢ ik dr = — Y de, where k € {j,j —1} ifi+j even, k=3 otherwise. A.5b
¥ ¥
(Hrl)a
Given 9 on Uz+1 S (le U le) we can therefore define
<M
- 3 .
Yol . = —m/ Y de, where k € {j,7 — 1} such that (x;, yx) € 755 N T(i41),5- (A.6)
v 9T

If ’Jo‘ < 1, we can then apply Proposition A.1 to define 1) = 1)y on U1<j<M Tij, yielding

Sgn(u_g)( )N lA( 1])

3
Yoi—1yk de = ,
/r;; = sgn(u — g)(=1)NTA(7]})

3
We have that (A.7) holds for i = N since ¢ = sgn(u — g) — which was assumed to be constant on I'; — and
IN = I = 1. Hence, by induction (A.7), holds for all 1 < i < N provided ’{j)vo‘ < 1 in each step. Note that if
both (z;,y;-1) € 7,5 N7, ; and (2i,y;) € 775 NT(i11),; in (A.6), either choice for k yields the same result due

It (@), (@0} N =2

(A7)

B [{(@n ), (@ g0} 0] = 1

to Proposition A.1. To finish the proof, it remains to be shown that (5.1) guarantees WO‘ < 1 in each step so
that Proposition A.1 can be applied. To see this, we combine (A.6) and (A.7) and obtain

A(T(H-l )

N e )) Lt if ’{($i+1ayj)7 (it1,95-1)} ﬁT(7;+1),j’ =2,
‘7/)0 ol = Alrisn)) (A.8)
TAGSEET (), @y} A =1
ij
Noticing that A(T+1).5)/A(ri;) = hivahi/n2n? = hita/ng finishes the proof. O

A.2. Proof of Proposition A.1

Proof. Let T be a triangle with vertices, edges and angles labelled as in Figure A.1. Denote by ¢x, ¢y and ¢z
the hat functions that are one at X, Y and Z, respectively, and zero at all other vertices. First note that, since
g is constant on T,

~ ~ ~ ~ AT
/%@X de = /1/J0<PY de = /1#0902 dz = 1ol _ E), ). (A.9)
We start our proof with the case |7 N V| = 2. Assume that Z € Vi1 and X, Y € V. In this case we add a line
parallel to XY intersecting XZ in X’ and YZ in Y’ such that
|\ X'z|  |Y'Z|
I XZ|  |YZ]

=t € (0,1). (AlO)
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F1GURE A.1l. Visualizations used for the construction of i in the proof of Proposition A.1.
(A) Subdivision of 7. (B) Subdivision of [ ¢y dz into V1 and V5. (C) Subdivision of [ ¢z dx
into Vi, Vi, Vs.

For 91 € (0,1) and s € [0, 1] we define
Yo = sgn(qZO]T) in O(X', X,Y,Y"), Wo = —sgn(zZ0|T)s in AX',Y", 2), (A.11)

where (X', X,Y,Y”) denotes the quadrilateral defined by the vertices X', X, Y, Y’ and A(X’, Y, Z) denotes
the triangle defined by the vertices X', Y’ Z.

We will now show, that for any s € [0,1], there exists ¥1(s) such that ¢ as defined above satisfies (A.2).
Then, we will select s such that ¢y additionally satisfies (A.3). We first note that since X'Y” is parallel to XY,
[ hopx dx = [ 1oy de. Furthermore, the area Ay of A(X’,Y’,Z) is given by A; = 9A(7), where A(7)
denotes the area of 7. In order to compute the integral fT Yoy dx, we split the volume of the pyramid formed
by ¢y on T into two parts Vi and V5 as shown in Figure A.1. Note that V; = ¥141/3 = ¥1A(7)/3. Hence,

/dJO@X dow = /T/JOSOY da = Sgn(zz()L) (/l:l(x/ X, YY) Y dz = A(X/ Y',Z) o dm)
3

= Sgﬂ(izoL) (/T oy de —Vi — SV1> = sgn(%L)wA(T).

(A.12)

Thus, (A.2) is satisfied iff

(A.13)

{/;0|T‘ =1,91(s) =0 for all s, g = ¢p on 7 and (A.2)—(A.4) are trivially satisfied. We therefore

Note that for

only need to consider ‘QZOH < 1. In order to compute fT Yoz da, we split the volume of the pyramid formed

by ¢z on 7 into three parts V3, V4 and V; as shown in Figure 20b. We observe that V3 = 9141/3 = 19:1‘14(7')/3 and
Vi = (1 —91)92A(7). Hence,

Yoz dx = Sgn(%| ) pzdx —s pzdx
r T O(X',X,Y,Y") AX!Y",Z)

- sgn<1Zo|T) </T pzdx— (14 s)(V3+ V4)> = sgn<1Z0|T> 1-(1+ s)(3(13— 01)07 + ﬁ%)A(T).

(A.14)
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Next consider f(s) = 1+ 2(1 + s)91(s)® — 3(1 + s)¥1(s)? which is a continuous function in s. We observe for

<1 - ‘%ZOH) € (0,1),

70 =1+2(1-|dol,|) -3¢/1- ‘%]T\Q >3 [(1 [l [) - ¢/ (1- \%/T\)} > 0. (A.15)

Furthermore, we have for 91(1) € (0, 1),

0> f(1) =1+49:(1)% - 69,(1)* <= 0> (29,(1) — 1) (201(1)* — 291(1) — 1)

<0

>~ w

= ‘{/;O\T

— U1(1) > % <
Then, due to the continuity of f, there exists s € (0, 1] such that f(s) =0 if WOL’ < 3/4 and (A.2)—(A.4) are
satisfied for this choice of s. Otherwise, equation (A.3) follows from (A.13) and (A.14) with s = 1 and only (A.4)
remains to be shown. This follows from 91 (1)% < ¥1(1)? = f(1) = 14+491(1)3 — 691 (1)% < 1—-29,(1)3 = ‘{/;017‘
and f(1) > 0. Here we used (A.9), (A.12) and (A.13).

Let us continue with the case |[TNVg| = 1. We again consider the triangle in Figure A.1. This time we assume
Z € Vi and X,Y € Viy1. As in the previous case, we add a line parallel to XY intersecting XZ in X’ and Y Z
in Y’ such that 1X'2l/|xz| = IY'2l/|yz| = 95 € (0,1). For 95 € (0,1) and s € [0, 1] we define

Wo = —sgn(JOyT)s in O(X', X,Y,Y"), o = sgn(%yT) in AX,Y", Z). (A.16)

We now prove that there exists s € [0, 1] and ¥2(s) such that (A.2)-(A.4) are satisfied. Note that here the sign
and scaling factors of ¥y are swapped compared to the previous case. By similar considerations as before, we
obtain

/¢0<PX de = /%tpy de = Sgn(%h) %1‘1(7)

- _ 2 3\
/1/20902 dz = sgn (o], ) 1+ 5)30 22)192 +92) =8 40, (A.17)
Therefore, equation (A.2) is satisfied iff
~ ’1;0‘ +s
(1+ 5)(302(s) — 203(s)) — s = ]wo\ = 303(s) - 203(s) = - € [0.1] (A.18)

Note that g(¥2) = 393 — 203 is increasing from 0 to 1 with g(0) = 0 and g(1) = 1 and hence bijective
from [0,1] to [0,1]. Thus, there exists ¥2(s) satisfying the above equation for any s € [0,1]. Next consider
h(s) = (1 + s)93(s) — s = 0 which is a continuous function in s. Clearly, h(0) > 0. Furthermore, using (A.18)
and the monotonicity of g(92), h(1) < 0 iff

1‘}(1)<1 — 3 1—<1)>(q9(1))—‘w0|T+1<=>‘1Z] <0 5 (A.19)
2(l) = 2 1 =9 )= g\v2 = B o, = 1 - -
Due to the continuity of h, there exists s € [0,1] such that h(s) = 0 if ’JOH < 6/¥1 — 3 and (A.2)—(A.4)
are satisfied for this choice of s. Otherwise, equation (A.3) follows from (A.17) and (A.18) with s = 1 and
only (A.4) remains to be shown. This follows from ¥5(1)% < 9¥2(1)? = 292(1)3 — 1 < 695(1)% — 492(1)3 — 1 =

‘IZOL . ([l
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