ESAIM: M2AN 55 (2021) 2349-2364 ESAIM: Mathematical Modelling and Numerical Analysis
https://doi.org/10.1051 /m2an/2021059 WWW.esalm-m2an.org

AN EMBEDDED DISCONTINUOUS GALERKIN METHOD FOR THE OSEEN
EQUATIONS

YONGBIN HAN AND YANREN HouU*

Abstract. In this paper, the a priori error estimates of an embedded discontinuous Galerkin method
for the Oseen equations are presented. It is proved that the velocity error in the L?(Q) norm, has an
optimal error bound with convergence order k + 1, where the constants are dependent on the Reynolds
number (or 1), in the diffusion-dominated regime, and in the convection-dominated regime, it has a
Reynolds-robust error bound with quasi-optimal convergence order k + 1/2. Here, k is the polynomial
order of the velocity space. In addition, we also prove an optimal error estimate for the pressure. Finally,
we carry out some numerical experiments to corroborate our analytical results.
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1. INTRODUCTION

As we know, numerous finite element methods are widely studied and applied for the incompressible Navier-
Stokes equations. However, it is still a challenging problem to construct numerical methods with robustness and
accuracy over a wide range of Reynolds numbers. In this paper, we mainly focus on the error estimates where
the constants are independent of the Reynolds number Re (or v~!), which has been an interesting topic for
the convection-dominated flows. Namely, as the viscosity tends to zero, the error bounds don’t explode, when
the exact solution is regular enough. Here, to keep the technical details down, the analysis is restricted to a
linearized problem, namely, the following Oseen problem.

For the convection-dominated problem, it is well-known that the quasi-optimal error estimate have been
proved for some finite element methods. When H'-conforming finite elements for the velocity are used, the
velocity errors in the L? norm have been achieved with the quasi-optimal convergence order for some equal-
order stabilized finite element methods, but the velocity errors aren’t pressure-robust, namely, the velocity
error bounds are dependent on the pressure, see [3,5,7,8,12]. An alternative to the modification of continuous
finite element methods is H(div)-conforming discontinuous Galerkin (DG) method which was proved to have
the quasi-optimal error estimate [1,15], where the velocity spaces are H(div)-conforming. H(div)-conforming
DG methods are not only pressure-robust, but also very suitable for the convection-dominated flows because
of the natural upwind on the element boundaries. In recent years, H(div)-conforming DG methods are very
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popular in simulating the Navier-Stokes equations [10, 14,23, 30]. Unfortunately, DG methods have a large
number of degrees of freedom compared to the continuous finite element methods. To address this problem, the
hybridized discontinuous Galerkin (HDG) method has been developed by introducing new degrees of freedom
on the element interfaces. The globally coupled unknowns after static condensation are defined only on element
interfaces rather than the interior of the cells, thereby obviating the common criticism of DG methods.

In recent years, many H(div)-conforming HDG methods have been developed [11,21,22,26]. The HDG method
introduced in [26] uses discontinuous facet function spaces for the trace velocity and pressure approximations.
A simple modification is possible to use continuous facet function spaces for the trace velocity, which was well-
known as an embedded-hybridized discontinuous Galerkin (E-HDG) method [28]. The E-HDG method has less
globally coupled degrees of freedom than the HDG method due to the use of continuous facet function spaces
on a given mesh. The HDG and E-HDG methods provide an exactly divergence-free and H(div)-conforming
velocity field, in which the velocity error bound is pressure-robust [28]. The number of global coupled degrees
of freedom can be reduced even further by using continuous facet function spaces for the trace velocity and
pressure approximations, which was well-known as an embedded discontinuous Galerkin (EDG) method. Using
continuous facet function spaces, the number of global degrees of freedom is the same as that of a continuous
Galerkin method on a given mesh. These properties, usually associated with DG methods, can be obtained
with the same number of global degrees of freedom as a continuous Galerkin method on the same mesh, which
has been presented for the incompressible Navier-Stokes equations [19]. The EDG method combines attractive
properties of continuous and discontinuous Galerkin methods. The EDG method for the Stokes problem results
in a pointwise divergence-free approximate velocity on cells. Unfortunately, the EDG method is not pressure-
robust, because the approximate velocity is not H(div)-conforming [28]. In [28], it is proved that using continuous
facet function spaces can significantly reduce the CPU time and the number of iterations to convergence than
using discontinuous facet function spaces, by using the preconditioner in [27]. In view of the computational
efficiency of the EDG method, a pressure-robust EDG method have been developed for the Stokes equations
by introducing a local reconstruction operator [20]. Finally, we can see that these types of methods mentioned
above has been applied to the incompressible Navier-Stokes equations [19,26]. In recent years, the space-time
formulations of these types of methods have been developed for the incompressible Navier-Stokes equations on
moving domains [16,17].

In this paper, we consider the embedded discontinuous Galerkin method for the Oseen equations. It is proved
that a Reynolds-dependent error bound for the L? error of the velocity, has an optimal convergence order k + 1
in the diffusion-dominated regime. In the convection-dominated regime, it has a Reynolds-robust error bound
with quasi-optimal convergence order k + 1/2 for the L? error of the velocity. The analysis here also covers the
pressure-robust HDG and E-HDG methods. This work was motivated by the EDG method, which combines
attractive properties of continuous and discontinuous Galerkin methods.

The structure of the paper is as follows: In Section 2, we introduce the EDG, HDG and E-HDG methods for
the Oseen equations. Some preliminaries are presented in Section 3. In Section 4, the error estimates for the
velocity are given and for the pressure in Section 5. Numerical studies are presented in Section 6. We end in
Section 7 with some conclusions and future directions.

2. THE EMBEDDED, HYBRIDIZED AND EMBEDDED-HYBRIDIZED DISCONTINUOUS GALERKIN
METHODS

Consider a domain D, the Sobolev spaces W7?(D) for scalar-valued functions are defined with associated
norms ||+|lyy.5(py and seminorms ||y, (py for j > 0 and p > 1. When j = 0, WOoP(D) = LP(D), and when
j =2, W?2(D) = H’(D). Introduce Hy(div, D) = {v € H(div, D) : v-n = 0 on dD}. For scalar-valued functions
p,q € L*(D), we denote the inner-product (p,q)p = Jp pgdz with norm ||p|| , = \/(p,p)p. Similar definitions
hold for vector-valued and tensor-valued functions. For simplicity, || - |lw.» ) is used to denote the norm both

in W7P(Q) or [Wj”’(Q)]d. | -l; (resp.|-|;) is used to denote the norm (resp. seminorm) both in H7(Q) or
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[Hj(Q)]d. | - |l» is often used to denote the norm both in LP(Q) or [LP(Q)]d. The inner product of L?(f2) or
[L? (Q)]d will be denoted by (+,-). The exact meaning will be clear by the context.
Next, we consider the embedded, hybridized, and embedded-hybridized discontinuous Galerkin methods for
the Oseen problem
ou—vAu+ (8-Vu+Vp=f, Q,
V-u=0, £, (2.1)
u=0, T,
in a polygonal (d = 2) or polyhedral (d = 3) domain  with Lipschitz boundary T'. Here, v > 0 is the viscosity,
o > 0, and the convective term (3 € [Wl"x’(Q)}d and V - 8 = 0. Introduce

d

X = [Hj(Q)]", Q:Lg(m:{qeLZ(Q),/qux:o}.

The weak formulation of (2.1) reads as follows: given f € [L? (Q)}d, find (u,p) € (X, Q), such that

(ou,v) + a(u,v) + o(B,u,v) + b(p,v) = F(v), VveX,
b(g,u) =0, Vg€ Q,

with
a(u,v) = 1// Vu:Voude, b(g,u) = —/ q(V -u) dz,
Q Q
o(ﬁ,u,v):/(ﬂ«V)umdx, F(v):/f~vdx.
Q Q
The weak formulation is well posed by Babuska-Brezzi theory for all v > 0 [2].

2.1. Notation

Let {7n}gcp<q be a family of triangulations of the domain €2, which are shape-regular and quasi-uniform.
For each triangulation 7, define mesh size h = mar ke, hi, with hi the diameter of each element K € 7p,.
Denote the set of all facets and the mesh skeleton by F}, and I'°, respectively. Let Fj, = F; U Fg, in which F;
and Fp are the subset of interior facets and boundary facets, respectively. We denote the boundary of a cell by
0K, and the outward unit normal vector on 0K by n. The set of faces F' of the element K is denoted by F.
P;(D) (j > 0) is the space of polynomials of degree at most j on a domain D. Introduce the trace operator
v HY(Q) — H'=Y2(F,) (1 > 1), by restricting functions in H'(Q) to Fj.

Next, introduce the following discontinuous finite element spaces on {2:

Vi = {on € [L2Q)]": v € [Pu(K)]" VK € T, },
Qn = {Qh € L*(Q): qn € P_1(K),VK € Th},
and the following discontinuous facet finite element spaces on I'°:
Vi = {on € [LA)" s o € [Pu(F)])",\VF € Fo, o =0on T},
Qn = {lih € L*(I'°): qn € Pu(F),VF € fh},

with k£ > 1.
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2.2. Weak formulation

Next, based on the embedded, hybridized, and embedded-hybridized discontinuous Galerkin methods for the
Stokes equations in [25,28] and for Navier-Stokes equations in [19,26], we present a straightforward extension
to the Oseen equations. Firstly, define the following multilinear forms:

(u,v) Z/Z/V’u Voudz + Z/ (u—1a)-(v—"o)ds

KeTy, KeT,

- K;T} /aK [v(u— @) - Opv 4+ vipu - (v —v)]ds,

Z /pV vdz + Z/ v - npds,

KEeT, KET,,
and
on(B;u,v) = Z/ (u® B) : Vodzr + Z 2 n(u+a)-(v—2o)ds
KeT, KeT;, V9K
+ Z/ — |8 -n|(u—1a)-(v—17o)ds.
KeT,

Here, a > 0 is the velocity penalty parameter, and it needs to be chosen sufficiently large to ensure stability
[25].

The unified formulation of the embedded, hybridized, and embedded-hybridized discontinuous Galerkin meth-
ods reads as follows: given f € [L? (Q)]d, find (up,py,) € Xj satisfying

(oun,vn) + an(wn, va) + on(B; wn, vi) + bn(Pp, va) = (f,vn),

bh(qh’uh) =0, (24)

for Y(vy, q;,) € Xj, and X} is given by

Vi x Vi) x (Qn x QF), EDG method,
Vi X ‘:/;f X Qh X Qh s E-HDG method,
Vi x Vh) X (Qh X Qh), HDG method,

m—me—{

with th =V, N [CO (FO)]d and Qi =QpNnC° (FO). We denote function pairs in V;* and @j by boldface, for
example, vy, = (vp,0y) € V¥ and g, = (qn, Gn) € Q5.

The HDG method uses discontinuous velocity and pressure facet function spaces. For the E-HDG method,
the velocity facet function space is continuous and the pressure facet function space is discontinuous, and for
the EDG method, both velocity and pressure facet functions are continuous. These methods yield the pointwise
divergence-free velocity fields on cells. For the HDG and E-HDG methods, u, € H(div, ), and for the EDG
method, the normal component of the velocity is only weakly continuous across cell facets, see [28]. In addition,
these methods are local mass and momentum conservative. The local momentum conservation is in terms of
the numerical flux o, = up ® B+ (G — up) @ AB + 64,5, where A is a function that takes on a value of either
one or zero as is defined in [19], and 6q,n = ppd — vVup — 7= (un — up) ® n, see [19].

3. PRELIMINARIES
In this section, we give some preliminaries. First, introduce the following composite function spaces
V(h) = Vi + [HY Q) N H @), Qh) = Qu+ L3(Q) N H' (@),
V) =V [HPO)T QU = Qu+ BT,
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in which [Hg/2 (FO)]d and Hé/z (I'%) are the trace spaces of [H&(Q)iﬂ HQ(Q)]d and L§(Q) N H'(Q) on T,
respectively. Define the composite function spaces V*(h) = V(h) x V(h), @*(h) = Q(h) x Q(h). For ¢ =
(¢,0) € Vi¥(h) or ¢ = (¢,0) € Qj(h), the jump [-] and average { -} operators across the cell boundary
0K, VK € Ty, are defined by
. ¢ + ¢

[¢l =6 ¢, {P}=——
Define the broken Sobolev space H’(7;) = {w € L*(Q) : w|K € HI(K),YK € Tp} (j > 1). Introduce the
following space

T ={v € Hy(div,Q) : v|x € RTx(K),VK € T},

with RTy(K) = [Pu(K)]" + 2(Pu(K)/Py_1(K)), VK € Ty,
We define the following norms on V*(h) and @*(h), respectively

2 —1( =
loll; = > IVoll% + > ahitllo —vli3k,

KeTy, KGTh

ol + 32 2 20y,

KeTy,

2
loll,

2 2
lall, = lal” + lal3,

2 2 _
lal2, = lal* + a2+ > he | @13k
KeTy,

where || - ],

,and || - ||, are equivalent on Vi ([25], (28)), and |q|2 = > hk||lg — ql|3 - The discrete space X
KeTy,
is equipped with the following norm

2 2 — 2
Iw. @)l = vilvll, + vl

We introduce the following seminorm

=1 5 [ 5-nllo- o

KET

Introduce the following discrete Poincaré inequality
HUh” < Cp\||vh|\|v, Yoy € Vh*a (3.1)

where ¢, is a positive constant independent of h, see Proposition A.2 of [6]. Next, we give the following energy
stability estimate. By testing (2.4) with (up, p;,), using the discrete coercivity in Lemma 3.1 and the stability of
op (3.10) on the left-hand side, and Cauchy-Schwarz inequality and Young’s inequality on the right-hand side,
we can obtain the estimate

c 1 —
§|\01/QUh||iz +vCellunlly + [unlf < 50 Il (3.2)
Let 0 < m < j and 1 < p,q < oo, we have the local inverse inequality Lemma 1.138 of [9]
m— +d(
lonllwscaey < Conhl " unlwmagicys  Von € Pu(K), VK € Ti. (3.3)

The following continuous and discrete trace inequalities will be used

lvllox < Clhi? vllx +hE|Volx), Vo e HY(K),YK €T,
Iollox < Chy? [[v]k, Vv € Py(K),VK € T,.
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We denote the Lagrange interpolant of order k of a continuous function u by Zpu, then the following bound
holds Theorem 4.4.4 of [4]:

|u _Ihu|Wj,p(K) < Chs_j|U|WS~P(K)7 0<j<s<k+1, (3.5)

where s > d/p when 1 < p < oo and s > d when p = 1.
Given a domain D C R? (d = 2,3) and, for an integer [ > 0, we define the L2-orthogonal projector 7t :
LY(D) — Py(D) such that, for all v € L'(D),

/ (v—7hv)w =0, Ywe P(D).
D
Let s € [0,{] and p € [1,400], then, there exsits a constant C' > 0 such that, for all h, all K € 75, all
v e WP(K), and all 0 < j < s Theorem 1.45 of [24]
"U — Wll(’Ule,p(K) S Ch;{j|’l}|wsp([() (36)

Now, we present the stability and boundedness of the multilinear forms which ensures that the method is
well-posed, and the consistency of the method. The following lemmas hold true for the EDG, E-HDG and HDG
formulations, see [18,25,28] for more details.

Lemma 3.1. ([25], Lems. 4.2 and 4.3) (Coercivity and boundedness of ay) For sufficiently large «, there exist
constants C¢ > 0 and C° > 0, independent of h and v, such that for all v, € V;* and u € V*(h),

an(vn,vn) = vCellonll; and  |an(u,vn)| < vCllull,lvnll,-

Lemma 3.2. (Boundedness of by, ) There exists a constant C? > 0, independent of h, such that for allv € V*(h)
and q € Q*(h)

(g, v)| < Cylloll, llall,, - (3.7)
Proof. The proof of this lemma was provided in the proof of Lemma 4.8 in [25]. O
Lemma 3.3. (Stability of b,) There exists a constant B, > 0, independent of h, such that for all q;, € Q},,
bh (qh7 ’LUh)
Bpllall, < sup ——rr—r (3.8)
b P wrEV) |||wh"|v
Proof. See Lemma 4.4 of [25] and Lemma 8 of [28]. O

Lemma 3.4. (Discrete inf-sup stability) For sufficiently large «, there exists a constant Cs > 0, independent
of h and v, such that for all (vy,q;) € X}

an(vn, wp) + br(qy, wn) — bp(rh, va)

Csll(wn, an)ll, , < sup : 3.9

I e Iwn il (39)

Proof. See the proof of Lemma 4.7 of [25] for the HDG formulation. It is also true for the EDG and E-HDG

formulations by following the proof. O
Lemma 3.5. (Stability of o) For Vv, € V¥, we have

on(B3; v, vn) = [V} 4p- (3.10)

Lemma 3.6. (Consistency) Provided (u,p) € ([Hg(2) N HQ(Q)]d) x (L3(Q) N HY(Q)), let w = (u,7(u)) and
p = (p,y(p)) where u and p is the solution of (2.1), then

(ou,vp) + an(w, vi) + on(Bsw, vi) + bu(p,vn) = (f;vn), Yon € Vi,

bn(qy,u) =0, Vg, € Q.

For the proofs of Lemmas 3.5 and 3.6, it is straightforward by following (18) and (20) in [18], respectively.

(3.11)
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4. ERROR ESTIMATES FOR THE VELOCITY

In this section, we present the velocity error analysis for the EDG, E-HDG and HDG methods of the Oseen
problem in a unified setting.

4.1. Velocity error estimates in the diffusion-dominated regime

Here, we firstly introduce a Stokes projection for the following error analysis. Consider a Stokes problem
with right-hand side —vAu, where u is the velocity solution of (2.1). We will denote by (sn,;,) € X with
Sp = (Sn,5n) and v, = (Yp, ¥y), the EDG, HDG and E-HDG approximations satisfying

ah(sh,vh) + bh(’lbh,’uh) = (—Z/Au,vh), Yoy € Vh*’ (4 1)
br(@p: s1,) =0, Vg, € Q. .

Then, the following bound holds [25, 28]:
lu = sl + hlllw—sulll, < CRJlull;, 1<j<k+1, (4.2)

with u = (u,y(u)).
First, introduce the following approximation and discretization errors for the velocity and the pressure,
respectively: ~
Mu=u—8h,  &u=up—Sh,  Tu=")—=3n &u=1un— 5,
np=p—1lgp, & =pn—Tgp, M=) —Zwp, & =Dn—LInp,
in which Pig is the standard L?-projection operator onto @y, and Zpp = Znp| £, € Q. Introduce 1, = (N, ),
éu = (61“5“)7 7Ip = (77177’717) and ép = (5177517)‘

Lemma 4.1. Assume that (u,p) is the solution of (2.1), and (un,p,) € X} the solution of (2.4). Set u =
(u,v(w)) and p = (p,vy(p)). Then the following error estimate holds:

d 2 2
a”éu”%ﬂ + VC;lHﬁu‘”v + ‘£u|ﬁ,up

1 1
< ollnalts + CoIBE~ Il + 0% Y [ Rucdafas

(4.3)

P ER
+6 Z/ Ric|B - |l ds + 16 Z/ RiclB -l ds,
KeT, OK KeT, OK

with Ry = min{ 220 13 ' X, = 0 for the HDG and E-HDG methods, and X1 = 1 for the EDG method.

Proof. Firstly, by subtracting (2.4) from (3.11), we can obtain

o(u— up,vy) + ap(w — wp,vp) + bp(P — Pp,vn) — bu(qy, u — up)

4.4
+ on(B,w, v1) — on(B, un,vn) = 0. “4)

By using (4.3) and taking (vp,q)) = (§,,&,), then we make the error splitting to obtain
O'ngH%Z +an(€y, &) +on(3:€,, &) (4.5)

- U(nuv gu) + bh(npv gu) + Oh(ﬂ; Nuws 5u)7

where we use the equation ax(n,,&,) = bn(§,,1m.) = 0 from (4.1). By applying the discrete coercivity of aj, in
Lemma 3.1 and the stability of o5, (3.10) on the left-hand side of (4.5), we obtain

1 2 2
§0||§u||%2 +vCelll&ullly + 1€l up

1

< Sollmlis + 1bu (€l + lon(B5my, &)1

(4.6)
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For the second term of the right-hand side of (4.6), for the HDG and E-HDG methods, bx(n,,&.) = 0 with
&, which is pointwise divergence-free and H(div)-conforming, and for the EDG method, we apply Young’s
inequality to obtain

bh(npvfu)zf Z Anpvfudx+ Z LKgunﬁpds

KeT, KeT,
=3 [ n- s (4.7)
KeT, oK
1 B 1 _ 2
<ox, / Ri—— |2 ds + = X, / RA8 - nl|[€,]P ds.
K%;h oK |3-n|"" 8 K%;h ok &

Denote ¥ = ox(8;m,,, €,,), then we have

ve— [(aVieendrs 3 [ @ledindass ¥ [ 216 mimle ds.

KeTy, KeTy,

v
1 Ty

For the term Wy, applying Holder’s inequality and Young’s inequality, we have

v, = /Q (B-V)e e da

! oo (4.8)
‘v
< C B~ Il + 2 Vel
For the term U,, applying Young’s inequality and the triangle inequality, we can obtain
1
v= Y [ @enledndds+ 3 [ J1@ wlinle ds
Ket, 1K Ker, 10K
<> [ RalgenllindPas <4 S [ Relsenlln,) ds
KeT, /0K KeT, /0K
1 - 2
+3 2 [ RS- nllePas
SKETh oK
332/ RK|ﬁ-n||[[nu]]\2ds+82/ Ri|B - nl|nu|* ds
KeT;, 'K KeT;, 79K
1 _ 2
2 [ R nlied as
8K6Th oK
Collecting the above estimates, we can obtain
1 CSv
U < OB IaliZs + Z22 Ve
+3 % [ RelgnlindPas+s 3 [ Ralsnlnas
K;h oK K;’h oK (4.9)
1 _ 2
b3 X [ msenlie, )R ds
8 ke, Jox

Inserting (4.7) and (4.9) into (4.6), we can finish the proof. |



AN EMBEDDED DISCONTINUOUS GALERKIN METHOD FOR THE OSEEN EQUATIONS 2357

Next, by combining Lemma 4.1, the following Theorem gives an optimal error estimate with convergence order
k + 1 for the velocity L? error, in which the constants are dependent on the negative power of the viscosity.

Theorem 4.2. Under the assumptions of the previous lemma, let (u,p) € [Hk+1(Q)]d x H*Y(Q) with k> 1.
Then, there erists a constant Cy > 0, independent of h, but dependent on v=! such that when Ry (x) < 1,Vx €
0K, VK € Ty, we have

lu—up|l < Crh* (|[ullksr + X |[pllrs1)-

Here, the constant Cy is also dependent on physical parameters o and .

Proof. First, note the condition that when Rx < 1,Vz € 0K,VK € 7;,, namely, Rx = ‘%fllhf Ve € OK,VK €
71, Using the condition, Lemma 4.1, the interpolation estimates (4.2), (3.5) and (3.6), and the triangle inequality,
we can conclude the proof. O

Remark 4.3. Most of the works in the literature do not share this type of estimate, although there are indeed
optimal in diffusion-dominated regime. For the continuous interior penalty method in [5], an optimal L?-error
estimate for the velocity is proved when the local Reynolds number is low, by giving an adjoint problem with
a regularity hypothesis.

4.2. Velocity error estimates in the convection-dominated regime

Here, we introduce the Raviart-Thomas interpolation operator, which is defined as follows: IIg : [H 1(9)} ¢ N

Hy(div, Q) — V;BT where Igrv is an unique function of V' satisfying that for VK € 7p,,

/ (ITgru — u) -vdx =0, Yv € [Pk,l(K)}d,
K (4.10)

/(HRTu—u)~m;ds:0, Vv € Py(F),VF € Fk.
F

The operator IIgr has the following commutative property
divllgru = ﬂ';fdivu,

where W,’f denotes the corresponding L2-orthogonal projector on the broken polynomial space Py (73,) = {v €
L*(Q) 1 v|k € P(K),VK € Tp,}. Let IIgru € VAT with divIIgru = 0 on Q, then Hgru|x € [Pk(K)]d. Thus, for
Mpru with dive = 0, divIIgru = 0 and Igru|x € [Pk (K )]d. The above classical properties were well-known,

see Chapter 2 of [2].
The Raviart-Thomas interpolation operator satisfies the following approximation properties.

Lemma 4.4. ([13], Lem. 3.16) Let m and k be nonnegative integers such that 0 < m < k+1. Then there exists
a constant C' > 0 such that

w — Hgrwl, x < R wlpk, Y e [H(K)]" VK € T, (4.11)

Alternatively, we introduce the following approximation and discretization errors for the velocity and the pres-
sure, respectively:

Xu =t —Hrru, 0, =up —pru, Yo =7w)—Thu, 0,=u,—Iyu, (4.12)
xp=p—Hop, 6,=prn—Top, Xp=7p)—ZInp, 0, =pn—Inp, '

with Zpu = Thulg, € Vi, and Zyp = Tupls, € Qn. Introduce x,, = (Xus Xu), Ou = (Ou,0), X, = (Xps Xp) and
0, = (9p>ép)-
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Lemma 4.5. Assume that (u,p) is the solution of (2.1), and (un,p,) € X} the solution of (2.4). Set u =
(u,v(w)) and p = (p,v(p)). Then, the following error estimate holds:

oll6ulZz + vCEl0uIl + 10ul

< 20| xullZ2 + vClIxull3 + Co VB 7 < Ixall?s

16 z/ Rild - nllOe)Pds+4 Y [ Rl bl ds

KeTy, KeTy

+CX, Z Iﬁ ||X,;| ds,

KET,

with Ry = min{ |B-nlhx 1}, X1 =0 for the HDG and E-HDG methods, and X, =1 for the EDG method.

Céav
Proof. By using (4.12) and taking (v, q),) = (04, 6,), we make the error splitting to obtain
U||9u||%2 + an(6u, 0u) + on(5; 6., 04)
= U(X’Un eu) + ah(Xuv 0u) + bh(Xp7 Hu) - bh(epa Xu) + Oh(ﬂ; Xus 0u)

Note that by, (0, xu) = 0 with x,, which is pointwise divergence-free and H(div)-conforming. Then, we apply
the discrete coercivity of ap in Lemma 3.1 and the stability of op, (3.10) on the left-hand side of (4.13). On the
right-hand side of (4.13), we use Cauchy-Schwarz inequality to get

(4.13)

1 c 2 2
50 10ullzz + Va0l + 10ul

(4.14)
< 20||qule + lan (X, Ou)l + 101 (X, Ou) | + 0on (55 X, Ou)l-
For the second term of the right-hand side of (4.14), by applying boundedness of aj, in Lemma 3.1 and Young’s
inequality, we have

2 1 2
|an (X, Ou)l < VCIxullly + 71 CallOulll,- (4.15)
Then, for the third term of the right-hand side of (4.14) as proceeded in (4.7), we have
300 <030 3 [ Ririnlase g 3 [ R nlo.Pas (4.16)
KEeT, KEeT,

Next, we give a bound for the term ® = op,(5;x,,, 0.). Firstly,

1
== [Vpexdes 3 [ @mipdixdds+ 3 [ Gi6-mible as.
KeTy, KeTy,
L1
Pg
Then, by using (4.10), we have
/ (7% B-V)0,-xudzr =0, VK €T, (4.17)
K

where we recall the definition of 7%, and 6, = up — Hrru with Hgru|x € [Pk(K)}d, VK € T, thus 0,|x €

[Pk(K)]d and (7% 8:-V)0.|k € [Pk_l(K)}d. For the term ®4, using (4.17) and applying Holder’s inequality,
inverse inequality and Young’s inequality, we have

Z / B — 7% B)-V)0u-xu dz
KET, (4.18)
_ 1

< Co IVBILx lIxullzz + goll0ulz-
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For ®5, we apply Young’s inequality to obtain

<4 Z/ RiclB -l {xu} > ds + Z/ Ric|8 -l Da]|? ds

KETh KeT,

. Z/ Ry (8 nl [0, ds.

KETh

Collecting the above estimates, we can obtain

_ 1
® <Co ||V Ixullzz + Zol0ulz2

#1 [ RelpnloedPas s 3 [ Relgenlbel ds (4.19)

KeT, KeT,
+3 3 [ RS-l ds
KETh
Thus, inserting (4.15), (4.16) and (4.19) into (4.14), we can finish the proof. O

Next, the following Theorem gives the main results of the paper, which states that the velocity errors are
Renolds-robust with the quasi-optimal convergence order k + 1/2 at small viscosity.

Theorem 4.6. Under the assumptions of the previous lemma, let (u,p) € [H]”l(ﬂ)]d x H*L(Q) with k > 1.
Then, there exists a constant Cy > 0, independent of h and v, such that when R (z) = 1,Va € OK,VK € Tp,
we have

lu = unl| < Coh*V2(Jufl g1 + X |Ipllesa)-
Here, the constant Cy is dependent on the physical parameters o and 3.
Proof. First, we remark the condition that when Rx = 1,Vo € OK,VK € 73, namely, v < |5 n C|hK Vo €

OK,VK € T;. Using the condition, Lemma 4.5, the interpolation estimates (4.11), (3.5) and (3. 6) and the
triangle inequality, we can conclude the proof. O

Remark 4.7. In the proof of Theorem 4.6, we need to give special attention to the estimate for the term
> Jox RKﬁmfds. With the condition that Rx = 1,Vz € OK,VK € Tj,, we can get 7 <
KeT,

[B-n| Céav?
Ve € O0K,VK € T}, then we have

1
Z / RK |Xp| ds < Z m ok |Xp\ ds. (4.20)

KeT, KeTn 9K

5. ERROR ESTIMATES FOR THE PRESSURE

In this section, we give an error estimate for the pressure, which is based on the velocity error estimate in
previous section.

Theorem 5.1. Let us assume the hypotheses of the previous Lemma 4.5. Then, there exists a positive constant
C, independent of h and v, such that

lp = pull, < Cavlixull,, + Clix, I,

+Cllxullze + P2IVxallzs + D hK/ D] ds)?
K

KeT,

Cllou: + 3 hK/ 18- nl|[0.] ds)?

KeTy,
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Here, the constant C is dependent on the physical parameters o and 3.
Proof. Next, we use (4.12) to split the errors for the velocity and the pressure, respectively, then we have

an(0y,vr) + br(0p,v1) — br(gy, 0u)
= o(u— up,vn) + an(Xy, va) + bn(Xp: vn) — bn(@p: Xu) (5.1)
+on(B;u — up, vp).

By the discrete inf-sup stability (3.9), (5.1), and noting that by (q;,, x») = 0, we have

o (u — un, vn) + an(Xu> V1) + bn (X, vn) + 0n(B;u — un, vn)

Csll (84,01, < W lonanl., (5.2)
By boundedness of ap, in Lemma 3.1 and boundedness of by, (3.7),
an (o) < O ol
) < Chllonl, Il >3
Using Cauchy-Schwarz inequality and the Poincaré inequality (3.1), we have
o — uns )] < Collu — un ol (5.4)

Let us denote &’ = op,(8; u — up, vy). Then we have

¢ =— /Q (B-V)vp-(u —up) de

(I)’

+ Z/ n)[vp]{w — up}ds + Z/ *\ n)|[u — un][vs] ds.

KeTy, KeTy,

@5

Note that we will not track the dependency of the error estimates on 3 unless it’s necessary. For the term @/,
we have

D) = 7/ (6-V)op-(u —up) de

< O fu—upll22)% (W] Vonl|22) .

(5.5)

For the term @), applying Cauchy-Schwarz inequality, the triangle inequality and the trace inequality, we obtain

Z/ n)[on] {w — un} ds + Z/ f| n)|[w — un][vn] ds

KeTy, KeTy,
<O (Yt [ 18 nll{w = w19 nlw = unlPds) o o,
Ker]*h BK
<Co (Y hue [ 1Bl = wnl? 4 18- = un P d) o o,
KeT, K

< Cv 2 (lu—up|72 + PP Vu — w7 + hK/ 18- nl|[w — wn][* ds)2 ' [v, ]l
KeT, K
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Collecting the above estimates, and using the triangle inequality, the trace inequality and inverse inequality, we
can obtain

¢ < Ov 2 (Ju —unllFe + W Ve —unlfFe + Y hK/ 18- nll[u — upl|® ds) 20 Jos ],
K

KETh
<O (xule + RAIVXGlFe + > i / D1 ds) 202 o], (5.6)
KeT, oK
+ v (|07 + Y hi / 18- nl|[8.]1" ds)* v/ *wall,.
OK

KeTy,

Collecting (5.3), (5.4) and (5.6), we have
1 _1
v2 6,01, < Cov'2lixull, + CrE x|,

+Cv 2 (IIxalfe + RV XGllZe + D hK/a D] ds)?
K

KeTy, (5'7)
+CvTV2([0u]172 + D hK/ 18- n||[0.]]% ds)=.
KEeT, oK
By the triangle inequality and (5.7), we can conclude the proof. (I

By combining with the two error bounds [|6,[|7, and > [, |6 n||[6.]]* ds in Lemma 4.5, we can get an
KeTy,
optimal error bound O(h¥) for the pressure from Theorem 5.1.

Remark 5.2. Here, we will comment on the regularity for the exact pressure for the HDG and E-HDG methods.
The related pressure doesn’t appear in the velocity error estimates for the two methods, thus, the higher
regularity p € H*+1(1) is not needed in Theorems 4.2 and 4.6. In fact, we only need the regularity p € H*((2)
to prove the optimal error estimates of the pressure in Theorem 5.1, where the interpolant of the pressure can
be replaced by Z,.p = Iszp|}-h € Qp,. Here, T, is the continuous Scott-Zhang interpolant [4].

6. NUMERICAL STUDIES

In this section, the numerical experiments are devised to verify our theoretical estimates. In particular, we
recover the convergence rates for the velocity and the pressure. For the ample numerical performance of these
types of methods, we can refer to the references [19,26-28].

Simulations were performed at a problem defined in the domain Q = (0, 1)2 with the exact solution of the
Oseen problem (2.1):

u = (sin(27x) sin(27y), cos(2mx) cos(2my)), p = =(cos(4mx) — cos(4my)),

=

with f = ou —vAu+ (8- V)u+ Vp. We set 0 = 0.1, § = 20u and p = 1. The Dirichlet boundary condition is
derived from the exact solution.

In our implementation, the velocity penalty parameter « is chosen to be 6k2. We choose the polynomial
order k = 2. We use the meshes, in which a sequence of the regular triangulations with diagonals (from bottom
right to top left), with the same number of subdivisions N on each coordinate direction was generated, then
each of these triangulations was barycentrically refined. Here, ‘EOC’ represents the average estimated orders
of convergence and ‘ndof’ represents the number of global degrees of freedom on the element interfaces. All
numerical experiments are implemented in this NGSolve software [29].
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TABLE 1. Velocity errors in the L?-norm of the HDG, E-HDG and EDG methods with varying v.

HDG v=1F-0 v=1E-2 v=1E-4 v=1F—-6 v=1FE-8

ndof  [lu—unllpz  flu—unllez  flu—unllez Ju—unllz  |lu—usllz>
3024 1.88E-02  3.36E02  6.42E-02  6.58E-02  6.58E-02
11880  2.23E-03  2.74E-03  150E-02  1.77E-02  1.77E-02
47088 2.58E-04  2.58E-04  1.49E-03  3.20E-03  3.34E-03
187488 3.12E-05  3.02E-05  T7.61E-05  289E-04  3.16E-04

EOC 3.08 3.37 3.20 2.61 2.57
EHDG v=1E -0 v=1E-2 v=1E -4 v=1E—6 v=1E 8
ndof  lu—wunllp>  [lu—unllpz flu—wunllz [lu—unlr2 |lu—unlr

1922 2.52E-02 3.59E-02 4.77E-02 4.79E-02 4.79E-02
7524 3.44E-03 5.14E-03 8.69E-03 9.02E-03 9.03E-03
29714 4.39E-04 6.98E-04 1.01E-03 1.38E-03 1.38E-03
118178 5.54E-05 8.62E-05 1.32E-04 2.20E-04 2.23E-04

EOC 2.95 2.90 2.84 2.59 2.58
EDG v=1E -0 v=1E-2 v=1E-4 v=1E 6 v=1E 8
ndof  [lu—unllpz  flu—unllez  flu—unlle> [lu—wunllrz  Jlu—usllz>

1371 2.33E-02 2.89E-02 3.82E-02 3.84E-02 3.84E-02
5331 3.14E-03 4.39E-03 8.32E-03 8.73E-03 8.74E-03
21027 4.02E-04 6.06E-04 7.57E-04 9.16E-04 9.18E-04
83523 5.09E-05 7.56E-05 1.11E-04 1.88E-04 1.90E-04
EOC 2.94 2.86 2.80 2.56 2.55

TABLE 2. Pressure errors in the L?-norm of the EDG method with varying v.

EDG v=1F-0 v=1E-2 v=1E—-4 v=1E—-6 v=1E-38

ndof  [lp—pnllrz [P =pullez lIp—pullez P —pullez lIp—pallee

1371 1.76E4-00 2.47e-01 3.44e-01 3.46e-01 3.46e-01
5331 6.49e-01 3.29e-02 6.63e-02 7.02e-02 7.03e-02
21027 1.97e-01 6.12e-03 3.15e-03 3.92e-03 3.93e-03
83523 5.27e-02 1.21e-03 6.36e-04 6.93e-04 6.96e-04
EOC 1.69 2.56 3.02 2.99 2.99

Since this analytical solution is independent of the viscosity v, it allows us to easily assess the approximation
properties for a wide range of the Reynolds numbers by changing the value of v. We use the above-mentioned
meshes with N = 6,12, 24,48 subdivisions in each coordinate direction. We test the convergence orders of the
velocity errors in the L2-norm for the HDG, E-HDG and EDG methods with varying viscosity, respectively.
From Table 1, we can observe the same convergence behavior for the HDG, E-HDG and EDG methods. The
velocity error has an optimal convergence rate for large values of v, and for small values of v, it has the quasi-
optimal convergence rate, as we predicted in Theorems 4.2 and 4.6. In addition, we can fix the mesh size to
observe that as the viscosity decreases, the velocity errors become larger and larger, and when the viscosity is
small enough, the velocity errors are almost unchanged, namely, the velocity errors are independent of the small
viscosity. We can also note that the HDG method with more degrees of freedom has no obvious superiority in
terms of accuracy than the E-HDG and EDG methods on a given mesh. In addition, we also test the convergence
orders of the pressure errors in the L?-norm of the EDG method with varying v. From Table 2, we can observe
that the pressure errors have a super-convergence order and better accuracy at small viscosity. The HDG and
E-HDG methods have the same convergence behavior as that of the EDG method (for brevity not shown here).

Next, we test the HDG, E-HDG and EDG methods with different pressure by varying p. We set v = 1E — 3.
The above-mentioned mesh with N = 50 subdivisions in each coordinate direction, is used. Here, |uh\nj =



AN EMBEDDED DISCONTINUOUS GALERKIN METHOD FOR THE OSEEN EQUATIONS 2363

TABLE 3. Velocity errors in the L?-norm of the HDG, E-HDG and EDG methods with varying
the pressure.

ndof — flu—unllz  [[Va(u —un)llzz [lp —pallz [V - unllr2 |unly;

p=1

HDG 203400 3.17E-05 1.54E-02 3.67E-04 4.48E-13 9.21E-14
E-HDG 128202 1.01E-04 2.13E-02 7.68E-04 4.48E-13 7.67E-14

EDG 90603 8.39E-05 1.69E-02 6.15E-04 4.48E-13 3.67E-03
=103

HDG 203400 3.19E-05 1.55E-02 2.91E-01 5.36E-12 4.01E-12
E-HDG 128202 1.02E-04 2.13E-02 2.91E-01 5.36E-12 3.64E-12

EDG 90603 1.38E-03 4.32E-01 2.91E-01 5.31E-12 4.17E-01

(> i [ ([us] -np)?ds)/2, where hp denotes the diameter of each facet F € F, and [] is the standard
FeFy,
jump operator in DG methods. It can be observed in Table 3 that the velocity errors for the HDG and E-HDG

methods are indeed independent of the pressure. For the EDG method, the velocity error isn’t pressure-robust,
and the velocity isn’t H(div)-conforming.

7. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we analyzed the EDG method for the Oseen equations. The a priori error estimates are given
for the velocity and the pressure. The velocity error in the L?(2) norm is Reynolds-robust with convergence
order of k 4 1/2 in the convection-dominated regime. In the diffusion-dominated regime, the L? error of the
velocity has an optimal convergence order of k + 1. In addition, the convergence rate of the pressure is also
proved. The analysis here also covers the pressure-robust HDG and E-HDG methods.

In view of the attractive properties of the EDG method, a further work is to recover the pressure-robustness
of the EDG method for the Oseen problem. As we see, in [20], a simple reconstruction operator is introduced
to recover the pressure-robustness of the EDG method for the Stokes equations. Next, we will consider whether
the simple reconstruction operator is applicable to the EDG method for the Oseen problem, or whether a new
reconstruction operator can be introduced, in which the L?(Q) error of the velocity is proved to be Reynolds-
robust and pressure-robust with convergence order of k + 1/2 in the convection-dominated regime.
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