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STABILITY AND ERROR ESTIMATES OF LOCAL DISCONTINUOUS
GALERKIN METHOD WITH IMPLICIT-EXPLICIT TIME MARCHING FOR

SIMULATING WORMHOLE PROPAGATION

Hui Guo1, Rui Jia1, Lulu Tian1 and Yang Yang2,*

Abstract. In this paper, we apply two fully-discrete local discontinuous Galerkin (LDG) methods to
the compressible wormhole propagation. We will prove the stability and error estimates of the schemes.
Traditional LDG methods use the diffusion term to control of convection term to obtain the stability
for some linear equations. However, the variables in wormhole propagation are coupled together and
the whole system is highly nonlinear. Therefore, it is extremely difficult to obtain the stability for
fully-discrete LDG methods. To fix this gap, we introduce a new auxiliary variable including both the
convection and diffusion terms. Moreover, we also construct a special time integration for the porosity,
leading to physically relevant numerical approximations and controllable growth rate of the porosity.
With a reasonable growth rate, it is possible to handle the time level mismatch in the first-order fully
discrete scheme and obtain the stability of the scheme. For the whole system, we will prove that under
weak temporal-spatial conditions, the optimal error estimates for the pressure, velocity, porosity and
concentration under different norms can be obtained. Numerical experiments are also given to verify
the theoretical results.

Mathematics Subject Classification. 65M15, 65M60.

Received December 18, 2020. Accepted April 11, 2021.

1. Introduction

The transport and reaction of fluids lead to an evolution of highly conductive flow channels by dissolving
the media. These channels are usually named as wormholes. Wormholes help transport the oil and gas in the
reservoir to the surface. Therefore, matrix acidization technique plays a significant role in enhancing oil and gas
production rates.

The mathematical model of wormhole propagation has been widely studied because of its importance in
oil reservoir simulations [6, 7, 16, 19–21]. Numerical methods were also investigated intensively. In [38], the
chemical-dissolution front instability was numerical established. Later, in [30], the authors analyzed parallel
simulation for wormhole propagation. In [1], an alternative numerical-simulation method was given for a modified
model. Besides, in [17], the authors presented a 3D simulation of carbonate acidization. A two-phase two-scale
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continuum model was developed in [29]. Subsequently, the block-centered finite difference method was considered
for compressible and incompressible problems in [12, 13], respectively. Moreover, the characteristic splitting
mixed finite element method was constructed in [37]. In addition, in [33], the authors investigated the high-order
bound-preserving technique. In [11], the mixed finite element method was applied to the wormhole propagation
and the stability was well studied. However, this result is only limited to semi-discrete framework. Besides, Li
and Rui [14] considered a fully conservative block-centered finite difference method to the model. Since the
change of velocity is not small which is a distinct property of wormhole problems, we need to consider methods
with high resolution. Therefore, we employ the local discontinuous Galerkin (LDG) method in this paper.

The LDG method was first proposed to solve the convection-diffusion equations in [5], motivated by Bassi
and Rebay [2] for studying compressible Navier–Stokes equations. The basic idea is to introduce some axillary
variables as the derivatives of the unknown variable then rewrite the original equation into a first order sys-
tem. Then we can apply the discontinuous Galerkin (DG) method. Therefore, the LDG method enjoys all the
advantages of the DG method such as high order accuracy, local solvability and flexibility on hp-adaptivity, etc.
It is proved that the stability and optimal error estimates for semi-discrete scheme can be obtained if suitable
numerical fluxes can be chosen [31,32,34,35].

Recently, the LDG method for wormhole propagation was presented and analyzed in the semi-discrete frame-
work in [10, 22]. In fact, an essential feature of wormhole dynamics is that, by the action of acids, the porosity
changes significantly and irregularly with time. Therefore, the time discretization of porosity has a significant
effect on stability and accuracy of the fully-discrete scheme. Unfortunately, explicit time integrations usually
suffer from severe time-step restrictions. Hence in this paper, we will consider the IMEX time integration so
that we can take lager time steps, which is one of the main advantages of the IMEX method. Besides, the IMEX
time integration has good performance in obtaining elliptic-type algebraic system so that the full scheme can
be solved by a variety of standard iterative methods efficiently. In [23–25], the authors incorporated the IMEX
time integrations with LDG methods for convection-diffusion problems with linear diffusion terms, yielding
outstanding good stability and accuracy. The basic idea was to establish the relationship between the auxiliary
variable and the derivative of the primitive variable, then to use the diffusion term to control the convection
term. For problems with nonlinear diffusion terms, the stability was demonstrated by numerical experiments
only, and the theoretical analysis was totally missing [28]. Later, the IMEX scheme was further applied to
incompressible miscible displacements in [26]. However, only error estimates were discussed and the stability
was totally missing. The time-dependent incompressible fluid flow problem was also discussed in [27].

One crucial contribution of this paper is that we obtain the stability with mild time step restrictions for the
LDG method for wormhole propagation. The analysis is highly nontrivial since the system is highly nonlinear
and all the variables are coupled together. In [11], the authors constructed the mixed methods and studied the
stability of the semi-discrete scheme. Later, in [13], the authors developed the blocked finite difference methods
and investigated the stability. To the best knowledge of the authors, no previous works discussed the stability
of LDG methods for wormhole propagation. The stability of the LDG method is more difficult since we need to
deal with the inter-element discontinuity and handle the time level mismatch in a fully-discrete scheme. Since
the wormhole propagation model is nonlinear, it is impossible to follow the previous works given in [23–25] to
obtain the stability.

In this paper, we will handle three main issues in theoretical analysis. Firstly, we control the change of
porosity with time. To do so, we define a cut-off operator of the concentration of the solution, keeping the
accuracy in the mean time. To construct second-order time integrations and apply the cut-off operator, we
extrapolate the concentration by using the values at previous two time steps. In contrast to other second-order
time integrations, such as Crank–Nicolson scheme, the technique can avoid solving a fully nonlinear system and
hence reduce the computational complexity significantly. Secondly, we introduce a new variable coupling the
convection and diffusion terms. This strategy plays a vital role in obtaining stability. In many previous stability
analysis for LDG methods, we use the auxiliary variable in the diffusion term to control the jump and gradient
of the target unknown variable, see e.g. [23–26]. However, the variables in wormhole propagation are coupled
together and the whole system is highly nonlinear. It is not easy to follow the steps in the above works. In this
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paper, we would follow [11] and define an auxiliary function of velocity and establish its properties. Finally, we
do not discretize the porosity in space, but solve an ordinary differential equation (ODE) at each point in the
computational domain, leading to physically relevant numerical approximations and controllable growth rate
of the porosity. Thanks to the special design of the auxiliary variable and the discretization of the porosity, it
is possible to develop the stability of the fully-discrete scheme with backward Euler time integration. However,
the above idea is not straight-forward extendable to second-order time discretizations due to the time level
mismatch in the stability analysis. Without stability, we can only obtain the error estimates for the second-
order time integration by using a different technique (a priori error estimate), see e.g. [9, 10, 26, 36]. In this
paper, the stability with mild time step restrictions for first-order scheme will be constructed. The optimal error
estimate under 𝐿∞(𝐿2) norm for both schemes are obtained for concentration, velocity, pressure and porosity
under weak temporal-spatial conditions, which is the biggest highlight in our work.

The rest of the paper is organized as follows. In Section 2, we demonstrate the governing equations of the
compressible wormhole propagation. In Section 3, we present some preliminaries, including the basic notations,
norms and projections to be used throughout the paper. In Section 4, we present two IMEX time integrations.
The stability will be proved for the first scheme. The error estimates will be given in Section 5. Numerical results
will be provided to demonstrate the accuracy and capability of the method in Section 6. We will end with some
concluding remarks in Section 7.

2. Compressible wormhole propagation

The model of the wormhole propagation over the computational domain Ω = [0, 1]× [0, 1] reads [11,14]:

𝛾
𝜕𝑝

𝜕𝑡
+
𝜕𝜑

𝜕𝑡
+∇ · u = 𝑓, (2.1)

u =
−𝜅(𝜑)
𝜇

∇𝑝, (2.2)

𝜕𝜑𝑐𝑓
𝜕𝑡

+∇ · (u𝑐𝑓 )−∇ · (𝜑D(u)∇𝑐𝑓 ) = 𝑓𝑝𝑐𝑓 + 𝑓𝐼𝑐𝐼 + 𝑘𝑐𝑎𝑣(𝑐𝑠 − 𝑐𝑓 ), (2.3)

𝜕𝜑

𝜕𝑡
=
𝛼𝑘𝑐𝑎𝑣(𝑐𝑓 − 𝑐𝑠)

𝜌𝑠
, (2.4)

where u is the Darcy velocity, 𝑝 is the pressure, 𝜑 is the porosity, 𝜅 is the permeability and 𝑐𝑓 is the cup-mixing
concentration of the acid in the fluid phase, respectively. Moreover, 𝛾 is a pseudo-compressibility parameter
that contributes to minor change of the density of the fluid phase in the dissolution process. 𝑓 is the external
volumetric flow rate including the production rate 𝑓𝑝 and injection rate 𝑓𝐼 . 𝜇 is the viscosity. 𝑐𝐼 is the injected
concentration. D is the effective dispersion tensor, and it is defined as

D (u) = 𝑑𝑚I + |u| {𝛼𝑙E (u) + 𝛼𝑡 (I−E (u))} , (2.5)

where
(E (u))𝑖𝑗 =

𝑢𝑖𝑢𝑗

|u|2
, 1 ≤ 𝑖 ≤ 2,

and 𝑑𝑚 > 0 is the molecular diffusivity. 𝛼𝑙 and 𝛼𝑡 are the longitudinal and the transverse dispersivities which
are supposed to be positive, respectively. It is easy to see that D(u) is positive definite, and hence invertible.
𝑘𝑐 is the local mass-transfer coefficient and 𝑐𝑠 is the concentration of the acid at the fluid-solid interface. The
variable 𝑐𝑠 and 𝑐𝑓 have the following relationship

𝑐𝑠 =
𝑐𝑓

1 + 𝑘𝑠/𝑘𝑐
, (2.6)
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where 𝑘𝑠 is the surface reaction rate. The relationship between the porosity 𝜑 and the permeability 𝜅 is estab-
lished by the Carman–Kozeny correlation [18]

𝜅

𝜅0
=

𝜑

𝜑0

(︂
𝜑(1− 𝜑0)
𝜑0(1− 𝜑)

)︂2

, (2.7)

where 𝜑0 and 𝜅0 are the initial porosity and permeability, respectively. Clearly, 𝜅 is a function of 𝜑 and

1
𝜅(𝜑)

= 𝜅−1(𝜑) =
𝜑0

𝜑𝜅0

(︂
𝜑0(1− 𝜑)
𝜑(1− 𝜑0)

)︂2

· (2.8)

In (2.4), 𝛼 is the dissolving power of the acid, 𝜌𝑠 is the density of the solid phase, 𝑎𝑣 is the interfacial area
available for reaction per unit volume of the medium and it can be computed from porosity and permeability
as

𝑎𝑣
𝑎0

=
𝜑

𝜑0

√︃
𝜅0𝜑

𝜅𝜑0
=

1− 𝜑

1− 𝜑0
, (2.9)

where 𝑎0 is the initial interfacial area. Furthermore, the initial values are given as

𝑐𝑓 (𝑥, 𝑦, 0) = 𝑐0(𝑥, 𝑦), 𝑝(𝑥, 𝑦, 0) = 𝑝0(𝑥, 𝑦), 𝜑(𝑥, 𝑦, 0) = 𝜑0(𝑥, 𝑦).

For simplicity, we consider periodic boundary conditions in this paper. The problem with homogeneous Neumann
boundary can be analyzed in the same way with some minor changes, and we thus omit it.

Finally, we would like to make the following hypotheses (H) for the problem.

(1) 0 < 𝜑* ≤ 𝜑(𝑥, 𝑦, 𝑡) ≤ 𝜑* < 1.
(2) 𝛾, 𝛼, 𝜌𝑠, 𝜇, 𝑘𝑐, and 𝑘𝑠 are all given positive constants, and 0 < 𝜑0* ≤ 𝜑0 ≤ 𝜑*0 < 1, 0 < 𝑎0* ≤ 𝑎0 ≤ 𝑎*0.
(3) 𝑐𝑓 , 𝑐𝑓 𝑡, u and s are uniformly bounded in 𝑅2 × [0, 𝑇 ].

The following lemma follows from direct computation, hence we only demonstrate the result and skip the
proof.

Lemma 2.1. 𝑎𝑣(𝜑) and 𝜅−1(𝜑) are Lipschitz continuous, i.e. there exists 𝐶 such that

|𝑎𝑣(𝜑1)− 𝑎𝑣(𝜑2)| ≤ 𝐶|𝜑1 − 𝜑2|, |𝜅−1(𝜑1)− 𝜅−1(𝜑2)| ≤ 𝐶|𝜑1 − 𝜑2|.

3. Preliminaries

In this section, we will demonstrate some preliminary results that will be used throughout the paper.

3.1. Basic notations

We first construct a rectangular partition Ωℎ of Ω = [0, 1]× [0, 1]. Let 0 = 𝑥 1
2
< 𝑥 3

2
< · · · < 𝑥𝑁𝑥+ 1

2
= 1 and

0 = 𝑦 1
2
< 𝑦 3

2
< · · · < 𝑦𝑁𝑦+ 1

2
= 1 be the grid points in 𝑥 and 𝑦 directions, respectively. Denote the 𝑖, 𝑗-th cell as

𝐾𝑖𝑗 = 𝐼𝑖 × 𝐽𝑗 , 𝑖 = 1, · · · , 𝑁𝑥, 𝑗 = 1, · · · , 𝑁𝑦,

where 𝐼𝑖 = [𝑥𝑖− 1
2
, 𝑥𝑖+ 1

2
] and 𝐽𝑗 = [𝑦𝑗− 1

2
, 𝑦𝑗+ 1

2
]. Then Ωℎ = {𝐾𝑖𝑗}. Moreover, we define ℎ𝑥𝑖 = 𝑥𝑖+ 1

2
− 𝑥𝑖− 1

2
,

ℎ𝑦𝑗 = 𝑦𝑗+ 1
2
− 𝑦𝑗− 1

2
and ℎ = max𝑖,𝑗(ℎ𝑥𝑖 , ℎ

𝑦
𝑗 ). In this paper, we assume the partition is quasi-uniform, i.e. there

exists a positive constant 𝜆 such that min𝑖,𝑗{ℎ𝑥𝑖 , ℎ
𝑦
𝑗} ≤ ℎ ≤ 𝜆min𝑖,𝑗{ℎ𝑥𝑖 , ℎ

𝑦
𝑗}.

The finite element space is chosen as

𝑊 𝑘
ℎ = {𝑧 : 𝑧|𝐾 ∈ 𝑄𝑘(𝐾),∀𝐾 ∈ Ωℎ},
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where 𝑄𝑘(𝐾) denotes the space of tensor product polynomials of degree at most 𝑘 in 𝐾. The set of all element
interfaces are denoted by Γℎ and Γ0 = Γℎ∖𝜕Ω. Define 𝛽 = (1, 1)𝑇 to be a fixed vector that is not parallel to
any normals of the element interfaces. Given ℰ ∈ Γ0, it is shared by two elements 𝐾ℓ and 𝐾𝑟, where 𝛽 ·nℓ > 0,
and 𝛽 ·n𝑟 < 0, with nℓ and n𝑟 being the outward normals of 𝐾ℓ and 𝐾𝑟. For any 𝑧 ∈𝑊 𝑘

ℎ , 𝑧− and 𝑧+ represent
the values of 𝑧 taken from 𝐾ℓ and 𝐾𝑟, respectively. Furthermore, we give the jump as [𝑧] = 𝑧+− 𝑧−. Moreover,
for s ∈ W𝑘

ℎ = 𝑊 𝑘
ℎ ×𝑊 𝑘

ℎ , we define s+ and s− and [s] analogously. We refer readers to [10] for more details.
We use 𝐿𝑝(𝐾) for the standard 𝐿𝑝 space over 𝐾, with 1 ≤ 𝑝 ≤ ∞, and define the corresponding norm as

‖ · ‖𝑝,𝐾 . For simplicity, if 𝑝 = 2 or 𝐾 = Ω, then the corresponding subscript will be omitted. In addition, we
define ‖·‖2Γ𝐾

= ⟨·, ·⟩𝜕𝐾 where ⟨·, ·⟩𝜕𝐾
is an inner product which will be defined in (3.1). Finally, we denote

‖·‖2Γℎ
=
∑︀
𝐾 ‖·‖

2
Γ𝐾

. Throughout this paper, 𝐶 is used as a generic constant independent of mesh size and
time step which may have different values at different occurrences. Moreover, 𝜀 is a sufficiently small positive
constant.

3.2. Projections

Several special projections will be used in this paper. Before defining the projection, we give the classical
inverse property [4].

Lemma 3.1. Assume 𝑢 ∈𝑊 𝑘
ℎ , then there exists a positive constant 𝐶 independent of ℎ and 𝑢 such that

ℎ ‖𝑢‖∞,𝐾 + ℎ1/2 ‖𝑢‖Γ𝐾
≤ 𝐶 ‖𝑢‖𝐾 .

Next we give some inner products

(𝑢, 𝑣)𝐾 =
∫︁
𝐾

𝑢𝑣 d𝑥 d𝑦, (u,v)𝐾 =
∫︁
𝐾

u · v d𝑥 d𝑦, ⟨𝑢, 𝑣⟩𝜕𝐾 =
∫︁
𝜕𝐾

𝑢𝑣 d𝑠. (3.1)

Then we define 𝑃+ into 𝑊 𝑘
ℎ which is, for each cell 𝐾(︀

𝑃+𝑢− 𝑢, 𝑣
)︀
𝐾

= 0, ∀𝑣 ∈ 𝑄𝑘−1(𝐾),∫︁
𝐽𝑗

(︀
𝑃+𝑢− 𝑢

)︀ (︁
𝑥𝑖− 1

2
, 𝑦
)︁
𝑣(𝑦) d𝑦 = 0, ∀𝑣 ∈ 𝑃 𝑘−1(𝐽𝑗),∫︁

𝐼𝑖

(︀
𝑃+𝑢− 𝑢

)︀ (︁
𝑥, 𝑦𝑗− 1

2

)︁
𝑣(𝑥) d𝑥 = 0, ∀𝑣 ∈ 𝑃 𝑘−1(𝐼𝑖),(︀

𝑃+𝑢− 𝑢
)︀ (︁
𝑥𝑖− 1

2
, 𝑦𝑗− 1

2

)︁
= 0,

where 𝑃 𝑘(𝐼) denotes the polynomials of degree 𝑘 over the interval 𝐼. Moreover, we also define Π−𝑥 and Π−𝑦 into
𝑊 𝑘
ℎ which are, for each cell 𝐾,

(︀
Π−𝑥 𝑢− 𝑢, 𝑣𝑥

)︀
𝐾

= 0, ∀𝑣 ∈ 𝑄𝑘(𝐾),
∫︁
𝐽𝑗

(︀
Π−𝑥 𝑢− 𝑢

)︀ (︁
𝑥𝑖+ 1

2
, 𝑦
)︁
𝑣(𝑦) d𝑦 = 0, ∀𝑣 ∈ 𝑃 𝑘(𝐽𝑗),

(︀
Π−𝑦 𝑢− 𝑢, 𝑣𝑦

)︀
𝐾

= 0, ∀𝑣 ∈ 𝑄𝑘(𝐾),
∫︁
𝐼𝑖

(︀
Π−𝑦 𝑢− 𝑢

)︀ (︁
𝑥, 𝑦𝑗+ 1

2

)︁
𝑣(𝑥) d𝑥 = 0, ∀𝑣 ∈ 𝑃 𝑘(𝐼𝑖),

as well as a vectored-valued projection Π− = Π−𝑥 ⊗Π−𝑦 .
The following lemma gives the error of the projections [4].

Lemma 3.2. Suppose 𝑤 ∈ 𝐻𝑘+1 (Ω), 𝑘 ≥ 0, then for any project 𝑃ℎ, which is either 𝑃+,Π−𝑥 or Π−𝑦 , we have

‖𝑤 − 𝑃ℎ𝑤‖+ ℎ1/2 ‖𝑤 − 𝑃ℎ𝑤‖Γℎ
≤ 𝐶ℎ𝑘+1.
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Then the projection 𝑃+ on the Cartesian meshes has the following superconvergence property [3].

Lemma 3.3. Suppose 𝑤 ∈ 𝐻𝑘+2(Ω), then for any K and 𝜌 ∈ Wℎ we have⃒⃒(︀
𝑤 − 𝑃+𝑤,▽ · 𝜌

)︀
𝐾
−
⟨︀
𝑤 − 𝑃+𝑤,𝜌 · nK

⟩︀
𝜕𝐾

⃒⃒
≤ 𝐶ℎ𝑘+1 ‖𝑤‖𝑘+2 ‖𝜌‖𝐾 ,

where nK is the outward normal of K, and the bounding constant 𝐶 > 0 is independent of K and h.

Before we finish this section, we would like to demonstrate the following lemma whose proof was given in
[15].

Lemma 3.4. Let 𝑢 ∈ 𝐶𝑘+1(Ω) and Π𝑢 ∈ 𝑊 𝑘
ℎ . Suppose ‖𝑢−Π𝑢‖ ≤ 𝐶ℎ𝜅 for some positive constant 𝐶 and

𝜅 ≤ 𝑘 + 1. Then
ℎ ‖𝑢−Π𝑢‖∞ + ℎ1/2 ‖𝑢−Π𝑢‖Γℎ

≤ 𝐶ℎ𝜅,

where 𝐶 is independent of ℎ.

We follow [8] to state the discrete Gronwall’s inequality.

Lemma 3.5. Assume {𝐴𝑖} and {𝑎𝑖} are non-negative real number sequences, 𝑞 ≥ 0. If for each 𝑖 ∈ N, we have

𝑎𝑖 ≤ 𝐴𝑖 +
𝑖−1∑︁
𝑗=1

𝑞𝑎𝑗 ,

then

𝑎𝑖 ≤ 𝐴𝑖 + 𝑒𝑖𝑞
𝑖−1∑︁
𝑗=1

𝑞𝐴𝑗 .

4. IMEX-LDG schemes

In this section, we proceed to present the LDG scheme. We will start from the semi-discrete scheme and then
provide two fully-discrete LDG schemes.

4.1. Semi-discrete LDG scheme

Applying (2.6)–(2.9), we can rewrite the nonlinear system (2.1)–(2.4) into

𝛾
𝜕𝑝

𝜕𝑡
+
𝜕𝜑

𝜕𝑡
+∇ · u = 𝑓, (4.1)

u =
−𝜅(𝜑)
𝜇

∇𝑝, (4.2)

𝜕𝜑𝑐𝑓
𝜕𝑡

+∇ · s +𝐴𝑎𝑣(𝜑)𝑐𝑓 = 𝑓𝑝𝑐𝑓 + 𝑓𝐼𝑐𝐼 , (4.3)

s = u𝑐𝑓 − 𝜑D(u)∇𝑐𝑓 , (4.4)
𝜕𝜑

𝜕𝑡
= 𝐵𝑎𝑣 (𝜑) 𝑐𝑓 , (4.5)

where 𝐴 = 𝑘𝑐𝑘𝑠

𝑘𝑐+𝑘𝑠
, 𝐵 = 𝛼𝑘𝑐𝑘𝑠

𝜌𝑠(𝑘𝑐+𝑘𝑠) and 𝑎𝑣(𝜑) = 𝑎0(1−𝜑)
1−𝜑0

. Here we introduced a new axillary variable s which is
crucial in obtaining the stability of the scheme. This idea was first introduced in [11] to obtain the stability for
semi-discrete mixed method for wormhole propagation. In addition, we define an auxiliary function of velocity
as

Me (u) = (D (u))−1 u, (4.6)
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and the cut-off operator ℳ for velocity as

ℳ (u) :=
{︂

u, if |u| ≤ 𝑆,
𝑆u/ |u|, if |u| > 𝑆,

(4.7)

where 𝑆 is a given large positive constant. The LDG discretization for the wormhole propagation (4.1)–(4.4) is
now as follows: Find 𝑐ℎ, 𝑝ℎ, ∈ 𝑊 𝑘

ℎ and sℎ, uℎ ∈ W𝑘
ℎ such that for any 𝜁, 𝑣,∈ 𝑊 𝑘

ℎ , 𝜃,w ∈ Wk
h, the following

equations are satisfied(︂
𝛾
𝜕𝑝ℎ
𝜕𝑡

, 𝜁

)︂
𝐾

+
(︂
𝜕𝜑ℎ
𝜕𝑡

, 𝜁

)︂
𝐾

= ℒ𝑑𝐾(uh, 𝜁) + (𝑓, 𝜁)𝐾 , (4.8)(︂
𝜇

𝜅(𝜑ℎ)
uh,𝜃

)︂
𝐾

= 𝐷𝐾(𝑝ℎ,𝜃), (4.9)

((𝜑ℎ𝑐ℎ)𝑡 , 𝑣)
𝐾

= ℒ𝑑𝐾(sh, 𝑣) + (𝑓𝑝𝑐ℎ + 𝑓𝐼𝑐𝐼 , 𝑣)𝐾 − (𝐴𝑎𝑣 (𝜑ℎ) 𝑐ℎ, 𝑣)𝐾 , (4.10)(︁(︀
𝜑ℎD(uM

h )
)︀−1

sh,w
)︁
𝐾

=
(︁

(𝜑ℎ)−1 Me (uh)𝑐ℎ,w
)︁
𝐾

+𝐷𝐾 (𝑐ℎ,w) , (4.11)

where

ℒ𝑑𝐾(s, 𝑣) = (s,∇𝑣)𝐾 − ⟨̂︀s · 𝜈𝐾 , 𝑣⟩𝜕𝐾 , and 𝒟𝐾(𝑐,w) = (𝑐,∇ ·w)𝐾 − ⟨̂︀𝑐,w · 𝜈𝐾⟩𝜕𝐾 ,

with 𝜈𝐾 being the unit outer normal of 𝐾 and uM
h = ℳ (uh). The time evolution of the porosity (4.5) is given

as
𝜕𝜑ℎ
𝜕𝑡

= 𝐵𝑎𝑣 (𝜑ℎ) 𝑐ℎ, (4.12)

where 𝑐ℎ = max(0,min (𝑐ℎ, 1)).

Remark 4.1. Notice that 𝜑ℎ is not in the finite element spaces and the time integration is computed at each
point. For given (𝑥, 𝑦), 𝜑ℎ(𝑥, 𝑦) is obtained by solving an ODE numerically. However, in actual simulations, we
only need to calculate the value of the Gaussian quadrature points.

The hat terms are the numerical fluxes. In this paper, we take

̂︀sℎ = s−ℎ , ̂︀𝑐ℎ = 𝑐+ℎ , ̂︁uℎ = u−ℎ , ̂︁𝑝ℎ = 𝑝+
ℎ .

Moreover, we define

(𝑢, 𝑣) =
∑︁
𝐾∈Ωℎ

(𝑢, 𝑣)𝐾 , (u,v) =
∑︁
𝐾∈Ωℎ

(u,v)𝐾 , ℒ𝑑(s, 𝑣) =
∑︁
𝐾∈Ωℎ

ℒ𝑑𝐾(s, 𝑣), 𝒟(𝑐,w) =
∑︁
𝐾∈Ωℎ

𝒟𝐾(𝑐,w).

With integration by parts, it is easy to check that for any 𝑣 and w, we have

ℒ𝑑(w, 𝑣) +𝒟(𝑣,w) = 0. (4.13)

4.2. Fully-discrete LDG schemes

Let {𝑡𝑛 = 𝑛𝜏}𝑀𝑛=0 be a uniform partition of the time interval [0, 𝑇 ], with time step size 𝜏 = 𝑇/𝑀 . However,
this assumption of uniform partition is not essential. In this paper, we consider two IMEX time integrations
coupled with LDG spatial discretization. For convenience, we use the same notations.
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4.2.1. First-order time integration

The first-order time integration, denoted as IMEX-LDG(𝑘, 1), will be constructed. Given the numerical
solutions 𝑐𝑛ℎ, 𝑝

𝑛
ℎ, 𝜑

𝑛
ℎ,u

n
h, s

n
h at time level 𝑛, we would compute 𝜑𝑛+1

ℎ by

𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
= 𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀
𝑐𝑛ℎ. (4.14)

Then we can obtain 𝑝𝑛+1
ℎ ,un+1

h by using(︂
𝛾
𝑝𝑛+1
ℎ − 𝑝𝑛ℎ

𝜏
, 𝜁

)︂
+
(︂
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
, 𝜁

)︂
= ℒ𝑑

(︀
un+1

h , 𝜁
)︀

+ (𝑓𝑛, 𝜁) , (4.15)(︃
𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀un+1
h ,𝜃

)︃
= 𝒟

(︀
𝑝𝑛+1
ℎ ,𝜃

)︀
, (4.16)

for any 𝜁 ∈𝑊 𝑘
ℎ ,𝜃 ∈ Wk

h. Finally, 𝑐𝑛+1
ℎ , sn+1

h can be find by the variational form(︂
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ − 𝜑𝑛ℎ𝑐
𝑛
ℎ

𝜏
, 𝑣

)︂
= ℒ𝑑

(︀
sn+1
h , 𝑣

)︀
− (𝐴𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ, 𝑣) +

(︀
𝑓𝑛𝑝 𝑐

𝑛
ℎ + 𝑓𝑛𝐼 𝑐

𝑛
𝐼 , 𝑣
)︀
, (4.17)(︂(︁

𝜑𝑛+1
ℎ D(un+1,M

h )
)︁−1

sn+1
h ,w

)︂
=
(︁(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑐𝑛+1
ℎ ,w

)︁
+𝒟

(︀
𝑐𝑛+1
ℎ ,w

)︀
, (4.18)

for any 𝑣 ∈𝑊 𝑘
ℎ ,w ∈ Wk

h. The initial solutions are

𝜑ℎ(𝑥, 𝑦, 0) = 𝜑(𝑥, 𝑦, 0), 𝑐ℎ(𝑥, 𝑦, 0) = 𝑃+𝑐0, 𝑝ℎ(𝑥, 𝑦, 0) = 𝑃+𝑝0, (4.19)

4.2.2. Second-order time integration

We proceed to construct the second-order time integration, namely IMEX-LDG(𝑘, 2). For any 𝑛 ≥ 1, suppose
the numerical solutions at 𝑡𝑛, 𝑡𝑛−1 are available, we first get 𝜑𝑛+1

ℎ such that

𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
=

1
2
𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀
𝑐𝑛+1,*
ℎ +

1
2
𝐵𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ, (4.20)

where

𝑐𝑛+1,*
ℎ =

{︂
2𝑐𝑛ℎ − 𝑐𝑛−1

ℎ , 𝑛 ≥ 1,
𝑐0ℎ, 𝑛 = 0. (4.21)

Then, we calculate 𝑝𝑛+1
ℎ ,un+1

h by(︂
𝛾
𝑝𝑛+1
ℎ − 𝑝𝑛ℎ

𝜏
, 𝜁

)︂
+
(︂
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
, 𝜁

)︂
=

3
4
ℒ𝑑
(︀
un+1

h , 𝜁
)︀

+
1
4
ℒ𝑑
(︀
un−1

h , 𝜁
)︀

+
3
2

(𝑓𝑛, 𝜁)− 1
2
(︀
𝑓𝑛−1, 𝜁

)︀
, (4.22)(︃

𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀un+1
h ,𝜃

)︃
= 𝒟

(︀
𝑝𝑛+1
ℎ ,𝜃

)︀
, (4.23)

for any 𝜁 ∈𝑊 𝑘
ℎ ,𝜃 ∈ Wk

h. Finally, we can find 𝑐𝑛+1
ℎ , sn+1

h by(︂
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ − 𝜑𝑛ℎ𝑐
𝑛
ℎ

𝜏
, 𝑣

)︂
=

3
4
ℒ𝑑
(︀
sn+1
h , 𝑣

)︀
+

1
4
ℒ𝑑
(︀
sn−1
h , 𝑣

)︀
− 3

2
(𝐴𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ, 𝑣)

+
1
2
(︀
𝐴𝑎𝑣

(︀
𝜑𝑛−1
ℎ

)︀
𝑐𝑛−1
ℎ , 𝑣

)︀
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+
3
2
(︀
𝑓𝑛𝑝 𝑐

𝑛
ℎ + 𝑓𝑛𝐼 𝑐

𝑛
𝐼 , 𝑣
)︀
− 1

2
(︀
𝑓𝑛−1
𝑝 𝑐𝑛−1

ℎ + 𝑓𝑛−1
𝐼 𝑐𝑛−1

𝐼 , 𝑣
)︀
, (4.24)(︂(︁

𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

sn+1
h ,w

)︂
=
(︁(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑐𝑛+1
ℎ ,w

)︁
+𝒟

(︀
𝑐𝑛+1
ℎ ,w

)︀
, (4.25)

for all 𝑣 ∈𝑊 𝑘
ℎ ,w ∈ Wk

h.
To complete the scheme, we need initial solutions at two time levels. We take the solutions at 𝑡0 from (4.19)

and the solution at 𝑡1 is from the first-order time integration introduced in the previous subsection.

4.3. Stability analysis

In this subsection, we will prove the stability of the IMEX-LDG scheme. We first present some useful properties
of D(u) and Me(u) given in [11].

Lemma 4.2. Let D(u) be defined in (2.5) and 𝑑𝑚 > 0. Suppose that 𝛼𝑙 and 𝛼𝑡 are non-negative functions of
𝑥 and are uniformly bounded, i.e. 𝛼𝑙(𝑥) ≤ 𝛼*𝑙 and 𝛼𝑡(𝑥) ≤ 𝛼*𝑡 . Then for any u,v ∈ 𝑅𝑑,⃒⃒⃒

D (u)−1 v
⃒⃒⃒
≤ (𝑑𝑚 + min (𝛼𝑙, 𝛼𝑡) |u|)−1 |v| ≤ 𝑑−1

𝑚 |v| , (4.26)⃒⃒
D(u)−1v

⃒⃒
≥ (𝑑𝑚 + max (𝛼*𝑙 , 𝛼

*
𝑡 ) |u|)

−1 |v| , (4.27)⃒⃒⃒
D (u)−1 −D (v)−1

⃒⃒⃒
≤ 𝑑−2

𝑚 (7𝛼*𝑡 + 6𝛼*𝑙 ) 𝑑
3/2 |u− v| , (4.28)

where 𝑑 is the dimension of domain Ω.

Lemma 4.3. Let Me (u) be defined in (4.6) and 𝑑𝑚 > 0. Suppose that 𝛼𝑙 and 𝛼𝑡 are positive functions of 𝑥
and 0 < 𝛼𝑙* ≤ 𝛼𝑙(𝑥) ≤ 𝛼*𝑙 and 0 < 𝛼𝑡* ≤ 𝛼𝑡(𝑥) ≤ 𝛼*𝑡 . Then for u,v ∈ 𝑅𝑑,

|Me (u)| ≤ (min (𝛼𝑙* , 𝛼𝑡*))−1
, (4.29)

|Me (u)−Me (v)| ≤ 𝐿𝑀 |u− v| , (4.30)

where 𝐿𝑀 = 𝑑−1
𝑚 + (𝑑𝑚 min (𝛼𝑙* , 𝛼𝑡*))−1 (7𝛼*𝑡 + 6𝛼*𝑙 ) 𝑑

3/2 and d is the dimension of domain Ω.

We now prove the stability results for the discrete solutions of the IMEX-LDG schemes.

Theorem 4.4. The discrete porosity 𝜑ℎ from the IMEX-LDG(𝑘, 1) scheme is bounded, i.e.,

𝜑0 ≤ 𝜑𝑛ℎ ≤ 1− (1− 𝜑0) 𝑒−𝜓𝑇 < 1, (4.31)

where 𝜑0 > 0 is the initial porosity and 𝜓 = 𝑅
1−𝜑0

. It also holds that

0 ≤
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
< 𝑅, (4.32)

where 𝑅 = 𝐵𝑎0 = 𝛼𝑘𝑐𝑘𝑠𝑎0
𝜌𝑠(𝑘𝑐+𝑘𝑠) , 𝑛 ≥ 0. Moreover, the estimates 𝜑0 ≤ 𝜑𝑛ℎ < 1 and (4.32) are also valid for

IMEX-LDG(𝑘, 2) schemes provided

𝜏 ≤ 2(1− 𝜑0)
𝑅

· (4.33)

Proof. We first prove for the IMEX-LDG(𝑘, 1) scheme. We use mathematical induction. With the initial solutions
taking in (4.19), we have 𝜑0

ℎ = 𝜑0. Then it is easy to see that 𝜑0 ≤ 𝜑0
ℎ < 1 is satisfied. Now assume 𝜑0 ≤ 𝜑𝑛ℎ < 1,

we want to prove 𝜑0 ≤ 𝜑𝑛+1
ℎ < 1. We rewrite (4.14) as

𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
= 𝑅

1− 𝜑𝑛+1
ℎ

1− 𝜑0
𝑐𝑛ℎ.
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Define 𝛽𝑛 = 𝑅
1−𝜑0

𝑐𝑛ℎ𝜏 ≥ 0, then with direct calculation, we have

𝜑𝑛+1
ℎ =

𝛽𝑛 + 𝜑𝑛ℎ
1 + 𝛽𝑛

< 1.

We can also deduce that 𝜑𝑛+1
ℎ − 𝜑𝑛ℎ = 𝛽𝑛(1− 𝜑𝑛+1

ℎ ) ≥ 0, namely

𝜑0 ≤ 𝜑𝑛ℎ ≤ 𝜑𝑛+1
ℎ < 1. (4.34)

Now we proceed to prove the more accurate upper bound of 𝜑ℎ. Noticing that

𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
≤ 𝜓

(︀
1− 𝜑𝑛+1

ℎ

)︀
,

with 𝜓 = 𝑅
1−𝜑0

, we obtain (︀
1− 𝜑𝑛+1

ℎ

)︀
≥ 1

1 + 𝜓𝜏
(1− 𝜑𝑛ℎ) .

which further yields

(1− 𝜑𝑛ℎ) ≥
(︂

1
1 + 𝜓𝜏

)︂𝑛
(1− 𝜑0) ≥

(︀
𝑒−𝜓𝜏

)︀𝑛
(1− 𝜑0) ≥ 𝑒−𝜓𝑇 (1− 𝜑0) .

Therefore,
𝜑𝑛ℎ ≤ 1− (1− 𝜑0) 𝑒−𝜓𝑇 < 1.

Then we can obtain (4.31). With the bounds of 𝜑𝑛+1
ℎ given in (4.34), the proof of (4.32) is straightforward.

Next we prove for the IMEX-LDG(𝑘, 2) scheme. We also assume 𝜑0 ≤ 𝜑𝑛ℎ < 1 and rewrite (4.20) as

𝜑𝑛+1
ℎ =

1
2
𝑅

1− 𝜑𝑛+1
ℎ

1− 𝜑0
𝑐𝑛+1,*
ℎ 𝜏 +

1
2
𝑅

1− 𝜑𝑛ℎ
1− 𝜑0

𝑐𝑛ℎ𝜏 + 𝜑𝑛ℎ.

We define 𝛽𝑛+1,* = 𝑅
𝑐𝑛+1,*

ℎ

1−𝜑0
𝜏 ≥ 0 and 𝛽𝑛 = 𝑅

𝑐𝑛
ℎ

1−𝜑0
𝜏 ≥ 0. Under (4.33), we have 𝛽𝑛 ≤ 2. Then with direct

calculation, we can obtain

𝜑𝑛+1
ℎ =

1
2𝛽

𝑛+1,* + 1
2𝛽

𝑛 +
(︀
1− 1

2𝛽
𝑛
)︀
𝜑𝑛ℎ

1 + 1
2𝛽

𝑛+1,* < 1,

which further yields 1 > 𝜑𝑛ℎ ≥ 𝜑0. The estimate in (4.32) is straightforward. �

Then we can state the stability of the IMEX-LDG(𝑘, 1) scheme.

Theorem 4.5. The approximate solutions of IMEX-LDG(𝑘, 1) scheme satisfy

‖𝑝𝑛ℎ‖
2 + 𝜏

𝑛∑︁
𝑚=1

‖um
h ‖

2 ≤ 𝐶𝜏

𝑛∑︁
𝑚=1

⃦⃦
𝑓𝑚−1

⃦⃦2
+ 𝐶𝑅2 + 𝐶

⃦⃦
𝑝0
ℎ

⃦⃦2
, (4.35)

‖𝑐𝑛ℎ‖
2 + 𝜏

𝑛∑︁
𝑚=1

‖smh ‖
2 ≤ 𝐶𝜏

𝑛∑︁
𝑚=1

⃦⃦
𝑓𝑚−1
𝐼 𝑐𝑚−1

𝐼

⃦⃦2
+ 𝐶

⃦⃦
𝑐0ℎ
⃦⃦2
, (4.36)

where 𝑅 = 𝐵𝑎0 = 𝛼𝑘𝑐𝑘𝑠𝑎0
𝜌𝑠(𝑘𝑐+𝑘𝑠) and 𝐶𝜏 ≤ min

(︁
𝛾
2 ,

𝜑0
2

)︁
.
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Proof. Taking 𝜁 = 𝑝𝑛+1
ℎ in (4.15) and 𝜃 = un+1

h in (4.16), we obtain(︂
𝛾
𝑝𝑛+1
ℎ − 𝑝𝑛ℎ

𝜏
, 𝑝𝑛+1
ℎ

)︂
+
(︂
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
, 𝑝𝑛+1
ℎ

)︂
= ℒ𝑑

(︀
un+1

h , 𝑝𝑛+1
ℎ

)︀
+
(︀
𝑓𝑛, 𝑝𝑛+1

ℎ

)︀
, (4.37)(︃

𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀un+1
h ,un+1

h

)︃
= 𝒟

(︀
𝑝𝑛+1
ℎ ,un+1

h

)︀
. (4.38)

Summing (4.37) and (4.38) and using (4.13), we have

𝛾

2

(︁⃦⃦
𝑝𝑛+1
ℎ

⃦⃦2
+
⃦⃦
𝑝𝑛+1
ℎ − 𝑝𝑛ℎ

⃦⃦2 − ‖𝑝𝑛ℎ‖
2
)︁

+ 𝜏

⃦⃦⃦⃦
⃦⃦
(︃

𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀)︃1/2

un+1
h

⃦⃦⃦⃦
⃦⃦

2

≤ −𝜏
(︂
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏
, 𝑝𝑛+1
ℎ

)︂
+ 𝜏

(︀
𝑓𝑛, 𝑝𝑛+1

ℎ

)︀
≤ 𝜏

(︂⃦⃦⃦⃦
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏

⃦⃦⃦⃦
+ ‖𝑓𝑛‖

)︂ ⃦⃦
𝑝𝑛+1
ℎ

⃦⃦
≤ 𝜏

(︂⃦⃦⃦⃦
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

𝜏

⃦⃦⃦⃦
+ ‖𝑓𝑛‖

)︂(︀
‖𝑝𝑛ℎ‖+

⃦⃦
𝑝𝑛+1
ℎ − 𝑝𝑛ℎ

⃦⃦)︀
≤ 𝜏

(︁
𝑅2 + ‖𝑝𝑛ℎ‖

2 + ‖𝑓𝑛‖2 +
⃦⃦
𝑝𝑛+1
ℎ − 𝑝𝑛ℎ

⃦⃦2
)︁
, (4.39)

where the third step requires triangle inequality and the last step requires Theorem 4.4 and Young’s inequality.
Then we get

𝛾

2

⃦⃦
𝑝𝑛+1
ℎ

⃦⃦2 − 𝛾

2
‖𝑝𝑛ℎ‖

2 + 𝜏

⃦⃦⃦⃦
⃦⃦
(︃

𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀)︃1/2

un+1
h

⃦⃦⃦⃦
⃦⃦

2

≤ 𝜏
(︁
𝑅2 + ‖𝑝𝑛ℎ‖

2 + ‖𝑓𝑛‖2
)︁

(4.40)

with 𝜏 ≤ 𝛾
2 . We can deduce the lower bound of 𝜅−1(𝜑𝑛+1

ℎ ) through (2.8) with the upper bound of 𝜑𝑛+1
ℎ given

in (4.31). Using Lemma 3.5 and summing (4.40) over 𝑛, we can obtain (4.35) in Theorem 4.5.
We now turn to prove (4.36). Taking 𝑣 = 𝑐𝑛+1

ℎ in (4.17) and w = sn+1
h in (4.18), we have(︂

𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ − 𝜑𝑛ℎ𝑐
𝑛
ℎ

𝜏
, 𝑐𝑛+1
ℎ

)︂
= ℒ𝑑

(︀
sn+1
h , 𝑐𝑛+1

ℎ

)︀
−
(︀
𝐴𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ, 𝑐

𝑛+1
ℎ

)︀
+
(︀
𝑓𝑛𝑝 𝑐

𝑛
ℎ + 𝑓𝑛𝐼 𝑐

𝑛
𝐼 , 𝑐

𝑛+1
ℎ

)︀
, (4.41)(︂(︁

𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

sn+1
h , sn+1

h

)︂
=
(︁(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑐𝑛+1
ℎ , sn+1

h

)︁
+𝒟

(︀
𝑐𝑛+1
ℎ , sn+1

h

)︀
. (4.42)

It is easy to verify that(︀
𝜑𝑛+1
ℎ

(︀
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

)︀
, 𝑐𝑛+1
ℎ

)︀
=

1
2
(︀
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ , 𝑐𝑛+1
ℎ

)︀
+

1
2
(︀
𝜑𝑛+1
ℎ

(︀
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

)︀
,
(︀
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

)︀)︀
− 1

2
(︀
𝜑𝑛+1
ℎ 𝑐𝑛ℎ, 𝑐

𝑛
ℎ

)︀
=

1
2
(︀
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ , 𝑐𝑛+1
ℎ

)︀
+

1
2
(︀
𝜑𝑛+1
ℎ

(︀
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

)︀
,
(︀
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

)︀)︀
− 1

2
(︀(︀
𝜑𝑛ℎ + 𝜏𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀
𝑐𝑛ℎ
)︀
𝑐𝑛ℎ, 𝑐

𝑛
ℎ

)︀
≥ 1

2
(︀
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ , 𝑐𝑛+1
ℎ

)︀
+

1
2
(︀
𝜑𝑛+1
ℎ

(︀
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

)︀
,
(︀
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

)︀)︀
− 1

2
(𝜑𝑛ℎ𝑐

𝑛
ℎ, 𝑐

𝑛
ℎ)− 1

2
𝜏𝑅 (𝑐𝑛ℎ, 𝑐

𝑛
ℎ) , (4.43)

where we have used the fact that 𝜑𝑛+1
ℎ = 𝜑𝑛ℎ + 𝜏𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀
𝑐𝑛ℎ in (4.14). Summing (4.41) and (4.42) and using

(4.13) to get

1
2

(︃⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ

⃦⃦⃦⃦2

+
⃦⃦⃦⃦√︁

𝜑𝑛+1
ℎ

(︀
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

)︀⃦⃦⃦⃦2

−
⃦⃦⃦√︀

𝜑𝑛ℎ𝑐
𝑛
ℎ

⃦⃦⃦2
)︃

+ 𝜏

⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

sn+1
h

⃦⃦⃦⃦2
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≤ − 𝜏

(︃(︀
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

)︀
𝜏

𝑐𝑛ℎ, 𝑐
𝑛+1
ℎ

)︃
− 𝜏

(︀
𝐴𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ, 𝑐

𝑛+1
ℎ

)︀
+ 𝜏

(︀
𝑓𝑛𝑝 𝑐

𝑛
ℎ + 𝑓𝑛𝐼 𝑐

𝑛
𝐼 , 𝑐

𝑛+1
ℎ

)︀
+ 𝜏

(︁(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑐𝑛+1
ℎ , sn+1

h

)︁
+

1
2
𝜏𝑅 (𝑐𝑛ℎ, 𝑐

𝑛
ℎ) . (4.44)

We estimate the fourth term on the right side of the above equation(︁(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑐𝑛+1
ℎ , sn+1

h

)︁
≤
⃦⃦
𝑐𝑛+1
ℎ

⃦⃦ ⃦⃦⃦(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
sn+1
h

⃦⃦⃦
≤ 𝐶

⃦⃦
𝑐𝑛+1
ℎ

⃦⃦ ⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

sn+1
h

⃦⃦⃦⃦
≤ 𝐶

(︀
‖𝑐𝑛ℎ‖+

⃦⃦
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

⃦⃦)︀ ⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

sn+1
h

⃦⃦⃦⃦
≤ 𝐶

(︁
‖𝑐𝑛ℎ‖

2 +
⃦⃦
𝑐𝑛+1
ℎ − 𝑐𝑛ℎ

⃦⃦2
)︁

+ 𝜀

⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

sn+1
h

⃦⃦⃦⃦2

,

(4.45)

where in the first step we use Schwarz inequality and in the second step we use the boudedness of Me(un+1
h )

given in (4.29) and the lower bound of (D(un+1,M
h ))−1 given in (4.27) while the third step follows from triangle

inequality. Thanks to Theorem 4.4 and Young’s inequality, and under the condition 𝐶𝜏 ≤ 𝜑0
2 , we have

1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ

⃦⃦⃦⃦2

− 1
2

⃦⃦⃦√︀
𝜑𝑛ℎ𝑐

𝑛
ℎ

⃦⃦⃦2

+
7𝜏
8

⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

sn+1
h

⃦⃦⃦⃦2

≤ 𝐶𝜏
(︁
‖𝑐𝑛ℎ‖

2 + ‖𝑓𝑛𝐼 𝑐𝑛𝐼 ‖
2
)︁
, (4.46)

with taking 𝜀 = 1
8 . Summing (4.46) over 𝑛 and using Lemma 3.5, we finish the proof. �

5. Error estimate

5.1. The main result

For the special projections given in Section 3.2, we will demonstrate the following lemma by the standard
approximation theory [4].

Lemma 5.1. We choose the initial solution given in (4.19) then we have

‖𝑐𝑓 (𝑥, 𝑦, 0)− 𝑐ℎ(𝑥, 𝑦, 0)‖+ ‖𝑝(𝑥, 𝑦, 0)− 𝑝ℎ(𝑥, 𝑦, 0)‖+ ‖𝑢(𝑥, 𝑦, 0)− 𝑢ℎ(𝑥, 𝑦, 0)‖ ≤ 𝐶ℎ𝑘+1.

Now we state the main theorem.

Theorem 5.2. Let 𝑐𝑓 ∈ 𝐿∞(0, 𝑇 ;𝐻𝑘+3), s ∈ 𝐿∞(0, 𝑇 ; (𝐻𝑘+2)2),u ∈ 𝐿∞(0, 𝑇 ; (𝐻𝑘+2)2), 𝜑 ∈ 𝐿∞(0, 𝑇 ;𝐻𝑘+3)
be the exact solutions of the problem (4.1)–(4.5), and let 𝑐ℎ, sh, uh, 𝜑ℎ, 𝑝ℎ be the numerical solutions of IMEX-
LDG(𝑘, 𝑟) scheme (𝑟 = 1, 2) with initial discretization given as (4.19). If the finite element space is the piecewise
tensor product polynomials of degree at most 𝑘 and assume that for 𝑟 = 1,

𝐶𝜏 ≤ min
(︂

1
2
,
𝛾

2
,
𝜑0

2

)︂
, (5.1)

for 𝑟 = 2,
ℎ2𝑘−3𝛿 ≤ 𝜏 ≤ ℎ

2+3𝛿
3 , (5.2)

where 𝛿 ≤ 3𝑘−1
6 (𝑘 ≥ 1) is given constant. Then we have the error estimate

‖𝑒𝑛𝑐 ‖2 + ‖𝑒𝑛𝑝‖2 + ‖𝑒𝑛𝜑‖2 + 𝜏

𝑛∑︁
𝑚=1

‖em
u ‖2 + 𝜏

𝑛∑︁
𝑚=1

‖em
s ‖2 ≤ 𝐶

(︀
ℎ2𝑘+2 + 𝜏2𝑟

)︀
, ∀𝑛 ≥ 1, (5.3)

for two IMEX-LDG schemes, provided ℎ is sufficiently small.
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5.2. Proof of the main result

In this paper, we use 𝑒 to denote the error between the exact and numerical solutions, i.e. 𝑒𝑐 = 𝑐𝑓 − 𝑐ℎ, 𝑒𝑝 =
𝑝 − 𝑝ℎ, eu = u − uh, es = s − sh, 𝑒𝜑 = 𝜑 − 𝜑ℎ. As the general treatment of the finite element methods, we
split the errors into two terms as

𝑒𝑐 = 𝜉𝑐 − 𝜂𝑐, 𝜂𝑐 = 𝑃+𝑐𝑓 − 𝑐𝑓 , 𝜉𝑐 = 𝑃+𝑐𝑓 − 𝑐ℎ,
𝑒𝑝 = 𝜉𝑝 − 𝜂𝑝, 𝜂𝑝 = 𝑃+𝑝− 𝑝, 𝜉𝑝 = 𝑃+𝑝− 𝑝ℎ,
eu = 𝜉𝑢 − 𝜂𝑢, 𝜂𝑢 = Π−u− u, 𝜉𝑢 = Π−u− uh,
es = 𝜉𝑠 − 𝜂𝑠, 𝜂𝑠 = Π−s− s, 𝜉𝑠 = Π−s− sh.

Based on the above notations, it is easy to verify that

ℒ𝑑(𝜂𝑢, 𝑣) = ℒ𝑑(𝜂𝑠, 𝑣) = 0, ∀𝑣 ∈ 𝑄𝑘(𝐾). (5.4)

From Lemma 3.2, we have the following approximation properties.

Lemma 5.3. The projection errors satisfy, for any 𝑛 ≥ 0, the following properties

‖𝜂𝑛𝑐 ‖+
⃦⃦
𝜂𝑛𝑝
⃦⃦

+ ‖𝜂𝑛
𝑢‖+ ‖𝜂𝑛

𝑠 ‖ ≤ 𝐶ℎ𝑘+1, (5.5)⃦⃦
𝜂𝑛+1
𝑐 − 𝜂𝑛𝑐

⃦⃦
+
⃦⃦
𝜂𝑛+1
𝑝 − 𝜂𝑛𝑝

⃦⃦
≤ 𝐶ℎ𝑘+1𝜏. (5.6)

Then we follow [26] and make a priori error estimate: if ℎ is small enough, there holds

‖em
u ‖ ≤ ℎ1+𝛿, 0 ≤ 𝑚 ≤ 𝑛, (5.7)

which further implies
‖um

h ‖∞ ≤ 𝐶, 0 ≤ 𝑚 ≤ 𝑛, (5.8)

by Lemma 3.4 and hypothesis 3, for any 𝑛 ≥ 0. We would like to verify this a priori assumption in Section 5.2.2.

Lemma 5.4. Assume the time step restriction 𝐶𝜏 ≤ min
(︁

1
2 ,

𝛾
2 ,

𝜑0
2

)︁
for 𝑟 = 1 and the temporal-spatial condition

ℎ2𝑘−3𝛿 ≤ 𝜏 ≤ ℎ
2+3𝛿

3 for 𝑟 = 2 hold. Under the a priori estimate (5.7), the IMEX-LDG(𝑘, 𝑟) scheme (𝑟 = 1, 2)
satisfies

‖𝜉𝑛𝑐 ‖2 + ‖𝜉𝑛𝑝 ‖2 + ‖𝑒𝑛𝜑‖2 + 𝜏

𝑛∑︁
𝑚=1

‖𝜉𝑚
𝑢 ‖2 + 𝜏

𝑛∑︁
𝑚=1

‖𝜉𝑚
𝑠 ‖2 ≤ 𝐶

(︀
ℎ2𝑘+2 + 𝜏2𝑟

)︀
, ∀𝑛 ≥ 1, (5.9)

where 𝐶 is independent of 𝑛 and ℎ.

5.2.1. Proof of main result with 𝑟 = 1

In this section, we consider the first-order time integration. The exact solutions satisfy the following variational
forms(︂

𝛾
𝑝𝑛+1 − 𝑝𝑛

𝜏
, 𝜁

)︂
+
(︂
𝜑𝑛+1 − 𝜑𝑛

𝜏
, 𝜁

)︂
= ℒ𝑑

(︀
un+1, 𝜁

)︀
+ (𝑓𝑛, 𝜁) + (𝜍𝑛1 , 𝜁) , (5.10)(︂

𝜇

𝜅 (𝜑𝑛+1)
un+1,𝜃

)︂
= 𝒟

(︀
𝑝𝑛+1,𝜃

)︀
, (5.11)(︃

𝜑𝑛+1𝑐𝑛+1
𝑓 − 𝜑𝑛𝑐𝑛𝑓
𝜏

, 𝑣

)︃
= ℒ𝑑

(︀
sn+1, 𝑣

)︀
−
(︀
𝐴𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 , 𝑣

)︀
+
(︀
𝑓𝑛𝑝 𝑐

𝑛
𝑓 + 𝑓𝑛𝐼 𝑐

𝑛
𝐼 , 𝑣
)︀

+ (𝜍𝑛2 , 𝑣) , (5.12)(︁(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1
sn+1,w

)︁
=
(︁(︀
𝜑𝑛+1

)︀−1
Me

(︀
un+1

)︀
𝑐𝑛+1
𝑓 ,w

)︁
+𝒟

(︁
𝑐𝑛+1
𝑓 ,w

)︁
, (5.13)
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𝜑𝑛+1 − 𝜑𝑛

𝜏
= 𝐵𝑎𝑣

(︀
𝜑𝑛+1

)︀
𝑐𝑛𝑓 + 𝜍𝑛3 , (5.14)

where 𝜁, 𝑣 ∈𝑊𝐾
ℎ and 𝜃,w ∈ WK

h . Here 𝜍𝑛𝑖 , 𝑖 = 1, 2, 3 are local truncation errors satisfying

‖𝜍𝑛𝑖 ‖ ≤ 𝐶𝜏, 𝑖 = 1, 2, 3, ∀𝑛 ≥ 0, (5.15)

under the assumption that the exact solutions are second-order differentiable. Subtracting (5.10)–(5.14) from
(4.14)–(4.18), we get the following error equations(︃

𝛾
𝑒𝑛+1
𝑝 − 𝑒𝑛𝑝

𝜏
, 𝜁

)︃
+

(︃
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏
, 𝜁

)︃
= ℒ𝑑

(︀
en+1
u , 𝜁

)︀
+ (𝜍𝑛1 , 𝜁) , (5.16)(︃

𝜇

𝜅 (𝜑𝑛+1)
un+1 − 𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀un+1
h ,𝜃

)︃
= 𝒟

(︀
𝑒𝑛+1
𝑝 ,𝜃

)︀
, (5.17)(︃

𝜑𝑛+1𝑐𝑛+1
𝑓 − 𝜑𝑛𝑐𝑛𝑓 −

(︀
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ − 𝜑𝑛ℎ𝑐
𝑛
ℎ

)︀
𝜏

, 𝑣

)︃
= ℒ𝑑

(︀
𝑒𝑛+1

𝑠 , 𝑣
)︀
−
(︀
𝐴𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 −𝐴𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ, 𝑣

)︀
+
(︀
𝑓𝑛𝑝 𝑒

𝑛
𝑐 , 𝑣
)︀

+ (𝜍𝑛2 , 𝑣) , (5.18)(︂(︀
𝜑𝑛+1D(un+1)

)︀−1
sn+1 −

(︁
𝜑𝑛+1
ℎ D(un+1,M

h )
)︁−1

sn+1
h ,w

)︂
=
(︁(︀
𝜑𝑛+1

)︀−1
Me

(︀
un+1

)︀
𝑐𝑛+1
𝑓 −

(︀
𝜑𝑛+1
ℎ

)︀−1

× Me

(︀
un+1

h

)︀
𝑐𝑛+1
ℎ ,w

)︁
+𝒟

(︀
𝑒𝑛+1
𝑐 ,w

)︀
, (5.19)

𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏
= 𝐵𝑎𝑣

(︀
𝜑𝑛+1

)︀
𝑐𝑛𝑓 −𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀
𝑐𝑛ℎ + 𝜍𝑛3 . (5.20)

Proof. Now, we start to prove Lemma 5.4.

Step 1. Multiplying (5.20) by 𝑒𝑛+1
𝜑 and integrating it over Ω, we obtain(︃

𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏
, 𝑒𝑛+1
𝜑

)︃
=
(︁
𝐵𝑎𝑣

(︀
𝜑𝑛+1

)︀
𝑐𝑛𝑓 −𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀
𝑐𝑛ℎ, 𝑒

𝑛+1
𝜑

)︁
+
(︁
𝜍𝑛3 , 𝑒

𝑛+1
𝜑

)︁
. (5.21)

Noticing that

𝐵𝑎𝑣
(︀
𝜑𝑛+1

)︀
𝑐𝑛𝑓 −𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀
𝑐𝑛ℎ = 𝐵

(︀
𝑎𝑣
(︀
𝜑𝑛+1

)︀
− 𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀)︀
𝑐𝑛𝑓 +𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀ (︀
𝑐𝑛𝑓 − 𝑐𝑛ℎ

)︀
.

With the Lipschitz continuity of 𝑎𝑣(·) and the fact
⃒⃒⃒
𝑐𝑛𝑓 − 𝑐𝑛ℎ

⃒⃒⃒
≤
⃒⃒⃒
𝑐𝑛𝑓 − 𝑐𝑛ℎ

⃒⃒⃒
, we have

1
2

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦2

+
1
2

⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦2

− 1
2

⃦⃦
𝑒𝑛𝜑
⃦⃦2

= 𝜏
(︁
𝐵
(︀
𝑎𝑣
(︀
𝜑𝑛+1

)︀
− 𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀)︀
𝑐𝑛𝑓 , 𝑒

𝑛+1
𝜑

)︁
+ 𝜏

(︁
𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀ (︀
𝑐𝑛𝑓 − 𝑐𝑛ℎ

)︀
, 𝑒𝑛+1
𝜑

)︁
+ 𝜏

(︁
𝜍𝑛3 , 𝑒

𝑛+1
𝜑

)︁
≤ 𝐶𝜏

(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ‖𝜉𝑛𝑐 ‖+ ‖𝜂𝑛𝑐 ‖+ 𝜏

)︁ ⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
≤ 𝐶𝜏

(︁⃦⃦
𝑒𝑛𝜑
⃦⃦

+
⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦
+ ‖𝜉𝑛𝑐 ‖+ ‖𝜂𝑛𝑐 ‖+ 𝜏

)︁(︁⃦⃦
𝑒𝑛𝜑
⃦⃦

+
⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦)︁
≤ 𝐶𝜏

(︂⃦⃦
𝑒𝑛𝜑
⃦⃦2 +

⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦2

+ ‖𝜉𝑛𝑐 ‖
2 + ℎ2𝑘+2 + 𝜏2

)︂
, (5.22)
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where in the second step, we use hypotheses 2, 3 and the boundedness of 𝜑𝑛+1
ℎ while the last step requires

Lemma 5.3. Summing it over 𝑛, we get

1
2

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦2

+
1
2

𝑛∑︁
𝑚=0

⃦⃦⃦
𝑒𝑚+1
𝜑 − 𝑒𝑚𝜑

⃦⃦⃦2

≤ 𝐶𝜏

𝑛∑︁
𝑚=0

(︂⃦⃦
𝑒𝑚𝜑
⃦⃦2 + ‖𝜉𝑚𝑐 ‖

2 +
⃦⃦⃦
𝑒𝑚+1
𝜑 − 𝑒𝑚𝜑

⃦⃦⃦2
)︂

+𝐶
(︀
ℎ2𝑘+2 + 𝜏2

)︀
. (5.23)

On the other hand, it is observed that

𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏
= −

𝑅𝑐𝑛𝑓
1− 𝜑0

𝑒𝑛+1
𝜑 +

𝑅

1− 𝜑0

(︀
1− 𝜑𝑛+1

ℎ

)︀ (︀
𝑐𝑛𝑓 − 𝑐𝑛ℎ

)︀
+ 𝜍𝑛3 ,

leading to ⃦⃦⃦⃦
⃦𝑒

𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏

⃦⃦⃦⃦
⃦ ≤

⃦⃦⃦⃦
𝑅𝑐𝑛𝑓

1− 𝜑0
𝑒𝑛+1
𝜑

⃦⃦⃦⃦
+
⃦⃦⃦⃦

𝑅

1− 𝜑0

(︀
1− 𝜑𝑛+1

ℎ

)︀ (︀
𝑐𝑛𝑓 − 𝑐𝑛ℎ

)︀⃦⃦⃦⃦
+ 𝐶𝜏

≤ 𝐶
(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ‖𝜉𝑛𝑐 ‖+ ℎ𝑘+1 + 𝜏

)︁
. (5.24)

Step 2. We take 𝜁 = 𝜉𝑛+1
𝑝 in (5.16) and 𝜃 = 𝜉𝑛+1

𝑢 in (5.17), and sum up these two equations to get(︃
𝛾
𝜉𝑛+1
𝑝 − 𝜉𝑛𝑝

𝜏
, 𝜉𝑛+1
𝑝

)︃
+

(︃
𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀𝜉𝑛+1
𝑢 , 𝜉𝑛+1

𝑢

)︃
=

4∑︁
𝑖=1

𝑇𝑖, (5.25)

where

𝑇1 =

(︃
𝛾
𝜂𝑛+1
𝑝 − 𝜂𝑛𝑝

𝜏
, 𝜉𝑛+1
𝑝

)︃
−

(︃
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏
, 𝜉𝑛+1
𝑝

)︃
,

𝑇2 =

(︃
𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀𝜂𝑛+1
𝑢 , 𝜉𝑛+1

𝑢

)︃
+

(︃(︃
𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀ − 𝜇

𝜅 (𝜑𝑛+1)

)︃
un+1, 𝜉𝑛+1

𝑢

)︃
,

𝑇3 = −𝒟
(︀
𝜂𝑛+1
𝑝 , 𝜉𝑛+1

𝑢

)︀
,

𝑇4 =
(︀
𝜍𝑛1 , 𝜉

𝑛+1
𝑝

)︀
.

Now we estimate 𝑇𝑖(𝑖 = 1, 2, 3, 4) term by term. Using Schwarz inequality, Lemma 5.3 and (5.24), we have

𝑇1 ≤ 𝐶
(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ‖𝜉𝑛𝑐 ‖+ ℎ𝑘+1 + 𝜏

)︁ ⃦⃦
𝜉𝑛+1
𝑝

⃦⃦
.

Use hypothesis 3 and the Lipschitz continuity of 𝜅(·)−1 to obtain

𝑇2 ≤ 𝐶
(︁
ℎ𝑘+1 +

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦)︁ ⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
.

The estimate of 𝑇3 follows from Lemma 3.3, then

𝑇3 ≤ 𝐶ℎ𝑘+1
⃦⃦
𝑝𝑛+1

⃦⃦
𝑘+2

⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
.

For 𝑇4, we can use Schwarz inequality to get

𝑇4 ≤ 𝐶𝜏
⃦⃦
𝜉𝑛+1
𝑝

⃦⃦
.

Substitute all the above estimates into (5.25), we have

𝛾

2

⃦⃦
𝜉𝑛+1
𝑝

⃦⃦2
+
𝛾

2

⃦⃦
𝜉𝑛+1
𝑝 − 𝜉𝑛𝑝

⃦⃦2 − 𝛾

2

⃦⃦
𝜉𝑛𝑝
⃦⃦2 + 𝜏

⃦⃦⃦⃦
⃦⃦
(︃

𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀)︃1/2

𝜉𝑛+1
𝑢

⃦⃦⃦⃦
⃦⃦

2
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≤ 𝐶𝜏
(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ‖𝜉𝑛𝑐 ‖+ ℎ𝑘+1 + 𝜏

)︁ ⃦⃦
𝜉𝑛+1
𝑝

⃦⃦
+ 𝐶𝜏

(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ℎ𝑘+1

)︁ ⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
≤ 𝐶𝜏

(︁⃦⃦
𝑒𝑛𝜑
⃦⃦

+
⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦
+ ‖𝜉𝑛𝑐 ‖+ ℎ𝑘+1 + 𝜏

)︁ (︀⃦⃦
𝜉𝑛𝑝
⃦⃦

+
⃦⃦
𝜉𝑛+1
𝑝 − 𝜉𝑛𝑝

⃦⃦)︀
+𝐶𝜏

(︁⃦⃦
𝑒𝑛𝜑
⃦⃦

+
⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦
+ ℎ𝑘+1

)︁ ⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
≤ 𝐶𝜏

(︂⃦⃦
𝑒𝑛𝜑
⃦⃦2 +

⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦2

+ ‖𝜉𝑛𝑐 ‖
2 +

⃦⃦
𝜉𝑛𝑝
⃦⃦2 +

⃦⃦
𝜉𝑛+1
𝑝 − 𝜉𝑛𝑝

⃦⃦2
+ ℎ2𝑘+2 + 𝜏2

)︂

+ 𝜀𝜏

⃦⃦⃦⃦
⃦⃦
(︃

𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀)︃−1/2

𝜉𝑛+1
𝑢

⃦⃦⃦⃦
⃦⃦

2

, (5.26)

where the last step follows from Young’s inequality. Taking 𝜀 = 1
8 , then we sum it over 𝑛 to obtain

𝛾

2

⃦⃦
𝜉𝑛+1
𝑝

⃦⃦2
+
𝛾

2

𝑛∑︁
𝑚=0

⃦⃦
𝜉𝑚+1
𝑝 − 𝜉𝑚𝑝

⃦⃦2
+

7𝜏
8

𝑛∑︁
𝑚=0

⃦⃦⃦⃦
⃦⃦
(︃

𝜇

𝜅
(︀
𝜑𝑚+1
ℎ

)︀)︃1/2

𝜉𝑚+1
𝑢

⃦⃦⃦⃦
⃦⃦

2

≤ 𝐶𝜏

𝑛∑︁
𝑚=0

(︂⃦⃦
𝑒𝑚𝜑
⃦⃦2 + ‖𝜉𝑚𝑐 ‖

2 +
⃦⃦
𝜉𝑚𝑝
⃦⃦2 +

⃦⃦⃦
𝑒𝑚+1
𝜑 − 𝑒𝑚𝜑

⃦⃦⃦2

+
⃦⃦
𝜉𝑚+1
𝑝 − 𝜉𝑚𝑝

⃦⃦2
)︂

+ 𝐶
(︀
ℎ2𝑘+2 + 𝜏2

)︀
. (5.27)

Step 3. Taking 𝑣 = 𝜉𝑛+1
𝑐 in (5.18) and w = 𝜉𝑛+1

𝑠 in (5.19), and then summing these two equations, we get(︃(︀
𝜉𝑛+1
𝑐 − 𝜉𝑛𝑐

)︀
𝜑𝑛+1
ℎ

𝜏
, 𝜉𝑛+1
𝑐

)︃
+
(︂(︁

𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

𝜉𝑛+1
𝑠 , 𝜉𝑛+1

𝑠

)︂
=

6∑︁
𝑖=1

𝑅𝑖, (5.28)

where

𝑅1 =

(︃(︀
𝜂𝑛+1
𝑐 − 𝜂𝑛𝑐

)︀
𝜑𝑛+1
ℎ

𝜏
, 𝜉𝑛+1
𝑐

)︃
−

⎛⎝
(︁
𝑐𝑛+1
𝑓 − 𝑐𝑛𝑓

)︁
𝑒𝑛+1
𝜑

𝜏
, 𝜉𝑛+1
𝑐

⎞⎠−

⎛⎝
(︁
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

)︁
𝑐𝑛𝑓

𝜏
, 𝜉𝑛+1
𝑐

⎞⎠
−

(︃(︀
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

)︀
𝜉𝑛𝑐

𝜏
, 𝜉𝑛+1
𝑐

)︃
+

(︃(︀
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

)︀
𝜂𝑛𝑐

𝜏
, 𝜉𝑛+1
𝑐

)︃
,

𝑅2 =
(︂(︂(︁

𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

−
(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1
)︂

sn+1, 𝜉𝑛+1
𝑠

)︂
+
(︁(︁(︀

𝜑𝑛+1
)︀−1

Me

(︀
un+1

)︀
−
(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀)︁
𝑐𝑛+1
𝑓 , 𝜉𝑛+1

𝑠

)︁
,

𝑅3 = −𝒟
(︀
𝜂𝑛+1
𝑐 , 𝜉𝑛+1

𝑠

)︀
,

𝑅4 =
(︂(︁

𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

𝜂𝑛+1
𝑠 , 𝜉𝑛+1

𝑠

)︂
+
(︁(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑒𝑛+1
𝑐 , 𝜉𝑛+1

𝑠

)︁
,

𝑅5 =
(︀
𝑓𝑛𝑝 𝑒

𝑛
𝑐 , 𝜉

𝑛+1
𝑐

)︀
+
(︀
𝜍𝑛2 , 𝜉

𝑛+1
𝑐

)︀
,

𝑅6 = 𝐴
(︀
𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ − 𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 , 𝜉

𝑛+1
𝑐

)︀
.

Now we estimate 𝑅′𝑖𝑠 term by term. Using Theorem 4.4, Lemma 5.3, hypothesis 3 and (5.24), we have

𝑅1 ≤ 𝐶
(︁
ℎ𝑘+1 +

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ‖𝜉𝑛𝑐 ‖+ 𝜏

)︁ ⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
.
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Following [11], we take 𝑆 > 2 ‖u‖∞ in the cut-off operator in (4.7) to obtain
⃒⃒⃒
un+1 − un+1,M

h

⃒⃒⃒
≤⃒⃒

un+1 − un+1
h

⃒⃒
, which further yields

𝑅2 =
(︂(︂(︁

𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

−
(︁
𝜑𝑛+1D

(︁
un+1,M

h

)︁)︁−1
)︂

sn+1, 𝜉𝑛+1
𝑠

)︂
+
(︂(︂(︁

𝜑𝑛+1D
(︁
un+1,M

h

)︁)︁−1

−
(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1
)︂

sn+1, 𝜉𝑛+1
𝑠

)︂
+
(︁(︁(︀

𝜑𝑛+1
)︀−1

Me

(︀
un+1

)︀
−
(︀
𝜑𝑛+1

)︀−1
Me

(︀
un+1

h

)︀)︁
𝑐𝑛+1
𝑓 , 𝜉𝑛+1

𝑠

)︁
+
(︁(︁(︀

𝜑𝑛+1
)︀−1

Me

(︀
un+1

h

)︀
−
(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀)︁
𝑐𝑛+1
𝑓 , 𝜉𝑛+1

𝑠

)︁
≤ 𝐶

(︁⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
+
⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ℎ𝑘+1

)︁ ⃦⃦
𝜉𝑛+1

𝑠

⃦⃦
by hypothesis 3, the boundedness of D (·)−1 in (4.26) and the Lipschitz continuity of D (·)−1 and Me (·)
given in (4.28) and (4.30) respectively. Here 𝐶 depends on

⃦⃦⃦
𝑐𝑛+1
𝑓

⃦⃦⃦
∞

and
⃦⃦
sn+1

⃦⃦
∞. The estimate of 𝑅3

requires hypothesis 3 and Lemma 3.3,

𝑅3 ≤ 𝐶ℎ𝑘+1 ‖𝑐𝑓‖𝑘+2

⃦⃦
𝜉𝑛+1

𝑠

⃦⃦
.

Using the boundedness of 𝜑𝑛+1
ℎ ,D

(︁
un+1,M

h

)︁
and Me

(︀
un+1

h

)︀
, we have

𝑅4 ≤ 𝐶
(︀⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
+ ℎ𝑘+1

)︀ ⃦⃦
𝜉𝑛+1

𝑠

⃦⃦
.

The estimate of 𝑅5 follows from Schwarz inequality

𝑅5 ≤ 𝐶
(︀
‖𝜉𝑛𝑐 ‖+ ℎ𝑘+1 + 𝜏

)︀ ⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
.

Finally, we estimate 𝑅6. By using hypothesis 2, 3 and Lemma 2.1, we have

𝑅6 = −
(︀
𝐴
(︀
𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 − 𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛𝑓 + 𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛𝑓 − 𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ

)︀
, 𝜉𝑛+1
𝑐

)︀
= −

(︀
𝐴𝑐𝑛𝑓 (𝑎𝑣 (𝜑𝑛)− 𝑎𝑣 (𝜑𝑛ℎ)) +𝐴𝑎𝑣 (𝜑𝑛ℎ)

(︀
𝑐𝑛𝑓 − 𝑐𝑛ℎ

)︀
, 𝜉𝑛+1
𝑐

)︀
≤ 𝐶

(︀⃦⃦
𝑒𝑛𝜑
⃦⃦

+ ‖𝜉𝑛𝑐 ‖+ ℎ𝑘+1
)︀ ⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
.

Substituting all the above estimates into (5.28) and using 𝜑𝑛+1
ℎ = 𝜑𝑛ℎ + 𝜏𝐵𝑎𝑣(𝜑𝑛+1

ℎ )𝑐𝑛ℎ again, we get

1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ 𝜉𝑛+1

𝑐

⃦⃦⃦⃦2

+
1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ

(︀
𝜉𝑛+1
𝑐 − 𝜉𝑛𝑐

)︀⃦⃦⃦⃦2

− 1
2

⃦⃦⃦√︀
𝜑𝑛ℎ𝜉

𝑛
𝑐

⃦⃦⃦2

+ 𝜏

⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

𝜉𝑛+1
𝑠

⃦⃦⃦⃦2

≤ 𝐶𝜏
(︁
ℎ𝑘+1 +

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦

+ ‖𝜉𝑛𝑐 ‖+ 𝜏
)︁ ⃦⃦

𝜉𝑛+1
𝑐

⃦⃦
+𝐶𝜏

(︁⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
+
⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
+
⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ℎ𝑘+1

)︁ ⃦⃦
𝜉𝑛+1

𝑠

⃦⃦
+

1
2
𝜏𝑅

1− 𝜑𝑛+1
ℎ

1− 𝜑0
(𝜉𝑛𝑐 , 𝜉

𝑛
𝑐 )

≤ 𝐶𝜏

(︂⃦⃦
𝑒𝑛𝜑
⃦⃦2 +

⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦2

+ ‖𝜉𝑛𝑐 ‖
2 +

⃦⃦
𝜉𝑛+1
𝑐 − 𝜉𝑛𝑐

⃦⃦2
+
⃦⃦
𝜉𝑛+1

𝑢

⃦⃦2
+ ℎ2𝑘+2 + 𝜏2

)︂
+ 𝜀𝜏

⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

𝜉𝑛+1
𝑠

⃦⃦⃦⃦2

, (5.29)

where the last step follows from Young’s inequality. Summing it over 𝑛, taking 𝜀 = 1
8 and under the condition

𝐶𝜏 ≤ min
(︁

1
2 ,

𝛾
2 ,

𝜑0
2

)︁
, we have

1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ 𝜉𝑛+1

𝑐

⃦⃦⃦⃦2

+
7𝜏
8

𝑛∑︁
𝑚=0

⃦⃦⃦⃦(︁
𝜑𝑚+1
ℎ D

(︁
um+1,M

h

)︁)︁−1/2

𝜉𝑚+1
𝑠

⃦⃦⃦⃦2
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≤ 𝐶𝜏

𝑛∑︁
𝑚=0

(︂⃦⃦⃦
𝑒𝑚+1
𝜑 − 𝑒𝑚𝜑

⃦⃦⃦2

+
⃦⃦
𝑒𝑚𝜑
⃦⃦2 + ‖𝜉𝑚𝑐 ‖

2 +
⃦⃦
𝜉𝑚+1
𝑝 − 𝜉𝑚𝑝

⃦⃦2
+
⃦⃦
𝜉𝑚𝑝
⃦⃦2
)︂

+ 𝐶
(︀
ℎ2𝑘+2 + 𝜏2

)︀
, (5.30)

and here we need to use (5.27). According to the initial discretization in (4.19), we have

𝜉0𝑐 = 𝑃+𝑐0 − 𝑐0ℎ = 𝑃+𝑐0 − 𝑃+𝑐0 = 0, 𝜉0𝑝 = 𝑃+𝑝0 − 𝑝0
ℎ = 𝑃+𝑝0 − 𝑃+𝑝0 = 0,

𝑒0𝜑 = 𝜑0 − 𝜑0
ℎ = 𝜑0 − 𝜑0 = 0.

Combining (5.23), (5.27) and (5.30), and under the condition 𝐶𝜏 ≤ min
(︁

1
2 ,

𝛾
2 ,

𝜑0
2

)︁
, we get

1
2

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦2

+
𝛾

2

⃦⃦
𝜉𝑛+1
𝑝

⃦⃦2
+

1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ 𝜉𝑛+1

𝑐

⃦⃦⃦⃦2

+
7𝜏
8

𝑛∑︁
𝑚=0

⃦⃦⃦⃦(︁
𝜑𝑚+1
ℎ D

(︁
um+1,M

h

)︁)︁−1/2

𝜉𝑚+1
𝑠

⃦⃦⃦⃦2

+
7𝜏
8

𝑛∑︁
𝑚=0

⃦⃦⃦⃦
⃦⃦
(︃

𝜇

𝜅
(︀
𝜑𝑚+1
ℎ

)︀)︃1/2

𝜉𝑚+1
𝑢

⃦⃦⃦⃦
⃦⃦

2

≤ 𝐶𝜏

𝑛∑︁
𝑚=0

(︁⃦⃦
𝑒𝑚𝜑
⃦⃦2 + ‖𝜉𝑚𝑐 ‖

2 +
⃦⃦
𝜉𝑚𝑝
⃦⃦2
)︁

+ 𝐶
(︀
ℎ2𝑘+2 + 𝜏2

)︀
. (5.31)

We can obtain Lemma 5.4 by applying Lemma 3.5 to (5.31).
�

5.2.2. Proof of main result with 𝑟 = 2

The proof is similar as but a little complicated than that in the previous section. The exact solutions satisfy,
for any 𝑛 ≥ 1, the following forms(︂

𝛾
𝑝𝑛+1 − 𝑝𝑛

𝜏
, 𝜁

)︂
+
(︂
𝜑𝑛+1 − 𝜑𝑛

𝜏
, 𝜁

)︂
=

3
4
ℒ𝑑
(︀
un+1, 𝜁

)︀
+

1
4
ℒ𝑑
(︀
un−1, 𝜁

)︀
+

3
2

(𝑓𝑛, 𝜁)− 1
2
(︀
𝑓𝑛−1, 𝜁

)︀
+ (𝜍𝑛1 , 𝜁) , (5.32)(︂

𝜇

𝜅 (𝜑𝑛+1)
un+1,𝜃

)︂
= 𝒟

(︀
𝑝𝑛+1,𝜃

)︀
, (5.33)(︃

𝜑𝑛+1𝑐𝑛+1
𝑓 − 𝜑𝑛𝑐𝑛𝑓
𝜏

, 𝑣

)︃
=

3
4
ℒ𝑑
(︀
sn+1, 𝑣

)︀
+

1
4
ℒ𝑑
(︀
sn−1, 𝑣

)︀
− 3

2
(︀
𝐴𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 , 𝑣

)︀
+

1
2

(︁
𝐴𝑎𝑣

(︀
𝜑𝑛−1

)︀
𝑐𝑛−1
𝑓 , 𝑣

)︁
+

3
2
(︀
𝑓𝑛𝑝 𝑐

𝑛
𝑓 + 𝑓𝑛𝐼 𝑐

𝑛
𝐼 , 𝑣
)︀

− 1
2

(︁
𝑓𝑛−1
𝑝 𝑐𝑛−1

𝑓 + 𝑓𝑛−1
𝐼 𝑐𝑛−1

𝐼 , 𝑣
)︁

+ (𝜍𝑛2 , 𝑣) , (5.34)(︁(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1
sn+1,w

)︁
=
(︁(︀
𝜑𝑛+1

)︀−1
Me

(︀
un+1

)︀
𝑐𝑛+1
𝑓 ,w

)︁
+𝒟

(︁
𝑐𝑛+1
𝑓 ,w

)︁
, (5.35)

𝜑𝑛+1 − 𝜑𝑛

𝜏
=

1
2
𝐵𝑎𝑣

(︀
𝜑𝑛+1

)︀
𝑐𝑛+1,*
𝑓 +

1
2
𝐵𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 + 𝜍𝑛3 . (5.36)

Here 𝜍𝑛𝑖 , (𝑖 = 1, 2, 3) is local truncation error which satisfies

‖𝜍𝑛𝑖 ‖ ≤ 𝐶𝜏2, 𝑛 ≥ 1, (5.37)

under the assumption that the exact solutions are third-order differentiable. Then we can get the error equations.(︃
𝛾
𝑒𝑛+1
𝑝 − 𝑒𝑛𝑝

𝜏
, 𝜁

)︃
+

(︃
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏
, 𝜁

)︃
=

3
4
ℒ𝑑
(︀
en+1
u , 𝜁

)︀
+

1
4
ℒ𝑑
(︀
en−1
u , 𝜁

)︀
+ (𝜍𝑛1 , 𝜁) , (5.38)
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𝜇

𝜅 (𝜑𝑛+1)
un+1 − 𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀un+1
h ,𝜃

)︃
= 𝒟

(︀
𝑒𝑛+1
𝑝 ,𝜃

)︀
, (5.39)(︃

𝜑𝑛+1𝑐𝑛+1
𝑓 − 𝜑𝑛𝑐𝑛𝑓 −

(︀
𝜑𝑛+1
ℎ 𝑐𝑛+1

ℎ − 𝜑𝑛ℎ𝑐
𝑛
ℎ

)︀
𝜏

, 𝑣

)︃
=

3
4
ℒ𝑑
(︀
en+1
s , 𝑣

)︀
+

1
4
ℒ𝑑
(︀
en−1
s , 𝑣

)︀
− 3

2
(︀
𝐴
(︀
𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 − 𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ

)︀
, 𝑣
)︀

+
1
2

(︁
𝐴
(︁
𝑎𝑣
(︀
𝜑𝑛−1

)︀
𝑐𝑛−1
𝑓 − 𝑎𝑣

(︀
𝜑𝑛−1
ℎ

)︀
𝑐𝑛−1
ℎ

)︁
, 𝑣
)︁

+
3
2
(︀
𝑓𝑛𝑝 𝑒

𝑛
𝑐 , 𝑣
)︀
− 1

2
(︀
𝑓𝑛−1
𝑝 𝑒𝑛−1

𝑐 , 𝑣
)︀

+ (𝜍𝑛2 , 𝑣) , (5.40)(︂(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1
sn+1 −

(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

sn+1
h ,w

)︂
=
(︁(︀
𝜑𝑛+1

)︀−1
Me

(︀
un+1

)︀
𝑐𝑛+1
𝑓 −

(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑐𝑛+1
ℎ ,w

)︁
+𝒟

(︀
𝑒𝑛+1
𝑐 ,w

)︀
, (5.41)

𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏
=

1
2
𝐵
(︁
𝑎𝑣
(︀
𝜑𝑛+1

)︀
𝑐𝑛+1,*
𝑓 − 𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀
𝑐𝑛+1,*
ℎ

)︁
+

1
2
𝐵
(︀
𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 − 𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ

)︀
+ 𝜍𝑛3 , (5.42)

for 𝑛 ≥ 1, and (5.16)–(5.20) for 𝑛 = 0, with⃦⃦
𝜍0𝑖
⃦⃦
≤ 𝐶𝜏, 𝑖 = 1, 2, 3. (5.43)

Proof. Now we start to prove Lemma 5.4 for 𝑟 = 2.

Step 1. Multiplying (5.42) with 𝑒𝑛+1
𝜑 , and integrating it over Ω, we obtain(︁

𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑, 𝑒

𝑛+1
𝜑

)︁
=
𝜏

2

(︁
𝐵
(︀
𝑎𝑣
(︀
𝜑𝑛+1

)︀
− 𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀)︀
𝑐𝑛+1,*
𝑓 , 𝑒𝑛+1

𝜑

)︁
+
𝜏

2

(︁
𝐵𝑎𝑣

(︀
𝜑𝑛+1
ℎ

)︀ (︁
𝑐𝑛+1,*
𝑓 − 𝑐𝑛+1,*

ℎ

)︁
, 𝑒𝑛+1
𝜑

)︁
+
𝜏

2

(︁
𝐵𝑎𝑣 (𝜑𝑛ℎ)

(︀
𝑐𝑛𝑓 − 𝑐𝑛ℎ

)︀
, 𝑒𝑛+1
𝜑

)︁
+
𝜏

2

(︁
𝐵 (𝑎𝑣 (𝜑𝑛)− 𝑎𝑣 (𝜑𝑛ℎ)) 𝑐𝑛𝑓 , 𝑒

𝑛+1
𝜑

)︁
+ 𝜏

(︁
𝜍𝑛3 , 𝑒

𝑛+1
𝜑

)︁
. (5.44)

We use the fact
⃒⃒⃒
𝑐𝑛𝑓 − 𝑐𝑛ℎ

⃒⃒⃒
≤
⃒⃒⃒
𝑐𝑛𝑓 − 𝑐𝑛ℎ

⃒⃒⃒
and the Lipschitz continuity of 𝑎𝑣(·) to get

1
2

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦2

+
1
2

⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦2

− 1
2

⃦⃦
𝑒𝑛𝜑
⃦⃦2

≤ 𝐶𝜏
(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦

+ ‖𝜉𝑛𝑐 ‖+
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦
+ ℎ𝑘+1 + 𝜏2

)︁ ⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
≤ 𝐶𝜏

(︁⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦

+ ‖𝜉𝑛𝑐 ‖+
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦
+ ℎ𝑘+1 + 𝜏2

)︁(︁⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦)︁

≤ 𝐶𝜏

(︂⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦2

+
⃦⃦
𝑒𝑛𝜑
⃦⃦2 + ‖𝜉𝑛𝑐 ‖

2 +
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦2
+ ℎ2𝑘+2 + 𝜏4

)︂
. (5.45)

Summing the above equation over 𝑛, we get

1
2

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦2

+
1
2

𝑛∑︁
𝑚=1

⃦⃦⃦
𝑒𝑚+1
𝜑 − 𝑒𝑚𝜑

⃦⃦⃦2

≤ 𝐶𝜏

𝑛∑︁
𝑚=1

(︂⃦⃦⃦
𝑒𝑚+1
𝜑 − 𝑒𝑚𝜑

⃦⃦⃦2

+
⃦⃦
𝑒𝑚𝜑
⃦⃦2 + ‖𝜉𝑚𝑐 ‖

2 +
⃦⃦
𝜉𝑚−1
𝑐

⃦⃦2
)︂

+ 𝐶
(︀
ℎ2𝑘+2 + 𝜏4

)︀
+

1
2

⃦⃦
𝑒1𝜑
⃦⃦2
. (5.46)

Similarly, we have⃦⃦⃦⃦
⃦𝑒

𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏

⃦⃦⃦⃦
⃦ ≤ 1

2

⃦⃦⃦⃦
⃦𝑅𝑐

𝑛+1,*
𝑓

1− 𝜑0
𝑒𝑛+1
𝜑

⃦⃦⃦⃦
⃦+

1
2

⃦⃦⃦⃦
𝑅

1− 𝜑0

(︀
1− 𝜑𝑛+1

ℎ

)︀ (︁
𝑐𝑛+1,*
𝑓 − 𝑐𝑛+1,*

ℎ

)︁⃦⃦⃦⃦
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+
1
2

⃦⃦⃦⃦
𝑅𝑐𝑛𝑓

1− 𝜑0
𝑒𝑛𝜑

⃦⃦⃦⃦
+

1
2

⃦⃦⃦⃦
𝑅

1− 𝜑0
(1− 𝜑𝑛ℎ)

(︀
𝑐𝑛𝑓 − 𝑐𝑛ℎ

)︀⃦⃦⃦⃦
+ 𝐶𝜏2

≤ 𝐶
(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦

+ ‖𝜉𝑛𝑐 ‖+
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦
+ ℎ𝑘+1 + 𝜏2

)︁
. (5.47)

Step 2. Taking 𝜉𝑛+1
𝑝 in (5.38) and 3

4𝜉𝑛+1
𝑢 in (5.39) and summing up to obtain(︃

𝛾
𝜉𝑛+1
𝑝 − 𝜉𝑛𝑝

𝜏
, 𝜉𝑛+1
𝑝

)︃
+

3
4

(︂
𝜇

𝜅 (𝜑𝑛+1)
𝜉𝑛+1

𝑢 , 𝜉𝑛+1
𝑢

)︂
=

5∑︁
𝑖=1

𝑇𝑖, (5.48)

where

𝑇1 =

(︃
𝛾
𝜂𝑛+1
𝑝 − 𝜂𝑛𝑝

𝜏
, 𝜉𝑛+1
𝑝

)︃
−

(︃
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

𝜏
, 𝜉𝑛+1
𝑝

)︃
,

𝑇2 =
3
4

(︂
𝜇

𝜅 (𝜑𝑛+1)
𝜂𝑛+1

𝑢 , 𝜉𝑛+1
𝑢

)︂
+

3
4

(︃(︃
𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀ − 𝜇

𝜅 (𝜑𝑛+1)

)︃
un+1

h , 𝜉𝑛+1
𝑢

)︃
,

𝑇3 =
1
4
ℒ𝑑
(︀
𝜉𝑛−1

𝑢 , 𝜉𝑛+1
𝑝

)︀
,

𝑇4 = −3
4
𝒟
(︀
𝜂𝑛+1
𝑝 , 𝜉𝑛+1

𝑢

)︀
,

𝑇5 =
(︀
𝜍𝑛1 , 𝜉

𝑛+1
𝑝

)︀
.

Now we estimate 𝑇 ′𝑖𝑠 term by term. By Lemma 5.3 and (5.47), we get

𝑇1 ≤ 𝐶
(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦

+ ‖𝜉𝑛𝑐 ‖+
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦
+ ℎ𝑘+1 + 𝜏2

)︁ ⃦⃦
𝜉𝑛+1
𝑝

⃦⃦
.

Using (5.8), the Lipschitz continuity of 𝜅(·)−1 and Schwarz inequality again leads to

𝑇2 ≤ 𝐶
(︀⃦⃦

𝜂𝑛+1
𝑢

⃦⃦
+
⃦⃦
𝜑𝑛+1 − 𝜑𝑛+1

ℎ

⃦⃦)︀ ⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
≤ 𝐶

(︁
ℎ𝑘+1 +

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦)︁ ⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
,

where the second step requires Lemma 5.3. As for 𝑇3, it will be a little complicated. Using(4.13) and taking
𝜃 = 𝜉𝑛−1

𝑢 in (5.39), we can obtain that

1
4
ℒ𝑑
(︀
𝜉𝑛−1

𝑢 , 𝜉𝑛+1
𝑝

)︀
= −1

4
𝒟
(︀
𝜉𝑛+1
𝑝 , 𝜉𝑛−1

𝑢

)︀
= −1

4

(︃
𝜇

𝜅 (𝜑𝑛+1)
un+1 − 𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀un+1
h , 𝜉𝑛−1

𝑢

)︃
− 1

4
𝒟
(︀
𝜂𝑛+1
𝑝 , 𝜉𝑛−1

𝑢

)︀
.

For the first term on the right-hand side, we have

−1
4

(︃
𝜇

𝜅 (𝜑𝑛+1)
un+1 − 𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀un+1
h , 𝜉𝑛−1

𝑢

)︃

= −1
4

(︃(︃
𝜇

𝜅 (𝜑𝑛+1)
− 𝜇

𝜅
(︀
𝜑𝑛+1
ℎ

)︀)︃un+1
h , 𝜉𝑛−1

𝑢

)︃
− 1

4

(︂
𝜇

𝜅 (𝜑𝑛+1)
(︀
un+1 − un+1

h

)︀
, 𝜉𝑛−1

𝑢

)︂
.

Then we obtain

𝑇3 ≤ 𝐶
⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦ ⃦⃦
𝜉𝑛−1

𝑢

⃦⃦
+

1
4

⃦⃦⃦⃦
⃦
√︃(︂

𝜇

𝜅 (𝜑𝑛+1)

)︂
𝜉𝑛+1

𝑢

⃦⃦⃦⃦
⃦
⃦⃦⃦⃦
⃦
√︃(︂

𝜇

𝜅 (𝜑𝑛−1)

)︂
𝜉𝑛−1

𝑢

⃦⃦⃦⃦
⃦
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+
1
4

⃦⃦⃦⃦
⃦
√︃(︂

𝜇

𝜅 (𝜑𝑛+1)

)︂
𝜂𝑛+1

𝑢

⃦⃦⃦⃦
⃦
⃦⃦⃦⃦
⃦
√︃(︂

𝜇

𝜅 (𝜑𝑛−1)

)︂
𝜉𝑛−1

𝑢

⃦⃦⃦⃦
⃦+ 𝐶ℎ𝑘+1

⃦⃦
𝑝𝑛+1

⃦⃦
𝑘+2

⃦⃦
𝜉𝑛−1

𝑢

⃦⃦
,

with the monotonicity of 𝜑ℎ. The estimate of 𝑇4 follows from Lemma 3.3,

𝑇4 ≤ 𝐶ℎ𝑘+1
⃦⃦
𝑝𝑛+1

⃦⃦
𝑘+2

⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
.

Obviously,
𝑇5 ≤ 𝐶𝜏2

⃦⃦
𝜉𝑛+1
𝑝

⃦⃦
.

Substituting the above estimates into (5.48), we obtain

𝛾

2

⃦⃦
𝜉𝑛+1
𝑝

⃦⃦2
+
𝛾

2

⃦⃦
𝜉𝑛+1
𝑝 − 𝜉𝑛𝑝

⃦⃦2 − 𝛾

2

⃦⃦
𝜉𝑛𝑝
⃦⃦2 +

3𝜏
4

⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑𝑛+1)
𝜉𝑛+1

𝑢

⃦⃦⃦⃦2

≤ 𝐶𝜏
(︁⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦

+ ‖𝜉𝑛𝑐 ‖+
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦
+ ℎ𝑘+1 + 𝜏2

)︁ ⃦⃦
𝜉𝑛+1
𝑝

⃦⃦
+𝐶𝜏

(︁
ℎ𝑘+1 +

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦)︁ ⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
+ 𝐶𝜏

(︁
ℎ𝑘+1 +

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦)︁ ⃦⃦
𝜉𝑛−1

𝑢

⃦⃦
+
𝜏

4

⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑𝑛+1)
𝜉𝑛+1

𝑢

⃦⃦⃦⃦ ⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑𝑛−1)
𝜉𝑛−1

𝑢

⃦⃦⃦⃦
+
𝜏

4

⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑𝑛+1)
𝜂𝑛+1

𝑢

⃦⃦⃦⃦ ⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑𝑛−1)
𝜉𝑛−1

𝑢

⃦⃦⃦⃦
≤ 𝐶𝜏

(︂⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦2

+
⃦⃦
𝑒𝑛𝜑
⃦⃦2 + ‖𝜉𝑛𝑐 ‖

2 +
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦2
+
⃦⃦
𝜉𝑛+1
𝑝 − 𝜉𝑛𝑝

⃦⃦2
+
⃦⃦
𝜉𝑛𝑝
⃦⃦2 + ℎ2𝑘+2 + 𝜏4

)︂
+
𝜏

4

⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑𝑛+1)
𝜉𝑛+1

𝑢

⃦⃦⃦⃦2

+
𝜏

4

⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑𝑛−1)
𝜉𝑛−1

𝑢

⃦⃦⃦⃦2

. (5.49)

Taking 𝑛 = −1 and 𝜃 = 𝜉0
𝑢 in (5.39), we have(︂

𝜇

𝜅 (𝜑0)
𝜉0

𝑢, 𝜉
0
𝑢

)︂
=
(︂

𝜇

𝜅 (𝜑0)
𝜂0

𝑢, 𝜉
0
𝑢

)︂
−𝐷

(︀
𝜂0
𝑝, 𝜉

0
𝑢

)︀
.

By Schwarz inequality, Lemmas 3.3 and 5.3, we obtain⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑0)
𝜉0

𝑢

⃦⃦⃦⃦2

≤ 𝐶ℎ𝑘+1
⃦⃦
𝜉0

𝑢

⃦⃦
+ 𝐶ℎ𝑘+1 ‖𝑝0‖𝑘+2

⃦⃦
𝜉0

𝑢

⃦⃦
≤ 𝐶ℎ2𝑘+2 + 𝜀

⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑0)
𝜉0

𝑢

⃦⃦⃦⃦2

,

leading to ⃦⃦
𝜉0

𝑢

⃦⃦2 ≤ 𝐶ℎ2𝑘+2. (5.50)

Summing (5.49) over 𝑛, we can get

𝛾

2

⃦⃦
𝜉𝑛+1
𝑝

⃦⃦2
+
𝛾

2

𝑛∑︁
𝑚=1

⃦⃦
𝜉𝑚+1
𝑝 − 𝜉𝑚𝑝

⃦⃦2
+
𝜏

4

𝑛∑︁
𝑚=1

⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑𝑚+1)
𝜉𝑚+1

𝑢

⃦⃦⃦⃦2

≤ 𝐶𝜏

𝑛∑︁
𝑚=1

(︂⃦⃦⃦
𝑒𝑚+1
𝜑 − 𝑒𝑚𝜑

⃦⃦⃦2

+
⃦⃦
𝑒𝑚𝜑
⃦⃦2 + ‖𝜉𝑚𝑐 ‖

2 +
⃦⃦
𝜉𝑚−1
𝑐

⃦⃦2
+
⃦⃦
𝜉𝑚+1
𝑝 − 𝜉𝑚𝑝

⃦⃦2
+
⃦⃦
𝜉𝑚𝑝
⃦⃦2
)︂

+𝐶
(︀
ℎ2𝑘+2 + 𝜏4

)︀
+
𝜏

4

⃦⃦⃦⃦√︂
𝜇

𝜅 (𝜑1)
𝜉1

𝑢

⃦⃦⃦⃦2

+
𝛾

2

⃦⃦
𝜉1𝑝
⃦⃦2
. (5.51)

Step 3. Taking 𝑣 = 𝜉𝑛+1
𝑐 in (5.40) and w = 3

4𝜉𝑛+1
𝑠 in (5.41), then summing these two equations, we have(︃(︀

𝜉𝑛+1
𝑐 − 𝜉𝑛𝑐

)︀
𝜑𝑛+1
ℎ

𝜏
, 𝜉𝑛+1
𝑐

)︃
+

3
4

(︂(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

𝜉𝑛+1
𝑠 , 𝜉𝑛+1

𝑠

)︂
=

7∑︁
𝑖=1

𝑅𝑖, (5.52)



1124 H. GUO ET AL.

where

𝑅1 =

(︃(︀
𝜂𝑛+1
𝑐 − 𝜂𝑛𝑐

)︀
𝜑𝑛+1
ℎ

𝜏
, 𝜉𝑛+1
𝑐

)︃
−

⎛⎝
(︁
𝑐𝑛+1
𝑓 − 𝑐𝑛𝑓

)︁
𝑒𝑛+1
𝜑

𝜏
, 𝜉𝑛+1
𝑐

⎞⎠−

⎛⎝
(︁
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

)︁
𝑐𝑛𝑓

𝜏
, 𝜉𝑛+1
𝑐

⎞⎠
−

(︃(︀
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

)︀
𝜉𝑛𝑐

𝜏
, 𝜉𝑛+1
𝑐

)︃
+

(︃(︀
𝜑𝑛+1
ℎ − 𝜑𝑛ℎ

)︀
𝜂𝑛𝑐

𝜏
, 𝜉𝑛+1
𝑐

)︃
,

𝑅2 =
3
4

(︂(︂(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

−
(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1
)︂

sn+1, 𝜉𝑛+1
𝑠

)︂
+

3
4

(︁(︁(︀
𝜑𝑛+1

)︀−1
Me

(︀
un+1

)︀
−
(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀)︁
𝑐𝑛+1
𝑓 , 𝜉𝑛+1

𝑠

)︁
,

𝑅3 =
1
4
ℒ𝑑
(︀
𝜉𝑛−1

𝑠 , 𝜉𝑛+1
𝑐

)︀
,

𝑅4 = −3
4
𝒟
(︀
𝜂𝑛+1
𝑐 , 𝜉𝑛+1

𝑠

)︀
,

𝑅5 =
3
4

(︂(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

𝜂𝑛+1
𝑠 , 𝜉𝑛+1

𝑠

)︂
+

3
4

(︁(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑒𝑛+1
𝑐 , 𝜉𝑛+1

𝑠

)︁
,

𝑅6 =
3
2
(︀
𝑓𝑛𝑝 𝑒

𝑛
𝑐 , 𝜉

𝑛+1
𝑐

)︀
− 1

2
(︀
𝑓𝑛−1
𝑝 𝑒𝑛−1

𝑐 , 𝜉𝑛+1
𝑐

)︀
+
(︀
𝜍𝑛2 , 𝜉

𝑛+1
𝑐

)︀
,

𝑅7 = −3
2
𝐴
(︀
𝑎𝑣 (𝜑𝑛) 𝑐𝑛𝑓 − 𝑎𝑣 (𝜑𝑛ℎ) 𝑐𝑛ℎ, 𝜉

𝑛+1
𝑐

)︀
+

1
2
𝐴
(︁
𝑎𝑣
(︀
𝜑𝑛−1

)︀
𝑐𝑛−1
𝑓 − 𝑎𝑣

(︀
𝜑𝑛−1
ℎ

)︀
𝑐𝑛−1
ℎ , 𝜉𝑛+1

𝑐

)︁
.

Now we estimate 𝑅𝑖(𝑖 = 1, 2, 3, 4, 5, 6, 7) term by term. The estimate is similar to the situation with 𝑟 = 1
except 𝑅3.

𝑅1 ≤ 𝐶
(︁
ℎ𝑘+1 +

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦

+ ‖𝜉𝑛𝑐 ‖+
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦
+ 𝜏2

)︁ ⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
,

𝑅2 ≤ 𝐶
(︁⃦⃦

𝜉𝑛+1
𝑢

⃦⃦
+
⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+ ℎ𝑘+1

)︁ ⃦⃦
𝜉𝑛+1

𝑠

⃦⃦
,

𝑅4 ≤ 𝐶ℎ𝑘+1
⃦⃦⃦
𝑐𝑛+1
𝑓

⃦⃦⃦
𝑘+2

⃦⃦
𝜉𝑛+1

𝑠

⃦⃦
,

𝑅5 ≤ 𝐶
(︀⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
+ ℎ𝑘+1

)︀ ⃦⃦
𝜉𝑛+1

𝑠

⃦⃦
,

𝑅6 ≤ 𝐶
(︀⃦⃦
𝜉𝑛−1
𝑐

⃦⃦
+ ‖𝜉𝑛𝑐 ‖+ ℎ𝑘+1 + 𝜏2

)︀ ⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
,

𝑅7 ≤ 𝐶
(︁
‖𝜉𝑛𝑐 ‖+

⃦⃦
𝜉𝑛−1
𝑐

⃦⃦
+
⃦⃦
𝑒𝑛𝜑
⃦⃦

+
⃦⃦⃦
𝑒𝑛−1
𝜑

⃦⃦⃦
+ ℎ𝑘+1

)︁ ⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
.

Next, we estimate 𝑅3. Applying (4.13) and taking w = 𝜉𝑛−1
𝑠 in (5.41) to get

𝑅3 = −1
4
𝒟
(︀
𝜉𝑛+1
𝑐 , 𝜉𝑛−1

𝑠

)︀
= −1

4

(︂(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1
sn+1 −

(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

sn+1
h , 𝜉𝑛−1

𝑠

)︂
+

1
4

(︁(︀
𝜑𝑛+1

)︀−1
Me

(︀
un+1

)︀
𝑐𝑛+1
𝑓 −

(︀
𝜑𝑛+1
ℎ

)︀−1
Me

(︀
un+1

h

)︀
𝑐𝑛+1
ℎ , 𝜉𝑛−1

𝑠

)︁
− 1

4
𝒟
(︀
𝜂𝑛+1
𝑐 , 𝜉𝑛−1

𝑠

)︀
.

In particular,

−1
4

(︂(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1
sn+1 −

(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

sn+1
h , 𝜉𝑛−1

𝑠

)︂
= −1

4

(︂(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

𝜉𝑛+1
𝑠 , 𝜉𝑛−1

𝑠

)︂
+

1
4

(︂(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

𝜂𝑛+1
𝑠 , 𝜉𝑛−1

𝑠

)︂
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− 1
4

(︂(︂(︀
𝜑𝑛+1D

(︀
un+1

)︀)︀−1 −
(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1
)︂

sn+1, 𝜉𝑛−1
𝑠

)︂
:= Λ1 + Λ2 + Λ3. (5.53)

Here we define a new inner product ⟨v,v⟩ =
(︀
(𝜑D(u))−1v,v

)︀
, and applying Schwarz inequality, the mono-

tonicity of 𝜑ℎ and Young’s inequality to Λ1, we get

|Λ1| ≤
1
8

(︂(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1

𝜉𝑛+1
𝑠 , 𝜉𝑛+1

𝑠

)︂
+

1
8

(︂(︁
𝜑𝑛−1
ℎ D

(︁
un+1,M

h

)︁)︁−1

𝜉𝑛−1
𝑠 , 𝜉𝑛−1

𝑠

)︂
= Θ + ̃︀Θ,

(5.54)

where

Θ =
1
8

(︃⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

𝜉𝑛+1
𝑠

⃦⃦⃦⃦2

+
⃦⃦⃦⃦(︁
𝜑𝑛−1
ℎ D

(︁
un−1,M

h

)︁)︁−1/2

𝜉𝑛−1
𝑠

⃦⃦⃦⃦2
)︃
,

̃︀Θ =
1
8

(︂(︂(︁
𝜑𝑛−1
ℎ D

(︁
un+1,M

h

)︁)︁−1

−
(︁
𝜑𝑛−1
ℎ D

(︁
un−1,M

h

)︁)︁−1
)︂

𝜉𝑛−1
𝑠 , 𝜉𝑛−1

𝑠

)︂
.

Notice that(︁
𝜑𝑛−1
ℎ D

(︁
un+1,M

h

)︁)︁−1

−
(︁
𝜑𝑛−1
ℎ D

(︁
un−1,M

h

)︁)︁−1

=
[︁(︀
𝜑𝑛−1
ℎ D

(︀
un+1

)︀)︀−1 −
(︀
𝜑𝑛−1
ℎ D

(︀
un−1

)︀)︀−1
]︁
−
[︂(︀
𝜑𝑛−1
ℎ D

(︀
un+1

)︀)︀−1 −
(︁
𝜑𝑛−1
ℎ D

(︁
un+1,M

h

)︁)︁−1
]︂

+
[︂(︀
𝜑𝑛−1
ℎ D

(︀
un−1

)︀)︀−1 −
(︁
𝜑𝑛−1
ℎ D

(︁
un−1,M

h

)︁)︁−1
]︂
.

By the a priori assumption, we can further get⃒⃒⃒ ̃︀Θ⃒⃒⃒ ≤ 𝐶
(︀
𝜏 +

⃦⃦
en+1
u

⃦⃦
∞ +

⃦⃦
en−1
u

⃦⃦
∞

)︀ ⃦⃦
𝜉𝑛−1

𝑠

⃦⃦2 ≤ 𝐶
(︀
𝜏 + ℎ𝛿

)︀ ⃦⃦
𝜉𝑛−1

𝑠

⃦⃦2

≤ 1
8

⃦⃦⃦⃦(︁
𝜑𝑛−1
ℎ D(un−1,M

h )
)︁−1/2

𝜉𝑛−1
𝑠

⃦⃦⃦⃦2

.

Then we have

𝑅3 ≤ Θ +
1
8

⃦⃦⃦⃦(︁
𝜑𝑛−1
ℎ D(un−1,M

h )
)︁−1/2

𝜉𝑛−1
𝑠

⃦⃦⃦⃦2

+ 𝐶
(︁⃦⃦
𝜉𝑛+1
𝑐

⃦⃦
+
⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦
+
⃦⃦
𝜉𝑛+1

𝑢

⃦⃦
+ ℎ𝑘+1

)︁ ⃦⃦
𝜉𝑛−1

𝑠

⃦⃦
,

by using the boundedness of 𝜑𝑛+1
ℎ ,D

(︁
un+1,M

h

)︁
and Me

(︀
un+1

h

)︀
and Lemma 3.3. Substituting the above

estimates into (5.52), we have

1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ 𝜉𝑛+1

𝑐

⃦⃦⃦⃦2

+
1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ

(︀
𝜉𝑛+1
𝑐 − 𝜉𝑛𝑐

)︀⃦⃦⃦⃦2

− 1
2

⃦⃦⃦√︀
𝜑𝑛ℎ𝜉

𝑛
𝑐

⃦⃦⃦2

+
3
4
𝜏

⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D

(︁
un+1,M

h

)︁)︁−1/2

𝜉𝑛+1
𝑠

⃦⃦⃦⃦2

≤ 𝐶𝜏

(︂⃦⃦⃦
𝑒𝑛+1
𝜑 − 𝑒𝑛𝜑

⃦⃦⃦2

+
⃦⃦
𝑒𝑛𝜑
⃦⃦2 +

⃦⃦⃦
𝑒𝑛−1
𝜑

⃦⃦⃦2

+
⃦⃦
𝜉𝑛+1
𝑐 − 𝜉𝑛𝑐

⃦⃦2
+ ‖𝜉𝑛𝑐 ‖

2 +
⃦⃦
𝜉𝑛−1
𝑐

⃦⃦2
+
⃦⃦
𝜉𝑛+1

𝑢

⃦⃦2
)︂

+ 𝜀𝜏

⃦⃦⃦⃦(︁
𝜑𝑛+1
ℎ D(un+1,M

h )
)︁−1/2

𝜉𝑛+1
𝑠

⃦⃦⃦⃦2

+ 𝜀𝜏

⃦⃦⃦⃦(︁
𝜑𝑛−1
ℎ D(un−1,M

h )
)︁−1/2

𝜉𝑛−1
𝑠

⃦⃦⃦⃦2
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+
1
8
𝜏

⃦⃦⃦⃦(︁
𝜑𝑛−1
ℎ D(un−1,M

h )
)︁−1/2

𝜉𝑛−1
𝑠

⃦⃦⃦⃦2

+ 𝜏Θ + 𝐶𝜏
(︀
ℎ2𝑘+2 + 𝜏4

)︀
, (5.55)

where the treatment of the third term on the left-hand side is similar to (4.43). Taking 𝑛 = −1 and w = 𝜉0
𝑠

in (5.41) to get(︂(︁
𝜑0D

(︁
u0,M

h

)︁)︁−1

𝜉0
𝑠 , 𝜉

0
𝑠

)︂
=
(︂(︁

𝜑0D
(︁
u0,M

h

)︁)︁−1

𝜂0
𝑠 , 𝜉

0
𝑠

)︂
−
(︂(︂(︀

𝜑0D
(︀
u0
)︀)︀−1 −

(︁
𝜑0D

(︁
u0,M

h

)︁)︁−1
)︂

s0, 𝜉0
𝑠

)︂
+
(︁

(𝜑0)−1 Me

(︀
u0
)︀
𝑐0𝑓 − (𝜑0)−1 Me

(︀
u0

h

)︀
𝑐0ℎ, 𝜉

0
𝑠

)︁
−𝒟

(︀
𝜂0
𝑐 , 𝜉

0
𝑠

)︀
.

Then we have⃦⃦⃦⃦(︁
𝜑0D

(︁
u0,M

h

)︁)︁−1/2

𝜉0
𝑠

⃦⃦⃦⃦2

≤ 𝐶
⃦⃦
𝜂0

𝑠

⃦⃦ ⃦⃦
𝜉0

𝑠

⃦⃦
+ 𝐶

⃦⃦
e0
u

⃦⃦ ⃦⃦
𝜉0

𝑠

⃦⃦
+ 𝐶

⃦⃦
𝑒0𝑐
⃦⃦ ⃦⃦

𝜉0
𝑠

⃦⃦
+ 𝐶ℎ𝑘+1

⃦⃦
𝑐0𝑓
⃦⃦
𝑘+2

⃦⃦
𝜉0

𝑠

⃦⃦
≤ 𝐶

⃦⃦
𝜂0

𝑠

⃦⃦ ⃦⃦
𝜉0

𝑠

⃦⃦
+ 𝐶

⃦⃦
𝜉0

𝑢

⃦⃦ ⃦⃦
𝜉0

𝑠

⃦⃦
+ 𝐶

⃦⃦
𝜂0

𝑢

⃦⃦ ⃦⃦
𝜉0

𝑠

⃦⃦
+ 𝐶

⃦⃦
𝜂0
𝑐

⃦⃦ ⃦⃦
𝜉0

𝑠

⃦⃦
+𝐶ℎ𝑘+1

⃦⃦
𝑐0𝑓
⃦⃦
𝑘+2

⃦⃦
𝜉0

𝑠

⃦⃦
≤ 𝐶ℎ2𝑘+2 + 𝜀

⃦⃦⃦⃦(︁
𝜑0D

(︁
u0,M

h

)︁)︁−1/2

𝜉0
𝑠

⃦⃦⃦⃦2

,

where in the first step we use Lemma 3.3 and the Lipschitz continuity of D(·)−1 and Me(·) given in (4.28)
and (4.30) while the third step is based on Lemma 5.3 and the estimate of 𝜉0

𝑢 in (5.50). It is easy to obtain⃦⃦
𝜉0

𝑠

⃦⃦2 ≤ 𝐶ℎ2𝑘+2. (5.56)

Taking 𝜀 = 1
8 , summing (5.55) over 𝑛 and using (5.51) to obtain

1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ 𝜉𝑛+1

𝑐

⃦⃦⃦⃦2

+
1
8
𝜏

𝑛∑︁
𝑚=1

⃦⃦⃦⃦(︁
𝜑𝑚+1
ℎ D

(︁
um+1,M

h

)︁)︁−1/2

𝜉𝑚+1
𝑠

⃦⃦⃦⃦2

≤ 𝐶𝜏

𝑛∑︁
𝑚=1

(︂⃦⃦⃦
𝑒𝑚+1
𝜑 − 𝑒𝑚𝜑

⃦⃦⃦2

+
⃦⃦
𝑒𝑚𝜑
⃦⃦2 +

⃦⃦⃦
𝑒𝑚−1
𝜑

⃦⃦⃦2
)︂

+𝐶𝜏

𝑛∑︁
𝑚=1

(︁
‖𝜉𝑚𝑐 ‖

2 +
⃦⃦
𝜉𝑚−1
𝑐

⃦⃦2
+
⃦⃦
𝜉𝑚+1
𝑝 − 𝜉𝑚𝑝

⃦⃦2
+
⃦⃦
𝜉𝑚𝑝
⃦⃦2
)︁

+𝐶
(︀
ℎ2𝑘+2 + 𝜏4

)︀
+

3𝜏
8

⃦⃦⃦⃦(︁
𝜑1
ℎD
(︁
u1,M

h

)︁)︁−1/2

𝜉1
𝑠

⃦⃦⃦⃦2

+
1
2

⃦⃦⃦⃦√︁
𝜑1
ℎ𝜉

1
𝑐

⃦⃦⃦⃦2

+ 𝐶

⎛⎝⃦⃦𝜉1𝑝⃦⃦2
+ 𝜏

⃦⃦⃦⃦
⃦
(︂

𝜇

𝜅 (𝜑1)

)︂1/2

𝜉1
𝑢

⃦⃦⃦⃦
⃦

2
⎞⎠ . (5.57)

Combining (5.46), (5.51) and (5.57), and under the condition ℎ2𝑘−3𝛿 ≤ 𝜏 ≤ ℎ
2+3𝛿

3 , we obtain

1
2

⃦⃦⃦
𝑒𝑛+1
𝜑

⃦⃦⃦2

+
𝛾

2

⃦⃦
𝜉𝑛+1
𝑝

⃦⃦2
+

1
2

⃦⃦⃦⃦√︁
𝜑𝑛+1
ℎ 𝜉𝑛+1

𝑐

⃦⃦⃦⃦2

+
1
4
𝜏

𝑛∑︁
𝑚=1

⃦⃦⃦⃦
⃦
(︂

𝜇

𝜅 (𝜑𝑚+1)

)︂1/2

𝜉𝑚+1
𝑢

⃦⃦⃦⃦
⃦

2

+
1
8
𝜏

𝑛∑︁
𝑚=1

⃦⃦⃦⃦(︁
𝜑𝑚+1
ℎ D

(︁
um+1,M

h

)︁)︁−1/2

𝜉𝑚+1
𝑠

⃦⃦⃦⃦2
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≤ 𝐶𝜏

𝑛∑︁
𝑚=1

(︂⃦⃦
𝑒𝑚𝜑
⃦⃦2 +

⃦⃦⃦
𝑒𝑚−1
𝜑

⃦⃦⃦2

+ ‖𝜉𝑚𝑐 ‖
2 +

⃦⃦
𝜉𝑚−1
𝑐

⃦⃦2
+
⃦⃦
𝜉𝑚𝑝
⃦⃦2
)︂

+ 𝐶
(︀
ℎ2𝑘+2 + 𝜏4

)︀
+𝑄1, (5.58)

where

𝑄1 =
1
2

⃦⃦
𝑒1𝜑
⃦⃦2

+
1
2

⃦⃦⃦⃦√︁
𝜑1
ℎ𝜉

1
𝑐

⃦⃦⃦⃦2

+
3𝜏
8

⃦⃦⃦⃦(︁
𝜑1
ℎD
(︁
u1,M

h

)︁)︁−1/2

𝜉1
𝑠

⃦⃦⃦⃦2

+𝐶

⎛⎝⃦⃦𝜉1𝑝⃦⃦2
+ 𝜏

⃦⃦⃦⃦
⃦
(︂

𝜇

𝜅 (𝜑1)

)︂1/2

𝜉1
𝑢

⃦⃦⃦⃦
⃦

2
⎞⎠ ≤ 𝐶

(︀
ℎ2𝑘+2 + 𝜏4

)︀
. (5.59)

We can get Lemma 5.4 by applying Lemma 3.5 to (5.58). �

And next we will proof (5.59). Since the second-order scheme starts with the first-order scheme, combining
(5.22), (5.26) and (5.29), and taking 𝑛 = 0 leads to

1
2

⃦⃦
𝑒1𝜑
⃦⃦2

+
𝛾

2
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𝜉1𝑝
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+
1
2

⃦⃦⃦⃦√︁
𝜑1
ℎ𝜉

1
𝑐

⃦⃦⃦⃦2

+ 𝜏

⃦⃦⃦⃦
⃦
(︂

𝜇

𝜅 (𝜑1
ℎ)

)︂1/2

𝜉1
𝑢

⃦⃦⃦⃦
⃦

2

+ 𝜏

⃦⃦⃦⃦(︁
𝜑1
ℎD
(︁
u1,M

h

)︁)︁−1/2

𝜉1
𝑠

⃦⃦⃦⃦2

≤ 𝐶𝜏
(︀⃦⃦
𝑒1𝜑
⃦⃦
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𝑒1𝜑
⃦⃦

+ 𝐶𝜏
(︀⃦⃦
𝑒1𝜑
⃦⃦

+ ℎ𝑘+1
)︀ ⃦⃦

𝜉1
𝑢

⃦⃦
+𝐶𝜏

(︀⃦⃦
𝑒1𝜑
⃦⃦

+ ℎ𝑘+1 + 𝜏
)︀ ⃦⃦
𝜉1𝑐
⃦⃦

+ 𝐶𝜏
(︀⃦⃦
𝑒1𝜑
⃦⃦

+ ℎ𝑘+1 + 𝜏
)︀
)
⃦⃦
𝜉1𝑝
⃦⃦

+𝐶𝜏
(︀⃦⃦
𝑒1𝜑
⃦⃦

+
⃦⃦
𝜉1𝑐
⃦⃦

+
⃦⃦
𝜉1

𝑢

⃦⃦
+ ℎ𝑘+1

)︀ ⃦⃦
𝜉1

𝑠

⃦⃦
≤ 𝐶𝜏

(︁⃦⃦
𝑒1𝜑
⃦⃦2

+
⃦⃦
𝜉1𝑐
⃦⃦2

+
⃦⃦
𝜉1𝑝
⃦⃦2
)︁

+ 𝜀𝜏
⃦⃦
𝜉1

𝑠

⃦⃦2
+ 𝜀

(︁⃦⃦
𝑒1𝜑
⃦⃦2

+
⃦⃦
𝜉1𝑐
⃦⃦2

+
⃦⃦
𝜉1𝑝
⃦⃦2
)︁

+ 𝐶𝜏ℎ2𝑘+2 + 𝐶𝜏4, (5.60)

where we use (5.26) again and 𝜏 is small enough. Therefore we obtain (5.59).
To complete this proof, we need to show the reasonability of the a priori assumption. In fact, it can be

verified easily. Since
⃦⃦
𝜉0

𝑢

⃦⃦
≤ 𝐶ℎ𝑘+1, it follows from 𝑘 ≥ 1 and the approximation property (5.5) that⃦⃦

e0
u

⃦⃦
≤
⃦⃦
𝜉0

𝑢

⃦⃦
+
⃦⃦
𝜂0

𝑢

⃦⃦
≤ 𝐶ℎ𝑘+1 ≤ ℎ1+𝛿,

if ℎ is small enough. Assume (5.7) holds for any given 𝑛, then (5.9) holds with bounding constant independent
of 𝑛 and 𝜏 , which implies ⃦⃦

en+1
u

⃦⃦
≤ 𝐶

(︀
ℎ𝑘+1 + 𝜏2

)︀
𝜏1/2

≤ ℎ1+𝛿,

if ℎ is small enough. The a priori assumption is reasonable hence.

6. Numerical experiments

In this section, we perform several numerical examples to illustrate the accuracy and capability of the fully-
discrete schemes (4.14)–(4.25) for wormhole propagations. A similar wormhole propagation problem were studied
in [10,22], where the modelling equations (2.1)–(2.4) were solved by the spectral deferred correction time method.
The equation for the porosity was solved by an explicit scheme, and no stability has been proved in [10,22]. In
this paper, we deal with the time scheme for the porosity as (4.14) and (4.20), introduce a variable for both
the convection and diffusion terms in the concentration equation, finally prove the stability of the fully-discrete
schemes.
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Table 1. Accuracy test for the stable implicit time scheme (4.14)–(4.18) and (4.20)–(4.25) of
the wormhole propagations with parameters (6.1) in Example 6.1. The exact smooth solutions
are chosen as (6.2). The computational domain Ω = [0, 1]×[0, 1] is composed by 𝑁×𝑁 elements,
and the final time is 𝑇 = 0.2. The first and second fully-discrete time scheme are employed with
the time step 𝜏 = 0.2ℎ, ℎ = 1

𝑁 . Piecewise linear tensor product polynomials are employed in
the LDG scheme.

Time scheme 𝑁 ||𝑝− 𝑝ℎ|| Order ||𝑢− 𝑢ℎ|| Order ||𝑐𝑓 − 𝑐𝑓 ℎ|| Order ||𝜑− 𝜑ℎ|| Order

16 9.07E-3 – 1.03E-1 – 1.74E-3 – 1.25E-3 –
First order 32 3.13E-3 1.53 3.84E-2 1.42 6.91E-4 1.33 6.26E-4 1.00

64 1.33E-3 1.23 1.72E-2 1.16 3.52E-4 0.97 3.13E-4 1.00
128 6.31E-4 1.07 8.35E-3 1.04 1.78E-4 0.98 1.56E-4 1.00
16 7.51E-3 – 8.01E-2 – 1.33E-3 – 7.99E-5 –

Second order 32 1.89E-3 2.00 2.01E-2 1.99 2.27E-4 2.55 1.97E-5 2.01
64 4.73E-4 2.00 5.04E-3 2.00 4.97E-5 2.19 4.91E-6 2.00
128 1.18E-4 2.00 1.26E-3 2.00 1.20E-5 2.05 1.20E-6 2.00

6.1. Accuracy test

Example 6.1. We solve (2.1)–(2.4) and the parameters are taken as

𝑑𝑚 = 10−2, 𝛼𝑙 = 0, 𝛼𝑡 = 0, 𝐾0 = 1, 𝑇 = 0.2,
𝛼 = 𝑘𝑐 = 𝑘𝑠 = 𝜇 = 1, 𝑓𝑝 = 𝑓𝐼 = 0, 𝜌 = 1,
𝑎0 = 0.5, 𝜌𝑠 = 10, 𝛾 = 1. (6.1)

The exact smooth solutions are given as

𝑝(x, 𝑡) = 𝑒−𝑡 cos(2𝜋𝑥) cos(2𝜋𝑦),
𝜑(x, 𝑡) = 0.6 + 𝑡2 sin(2𝜋𝑥) cos(2𝜋𝑦), 𝑐𝑓 (x, 𝑡) = 0.5 + 0.1𝑒−𝑡 sin(2𝜋𝑥) sin(2𝜋𝑦). (6.2)

We can calculate the initial conditions and the right hand sides accordingly. Piecewise linear tensor product
polynomials are employed in the LDG scheme. We perform accuracy verifications on uniform meshes with 𝑁×𝑁
elements over the computational domain Ω = [0, 1] × [0, 1], and compute the numerical approximations until
𝑇 = 0.2. Periodic boundary condition is used in this numerical example. The numerical results for the error in
𝐿2 norm and corresponding order of accuracy are presented in Table 1. From the table, we can observe optimal
convergence rates, which verifies the analysis.

The next example is the simulation of real wormhole propagation scenario in petroleum engineering.

6.2. Wormhole propagation problem

The computational domain is Ω = [0, 0.2 m] × [0, 0.2 m]. Initial concentration of acid and initial porosity of
rock in this domain are set to be 𝑐0 = 0 and 𝜑0 = 0.2, respectively. The acid flow is injected to the porous media
from the left boundary with a velocity of 𝑢 = 0.01 m/s and drained out of it from the right boundary with the
same velocity. Top and bottom boundary conditions are set to be periodic. The concentration of influx acid is
10 mol/m2. To observe the wormhole propagation, we set two singular areas with high porosity and permeability
on the left boundary with size to be 0.01 m× 0.01 m: one is 0.05 m above the bottom with the porosity of 0.4,
and the other 0.1 m above the bottom with the porosity of 0.6. The permeability of the two entries is determined
by (2.7) which is about 10−10 m2 and 10−11 m2, respectively.
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Figure 1. Example 6.2: D (u) = 𝑑𝑚I + |u| {𝛼𝑙E (u) + 𝛼𝑡 (I−E (u))}, with 𝑑𝑚 = 10−4, 𝛼𝑙 =
10−3, 𝛼𝑡 = 10−4. Numerical solutions for concentration, porosity, pressure and velocity along
𝑥 direction with time evolution are displayed. The computational mesh is composed by 40× 40
elements. The second fully discrete time scheme (4.20)–(4.25) are employed with the time step
𝜏 = 0.1ℎ. (a) 𝑐𝑓ℎ at 𝑇 = 5. (b) 𝑐𝑓ℎ at 𝑇 = 20. (c) 𝑐𝑓ℎ at 𝑇 = 40. (d) 𝜑ℎ at 𝑇 = 5. (e)
𝜑ℎ at 𝑇 = 20. (f) 𝜑ℎ at 𝑇 = 40. (g) 𝑝ℎ at 𝑇 = 5. (h) 𝑝ℎ at 𝑇 = 20. (i) 𝑝ℎ at 𝑇 = 40. (j)
𝑢ℎ at 𝑇 = 5. (k) 𝑢ℎ at 𝑇 = 20. (l) 𝑢ℎ at 𝑇 = 40.
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Example 6.2. A real wormhole propagation scenario in petroleum engineering is studied in this example. The
parameters are taken as

𝑑𝑚 = 10−4, 𝛼𝑙 = 10−3, 𝛼𝑡 = 10−4, 𝛼𝑙 = 0, 𝛼𝑡 = 0, 𝐾0 = 10−9 m2, 𝑇 = 40 s,
𝛼 = 10 kg/mol, 𝑘𝑐 = 1 m/s, 𝑘𝑠 = 10 m/s,
𝜇 = 10−2 Pa.s, 𝑓𝐼 = 𝑓𝑝 = 0, 𝜌 = 1000,

𝑎0 = 2 m−1, 𝜌𝑠 = 2500 kg/m2
, 𝛾 = 0.01. (6.3)

In the real wormhole propagation example, the second fully-discrete time scheme (4.20)–(4.25) is employed,
and the time step is chosen as 𝜏 = 0.1ℎ with uniform mesh size ℎ. The LDG discretization with linear polynomial
is used in this example. The contour plots of concentration of acid, porosity of rock and pressure on a uniform
mesh with 40×40 elements with time evolution are shown in Figure 1. We can clearly see the wormhole generate
and grow with time.

7. Concluding remarks

In this paper, we applied the LDG spatial discretization coupled with two time integrations to wormhole
propagations. We defined a new auxiliary variable including both the convection and diffusion terms. Moreover,
we applied a special time integration of the porosity, leading to physically relevant numerical approximations
and controllable growth rate of the porosity. Thanks to the above techniques, we obtained the stability of the
first order time integration. We also proved the optimal error estimates for the pressure, velocity, porosity and
concentration under different norms up to second order time integration under weak temporal-spatial conditions.
Numerical experiments were also given to verify the theoretical results. In the future work, we will design more
efficient and higher order methods for this problem.
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