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A FINITE VOLUME SCHEME FOR THE SOLUTION OF A MIXED
DISCRETE-CONTINUOUS FRAGMENTATION MODEL

Graham Baird* and Endre Süli

Abstract. This paper concerns the construction and analysis of a numerical scheme for a mixed
discrete-continuous fragmentation equation. A finite volume scheme is developed, based on a conserva-
tive formulation of a truncated version of the equations. The approximate solutions provided by this
scheme are first shown to display conservation of mass and preservation of nonnegativity. Then, by
utilising a Dunford–Pettis style argument, the sequence of approximate solutions generated is shown,
under given restrictions on the model and the mesh, to converge (weakly) in an appropriate 𝐿1 space
to a weak solution to the problem. By applying the methods and theory of operator semigroups, we are
able to show that these weak solutions are unique and necessarily classical (differentiable) solutions, a
degree of regularity not generally established when finite volume schemes are applied to such problems.
Furthermore, this approach enabled us to derive a bound for the error induced by the truncation of the
mass domain, and also establish the convergence of the truncated solutions as the truncation point is
increased without bound. Finally, numerical simulations are performed to investigate the performance
of the scheme and assess its rate of convergence as the mesh is refined, whilst also verifying the bound
on the truncation error.
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1. Introduction

Fragmentation and coagulation processes occur in many physical systems, with the associated mathematical
models receiving much attention in the literature. Example application areas include colloid science [20, 55],
population dynamics [21, 22] and astrophysics [23, 32]. However, analytical solutions to these models are only
available for a limited number of specific cases, and we often have to resort to approximate solutions generated
by an appropriate numerical scheme. A range of numerical techniques have been applied to these problems,
and these broadly fall into two categories: those involving a stochastic (Monte Carlo) element, for example
[3,24,31] and those based around various deterministic approximation schemes [16,18,26,27,30,33–37,46,48–51].
The introductory chapter of [34] and the references therein provide a detailed overview of a number of these
approximation methods.

In the earlier work [5], we presented a mixed discrete-continuous model of fragmentation in an attempt to
resolve the issue of “shattering” mass-loss observed in some purely continuous models [28,42]. By modelling the
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mass distribution amongst the smallest particles using a discrete model, whilst modelling the distribution of
larger particle masses with a continuous model, the aim was to introduce a higher degree of physical fidelity thus
resolving the shattering mass-loss problem, whilst also retaining the mathematical efficiency of the continuous
model.

Given the similarities between this model and those existing in the literature, in addition to the added
complexity of the mixed framework, we would expect in most cases to have to rely on numerical methods to
obtain a solution. In this paper we present a numerical scheme for the solution of the mixed fragmentation model
proposed in [5]. The basis of the scheme is a finite volume discretisation of the continuous regime equation.
The use of such a method would appear a reasonable choice in this case, given its conservative nature and the
motivation behind the model development. Indeed, finite volume schemes have been commonly applied to the
solution of coagulation and fragmentation equations, with the first such use being [27], where the case of pure
coagulation was considered. For problems involving fragmentation, the article [18] sees such a scheme employed
in approximating the binary coagulation and fragmentation equation, whilst [33, 34] examine their use for the
multiple fragmentation equation, with [37] extending this to include coagulation. Further works have seen these
methods applied to a number of coagulation–fragmentation model variants, for example with the inclusion
of spatial diffusion [26] and additional nucleation and growth processes [36, 49]. Whilst a number of articles
[30, 48, 50] cover the approximation of multi-dimensional coagulation or fragmentation, whereby particles may
be classified by additional variables beyond their mass or volume.

1.1. Mixed discrete-continuous model

In the mixed model of [5], a cut-off value 𝑁 ∈ N is introduced; above this cut-off, particle mass is considered
as a continuous variable, whilst below it, the particles are forced to take discrete integer masses. If we denote
by 𝑢𝐶(𝑥, 𝑡) the particle mass density within the continuous mass regime (𝑥 > 𝑁), then the evolution of 𝑢𝐶(𝑥, 𝑡)
is governed by the continuous multiple fragmentation equation:

𝜕𝑢𝐶(𝑥, 𝑡)
𝜕𝑡

= −𝑎(𝑥)𝑢𝐶(𝑥, 𝑡) +
∫︁ ∞

𝑥

𝑎(𝑦)𝑏(𝑥|𝑦)𝑢𝐶(𝑦, 𝑡) d𝑦, 𝑥 > 𝑁, 𝑡 > 0, (1.1)

𝑢𝐶(𝑥, 0) = 𝑐0(𝑥).

This equation is similar in form to the multiple fragmentation equation introduced in [42]. The function 𝑎(𝑥)
provides the fragmentation rate for a particle of mass 𝑥, whilst 𝑏(𝑥|𝑦) represents the distribution of particles
of mass 𝑥 > 𝑁 resulting from the break-up of a particle of mass 𝑦 > 𝑥. The functions 𝑎 and 𝑏 are assumed
to be nonnegative measurable functions, defined on (𝑁,∞) and (𝑁,∞)× (𝑁,∞), respectively. We also require
𝑏(𝑥|𝑦) = 0 for 𝑥 > 𝑦, since no particle resulting from a fragmentation event can have a mass exceeding the
original particle. The initial mass distribution within the continuous regime is given by the nonnegative function
𝑐0(𝑥).

Letting 𝑢𝐷𝑖(𝑡) denote the concentration of discrete mass 𝑖-mer particles (𝑖 ≤ 𝑁) and 𝑢𝐷(𝑡) the 𝑁 -component
vector taking these values as entries, the change in the values 𝑢𝐷𝑖(𝑡), 𝑖 = 1, . . . , 𝑁 , is governed by the equation:

d𝑢𝐷𝑖(𝑡)
d𝑡

= −𝑎𝑖𝑢𝐷𝑖(𝑡) +
𝑁∑︁

𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢𝐷𝑗(𝑡) +
∫︁ ∞

𝑁

𝑎(𝑦)𝑏𝑖(𝑦)𝑢𝐶(𝑦, 𝑡) d𝑦, 𝑡 > 0, (1.2)

𝑢𝐷(0) = 𝑑0.

In the case of 𝑖 = 𝑁 , the second term becomes an empty sum and is taken to be 0. The values 𝑎𝑖 give the rates
at which 𝑖-mer particles fragment, with 𝑎1 = 0. The quantities 𝑏𝑖,𝑗 give the expected number of 𝑖-mers produced
from the fragmentation of a 𝑗-mer and the functions 𝑏𝑖(𝑦) give the expected number of 𝑖-mers produced from
the fragmentation of a particle of mass 𝑦 > 𝑁 . The underlying physics demands that each 𝑎𝑖, 𝑏𝑖,𝑗 and 𝑏𝑖(𝑦) be
nonnegative. Finally, 𝑑0 is the 𝑁 -component vector of nonnegative values, specifying the initial concentrations
within the discrete regime.
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During each fragmentation event, mass is simply redistributed from the larger particle to the smaller resulting
particles, but the total mass involved should be conserved. This gives rise to the following two conditions to
supplement equations (1.1) and (1.2):

∫︁ 𝑦

𝑁

𝑥𝑏(𝑥|𝑦) d𝑥+
𝑁∑︁

𝑗=1

𝑗𝑏𝑗(𝑦) = 𝑦 for 𝑦 > 𝑁, (1.3)

𝑖−1∑︁
𝑗=1

𝑗𝑏𝑗,𝑖 = 𝑖 for 𝑖 = 2, . . . , 𝑁. (1.4)

The condition (1.3) is an expression of mass conservation upon the fragmentation of a particle from the contin-
uous mass regime. The equation (1.4) comes from the conservation of mass when a particle from the discrete
mass regime breaks up.

For further details on the mixed discrete-continuous model and its properties, the reader is directed to consult
[5] or [4].

1.2. Truncation and reformulation

When considering the numerical solution of equations (1.1) and (1.2), we encounter an issue in that the
range of the continuous mass variable 𝑥 is an unbounded interval, which presents a computational problem.
We therefore introduce a truncation parameter 𝑅 > 𝑁 , and restrict the continuous mass variable to the range
𝑁 < 𝑥 < 𝑅. Therefore, in place of equations (1.1), we consider the truncated version

𝜕𝑢𝑅
𝐶(𝑥, 𝑡)
𝜕𝑡

= −𝑎(𝑥)𝑢𝑅
𝐶(𝑥, 𝑡) +

∫︁ 𝑅

𝑥

𝑎(𝑦)𝑏(𝑥|𝑦)𝑢𝑅
𝐶(𝑦, 𝑡) d𝑦, 𝑁 < 𝑥 < 𝑅, 𝑡 > 0, (1.5)

𝑢𝑅
𝐶(𝑥, 0) = 𝜒(𝑁,𝑅)(𝑥)𝑐0(𝑥), 𝑁 < 𝑥 < 𝑅,

where 𝜒(𝑁,𝑅) denotes the characteristic function of the interval (𝑁,𝑅).
Taking our lead from the aforementioned articles, we now rewrite equation (1.5) in a conservative form,

although in our case we must include an additional sink term to account for the mass leaked down to the
discrete regime. Therefore we end up with the following equation for the mass quantity 𝑥𝑢𝑅

𝐶(𝑥, 𝑡):

𝜕
(︀
𝑥𝑢𝑅

𝐶

)︀
𝜕𝑡

=
𝜕ℱ𝑅

(︀
𝑥𝑢𝑅

𝐶

)︀
𝜕𝑥

− 𝑆
(︀
𝑥𝑢𝑅

𝐶

)︀
, 𝑢𝑅

𝐶(𝑥, 0) = 𝑐0(𝑥), for 𝑁 <𝑥< 𝑅, 𝑡 > 0, (1.6)

where ℱ𝑅 and 𝑆 are a truncated flux term and sink term, respectively, given by

ℱ𝑅(𝑓)(𝑥) =
∫︁ 𝑅

𝑥

∫︁ 𝑥

𝑁

𝑦

𝑧
𝑎(𝑧)𝑏(𝑦|𝑧)𝑓(𝑧) d𝑦 d𝑧, 𝑆(𝑓)(𝑥) =

𝑎(𝑥)
𝑥

𝑁∑︁
𝑖=1

𝑖𝑏𝑖(𝑥)𝑓(𝑥), for 𝑁 < 𝑥 < 𝑅.

The equation (1.5) may be recovered from (1.6) by a formal application of Leibniz’s rule for differentiating
under the integral. However, the equivalence of the two forms can be seen to be justified rigorously in Appendix
C of [4]. Before continuing, we establish a result concerning the behaviour of the flux term ℱ𝑅 at the limits of
our domain.

Lemma 1.1. If the kernels 𝑎 and 𝑏 are assumed to belong to 𝐿∞,loc on the domains [𝑁,∞) and [𝑁,∞)×[𝑁,∞)
respectively, which will be the case in the upcoming analysis, then for 𝑓 ∈ 𝐿1(𝑁,𝑅) the flux term ℱ𝑅(𝑓) satisfies

lim
𝑥→𝑁,𝑅

⃒⃒
ℱ𝑅(𝑓)(𝑥)

⃒⃒
= 0.
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Proof. It is a straightforward matter to bound ℱ𝑅(𝑓) as follows:

⃒⃒
ℱ𝑅(𝑓)(𝑥)

⃒⃒
≤
∫︁ 𝑅

𝑁

𝜒(𝑥,𝑅)(𝑧)
𝑎(𝑧) |𝑓(𝑧)|

𝑧

(︂∫︁ 𝑥

𝑁

𝑦𝑏(𝑦|𝑧) d𝑦
)︂

d𝑧, (1.7)

which holds for 𝑥 ∈ (𝑁,𝑅). Recalling the mass conservation condition (1.3), we deduce that

𝜒(𝑥,𝑅)(𝑧)
(︂∫︁ 𝑥

𝑁

𝑦𝑏(𝑦|𝑧) d𝑦
)︂
≤
∫︁ 𝑧

𝑁

𝑦𝑏(𝑦|𝑧) d𝑦 ≤ 𝑧,

for all 𝑧 ∈ (𝑁,𝑅). Hence the integrand appearing in (1.7) is bounded above by 𝑎(𝑧) |𝑓(𝑧)|, which, thanks to
𝑎 ∈ 𝐿∞,loc[𝑁,∞) and 𝑓 ∈ 𝐿1(𝑁,𝑅), is integrable.

Considering the limit as 𝑥→ 𝑁 first, if we denote by 𝛽(𝑅) the essential supremum of 𝑏 over [𝑁,𝑅]× [𝑁,𝑅],
then we have

𝜒(𝑥,𝑅)(𝑧)
(︂∫︁ 𝑥

𝑁

𝑦𝑏(𝑦|𝑧) d𝑦
)︂
≤ 𝑥𝛽(𝑅)(𝑥−𝑁).

As such, the integrand in (1.7) converges pointwise to 0 over 𝑧 ∈ (𝑁,𝑅) as we let 𝑥 ↘ 𝑁 . An application of
the Lebesgue dominated convergence theorem then gives the required convergence of

⃒⃒
ℱ𝑅(𝑓)(𝑥)

⃒⃒
as 𝑥 ↘ 𝑁 .

Turning now to the limit as 𝑥↗ 𝑅, another application of condition (1.3) provides us with

𝜒(𝑥,𝑅)(𝑧)
(︂∫︁ 𝑥

𝑁

𝑦𝑏(𝑦|𝑧) d𝑦
)︂
≤ 𝜒(𝑥,𝑅)(𝑧)

∫︁ 𝑧

𝑁

𝑦𝑏(𝑦|𝑧) d𝑦 ≤ 𝜒(𝑥,𝑅)(𝑧)𝑧,

for 𝑧 ∈ (𝑁,𝑅). Therefore, the integrand from (1.7) must again converge pointwise to 0 over (𝑁,𝑅), this time
as we let 𝑥 ↗ 𝑅. Another application of the Lebesgue dominated convergence theorem gives the convergence
of
⃒⃒
ℱ𝑅(𝑓)(𝑥)

⃒⃒
to 0, as 𝑥↗ 𝑅. �

This result will be utilised later in a number of arguments, most significantly in approximating ℱ𝑅 within our
numerical scheme and in establishing a weak formulation of equation (1.6).

Remark 1.2. Additionally we might note that ℱ𝑅(𝑓) ∈𝑊 1
1 ((𝑁,𝑅)). In the upcoming Definition 5.5 we intro-

duce a weak formulation of (1.6), this observation regarding ℱ𝑅(𝑓) would permit an alternative formulation
without the requirement for an 𝑥-derivative.

The truncation of the continuous mass interval also has an impact on our discrete regime equation; therefore,
instead of equation (1.2), we consider

d𝑢𝑅
𝐷𝑖(𝑡)
d𝑡

= −𝑎𝑖𝑢
𝑅
𝐷𝑖(𝑡) +

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑅
𝐷𝑗(𝑡) +

∫︁ 𝑅

𝑁

𝑎(𝑦)𝑏𝑖(𝑦)𝑢𝑅
𝐶(𝑦, 𝑡) d𝑦, (1.8)

𝑢𝑅
𝐷𝑖(0) = 𝑑0𝑖, for 𝑖 = 1, 2, . . . , 𝑁, 𝑡 > 0.

In the case of 𝑖 = 𝑁 , the empty sum above is taken to be zero; this convention will be adopted in all similar
cases which follow.

This truncation procedure is a standard approach when dealing with fragmentation and coagulation problems,
having been applied for example in [44], where the theory and methods of operator semigroups were employed,
and [53] where an alternative weak compactness style argument was adopted. The common approach of these
works involves establishing the existence of solutions to a sequence of such truncated problems. A limit is then
obtained as the truncation point is increased without bound, with this limit then being shown to satisfy the
untruncated problem in some sense.
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2. Preliminaries

Having set out our problem in the previous section, we now present a brief outline of the key results which
appear in the upcoming material and which may be considered nonstandard or which are particular to our case.

Theorem 2.1. In the analysis pursued in subsequent results, we shall be working extensively in spaces of the
type 𝐿1. In particular we shall be working in the spaces 𝐿1 = 𝐿1((𝑁,𝑅)× [0, 𝑇 ), d𝑥d𝑡) and 𝐿1

1 = 𝐿1((𝑁,𝑅)×
[0, 𝑇 ), 𝑥d𝑥 d𝑡), where 𝑁 is a positive integer and 𝑅 > 𝑁 is a finite real value. With the associated norms, these
form equivalent spaces.

Proof. The proof of this relies on the boundedness of the mass domain 𝑁 < 𝑥 < 𝑅 in order to bound the
weighting applied to the measure d𝑥. The details of this procedure are straightforward, and therefore a full
proof is omitted. However, full details of the derivation can be found in Theorem 2.1.10 of [4]. �

This result shall prove useful in the forthcoming analysis, allowing us to switch spaces when mathematically
convenient whilst retaining convergence.

Given a sequence {𝑓𝑛}∞𝑛=1 in a normed vector space (𝑋, ‖ · ‖), we assume the reader is familiar with the
concept of weak convergence and in particular its definition in spaces of the type 𝐿1(Ω, 𝜇). In our analysis when
handling weakly convergent sequences we will usually find them appearing alongside other factors and we would
like the product to converge weakly also. The following theorem gives us sufficient conditions for the product
of two sequences to converge weakly and will be used extensively in the convergence proofs for our numerical
schemes.

Theorem 2.2. Let (Ω,𝒜, 𝜇) be a measure space with 𝜇 finite. Suppose 𝑓ℎ ⇀ 𝑓 in 𝐿1 (Ω, 𝜇), 𝑔ℎ → 𝑔 point-wise
𝜇 a.e. in Ω, and supℎ ‖𝑔ℎ‖𝐿∞ <∞, then 𝑓ℎ𝑔ℎ ⇀ 𝑓𝑔 in 𝐿1 (Ω, 𝜇).

Proof. The reader is referred to Proposition 2.61 of [29]. �

The main part of our convergence argument utilises the Dunford–Pettis theorem, which provides us with
sufficient conditions to establish the weak convergence of our sequence of approximations. One such condition is
that of equiintegrability. There are a number of equivalent characterisations of equiintegrability, which the reader
may find in Theorem 2.29 of [29]. For our purposes the most important characterisation of equiintegrability is
given by de la Vallée Poussin’s theorem, a refined version of which is given below.

Theorem 2.3. (de la Vallée Poussin’s Theorem) Let ℱ be a bounded subset of 𝐿1 (Ω, 𝜇); then ℱ is equiintegrable
if and only if there exists a nonnegative, convex function Φ ∈ 𝐶∞ ([0,∞)), with Φ(0) = 0 and Φ′(0) = 1, such
that Φ′ is concave and

Φ(𝑥)
𝑥

→∞ as 𝑥→∞ and sup
𝑓∈ℱ

∫︁
Ω

Φ (|𝑓 |) d𝜇 <∞.

Proof. The necessity of this condition can be derived easily from Theorem 8 of [39], which under the assumption
that ℱ is equiintegrable provides us with a Ψ satisfying all the stated conditions with the exception that the
derivative of Ψ takes the value 0 at 0. Given such a Ψ, we set Φ(𝑥) = Ψ(𝑥) + 𝑥. Then Φ retains the required
properties of Ψ but additionally Φ′(0) = 1. Also, by utilising the following standard inequality for 𝐶1 convex
functions

Φ(𝑥) ≥ Φ(𝑦) + Φ′(𝑦)(𝑥− 𝑦), (2.1)

with 𝑥 ≥ 0 and 𝑦 = 0 we can see that Φ(𝑥) must be nonnegative on [0,∞). The sufficiency of our conditions
comes straight from the standard version of the de la Vallée Poussin theorem ([29], Thm. 2.29(iii)). �

In our analysis we shall require some properties of such a function, which we set out in the following lemma.

Lemma 2.4. Let Φ be as in Theorem 2.3; then for nonnegative 𝑥 and 𝑦 we have the following:
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(1) 𝑥Φ′(𝑦) ≤ Φ(𝑥) + Φ(𝑦),
(2) Φ′(𝑦) ≥ 1.

Proof. The first of these inequalities is nonstandard and the proof can be found in Proposition 14 of [39]. The
second property is readily derived from the properties required by Theorem 2.3. As a convex 𝐶2 function we
necessarily have that Φ′′ ≥ 0, hence Φ′ is a nondecreasing function and Φ′(𝑥) ≥ Φ′(0) = 1, for all 𝑥 ≥ 0. �

We now come to the Dunford–Pettis theorem, one of the most significant technical tools applied in this work.
The theorem provides necessary and sufficient conditions for a subset of an 𝐿1 space to be weakly sequentially
compact. That is, any sequence in the subset must have a subsequence which is weakly convergent.

Theorem 2.5. (Dunford–Pettis Theorem) Let (Ω,𝒜, 𝜇) be a measure space and let ℱ ⊂ 𝐿1 (Ω, 𝜇). Then ℱ is
weakly sequentially compact if and only if the following conditions are satisfied:

(1) ℱ is bounded in 𝐿1 (Ω, 𝜇);
(2) ℱ is equiintegrable;
(3) For every 𝜀 > 0 there exists 𝐴𝜀 ⊂ Ω with 𝐴𝜀 ∈ 𝒜 such that 𝜇 (𝐴𝜀) <∞ and

sup
𝑓∈ℱ

∫︁
Ω∖𝐴𝜀

|𝑓 | d𝜇 ≤ 𝜀.

We note that in the case that 𝜇(Ω) < ∞ condition (iii) is automatically satisfied by taking 𝐴𝜀 = Ω for all
values of 𝜀.

Proof. See Theorem 2.54 of [29]. �

In the later analysis of this paper we shall be relying heavily on the methods and theory of operator semi-
groups. In particular the concept of substochastic semigroups, the Kato–Voigt perturbation theorem and the
notion of semigroup honesty. For the sake of brevity we refrain from outlining such material here, however the
reader may find details of the requisite results in the preliminary sections of [5] or [4] or the text [8].

3. Development of the numerical scheme

We now introduce our numerical approximation scheme for the truncated system, (1.6) and (1.8). First we
must discretise the continuous mass variable 𝑥, and so we introduce the mesh

{︀
𝑥𝑖−1/2

}︀𝐼ℎ

𝑖=0
on the interval (𝑁,𝑅),

with
𝑥−1/2 =𝑁, 𝑥𝐼ℎ−1/2 =𝑅, 𝑥𝑖 = (𝑥𝑖−1/2 + 𝑥𝑖+1/2)/2, ℎ/𝑘 < ∆𝑥𝑖 = 𝑥𝑖+1/2 − 𝑥𝑖−1/2<ℎ,

where ℎ ∈ (0, 1) and 𝑘 > 1 is some constant. Additionally we denote the interval [𝑥𝑖−1/2, 𝑥𝑖+1/2) by Λ𝑖, however
the (left-hand-most) interval Λ0 is taken to be (𝑥−1/2, 𝑥1/2).

For the time variable 𝑡, if 𝑇 is the final time up to which we wish to compute an approximate solution, then
we define the time step ∆𝑡 = 𝑇/𝑀 where 𝑀 is some large integer. The time points are then given by 𝑡𝑛 = 𝑛∆𝑡
for 𝑛 = 0, 1, . . . ,𝑀 with corresponding time intervals 𝜏𝑛 = [𝑡𝑛, 𝑡𝑛+1) for 𝑛 = 0, 1, . . . ,𝑀 − 1.

We restrict the choice of the mesh by assuming the existence of positive constants 𝑘1 and 𝑘2 so that the mesh
sizes ℎ and ∆𝑡 satisfy

𝑘1ℎ ≤ ∆𝑡 ≤ 𝑘2ℎ. (3.1)

The numerical scheme requires representative values for the functions 𝑎(𝑥), 𝑏(𝑥|𝑦) and 𝑏𝑖(𝑦) over the appro-
priate intervals. This is done by taking their average value over each interval. Therefore we define

𝐴𝑖 =
1

∆𝑥𝑖

∫︁
Λ𝑖

𝑎(𝑥) d𝑥 for 𝑖 = 0, 1, . . . , 𝐼ℎ − 1,
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as our approximation of 𝑎(𝑥) over the interval Λ𝑖. We approximate 𝑏(𝑥|𝑦) over Λ𝑖 × Λ𝑗 by

𝐵𝑖,𝑗 =
1

∆𝑥𝑖∆𝑥𝑗

∫︁
Λ𝑗

∫︁
Λ𝑖

𝑏(𝑥|𝑦) d𝑥d𝑦 for 𝑖 = 0, 1, ..., 𝐼ℎ − 1 and 𝑗 = 0, 1, . . . , 𝐼ℎ − 1,

and the functions 𝑏𝑖(𝑦) are approximated over Λ𝑗 by the values

𝐵̃𝑖,𝑗 =
1

∆𝑥𝑗

∫︁
Λ𝑗

𝑏𝑖(𝑦) d𝑦 for 𝑖 = 1, 2, . . . , 𝑁 and 𝑗 = 0, 1, . . . , 𝐼ℎ − 1.

We note by our initial assumption regarding the nonnegativity of 𝑎, 𝑏 and 𝑏𝑖, that each of the values introduced
above must be nonnegative. If 𝜒𝐼 denotes the characteristic function of a set 𝐼, then we can construct piecewise
constant approximations to the functions 𝑎, 𝑏 and 𝑏𝑖 as follows:

𝑎ℎ(𝑥)=
𝐼ℎ−1∑︁
𝑖=0

𝜒Λ𝑖(𝑥)𝐴𝑖, 𝑏
ℎ(𝑥|𝑦)=

𝐼ℎ−1∑︁
𝑗=0

𝐼ℎ−1∑︁
𝑖=0

𝜒Λ𝑖(𝑥)𝜒Λ𝑗 (𝑦)𝐵𝑖,𝑗 , 𝑏
ℎ
𝑖 (𝑦)=

𝐼ℎ−1∑︁
𝑗=0

𝜒Λ𝑗 (𝑦)𝐵̃𝑖,𝑗 .

Remark 3.1. This is a standard means of approximation and assuming the choice of kernels is suitably
restricted, the approximations will converge pointwise to the desired functions almost everywhere on the appro-
priate domains. In our case, the kernels 𝑎 and 𝑏 will be assumed to be 𝐿∞,loc on [𝑁,∞) and [𝑁,∞)× [𝑁,∞),
respectively. In addition, the restriction (1.3) determines each 𝑏𝑖 as an element of 𝐿∞,loc[𝑁,∞). Having 𝑎, 𝑏
and 𝑏𝑖 as 𝐿∞,loc functions is sufficient to ensure that the approximations 𝑎ℎ, 𝑏ℎ and 𝑏ℎ𝑖 converge pointwise to 𝑎,
𝑏 and 𝑏𝑖 almost everywhere in their respective domains. This is a standard result, however full details can be
found in Lemma 4.2.1 of [4].

We are now ready to construct the approximation scheme. Let 𝑢𝑛,𝑖
𝐶 denote our approximation to 𝑢𝑅

𝐶(𝑥, 𝑡)
over the mass interval Λ𝑖 for the time interval 𝜏𝑛. The equation (1.6) is then approximated by

𝑥𝑖
𝑢𝑛+1,𝑖

𝐶 − 𝑢𝑛,𝑖
𝐶

∆𝑡
=
𝐹𝑛

𝑖+1/2 − 𝐹𝑛
𝑖−1/2

∆𝑥𝑖
− 𝑆𝑛

𝑖 ,

where 𝐹𝑛
𝑖−1/2 is an approximation of the flux ℱ𝑅

(︀
𝑥𝑢𝑅

𝐶

)︀
at the point 𝑥 = 𝑥𝑖−1/2 over the time interval 𝜏𝑛, and

is given by (︀
ℱ𝑅

(︀
𝑥𝑢𝑅

𝐶

)︀)︀
(𝑥𝑖−1/2) =

∫︁ 𝑅

𝑥𝑖−1/2

∫︁ 𝑥𝑖−1/2

𝑁

𝑦𝑎(𝑧)𝑏(𝑦|𝑧)𝑢𝑅
𝐶(𝑧, 𝑡) d𝑦 d𝑧

=
𝐼ℎ−1∑︁
𝑗=𝑖

∫︁
Λ𝑗

(︃
𝑖−1∑︁
𝑘=0

∫︁
Λ𝑘

𝑦𝑎(𝑧)𝑏(𝑦|𝑧)𝑢𝑅
𝐶(𝑧, 𝑡) d𝑦

)︃
d𝑧

≈
𝐼ℎ−1∑︁
𝑗=𝑖

𝑖−1∑︁
𝑘=0

𝑥𝑘𝐴𝑗𝐵𝑘,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑘∆𝑥𝑗 =: 𝐹𝑛

𝑖−1/2,

for 𝑖 = 1, . . . , 𝐼ℎ−1, with 𝐹𝑛
−1/2 = 𝐹𝑛

𝐼ℎ−1/2 = 0, which can be justified by Lemma 1.1. The values 𝑆𝑛
𝑖 approximate

the sink term 𝑆
(︀
𝑥𝑢𝑅

𝐶

)︀
over Λ𝑖 for the time interval 𝜏𝑛, and are computed by

𝑆𝑛
𝑖 = 𝐴𝑖

𝑁∑︁
𝑗=1

𝑗𝐵̃𝑗,𝑖𝑢
𝑛,𝑖
𝐶 for 𝑖 = 0, 1, . . . , 𝐼ℎ − 1. (3.2)

This gives rise to the following numerical method for the computation of the approximations 𝑢𝑛,𝑖
𝐶 :

𝑢𝑛+1,𝑖
𝐶 = 𝑢𝑛,𝑖

𝐶 +
∆𝑡

𝑥𝑖∆𝑥𝑖

(︁
𝐹𝑛

𝑖+1/2 − 𝐹𝑛
𝑖−1/2

)︁
− ∆𝑡
𝑥𝑖
𝑆𝑛

𝑖 for
{︂
𝑖 = 0, 1, . . . , 𝐼ℎ − 1,
𝑛 = 0, 1, . . . ,𝑀 − 1. (3.3)
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The sequence of approximations generated by (3.3) requires us to provide an initial set of values to get started.
For our starting values we simply average the initial datum over each of the mass intervals; hence

𝑢0,𝑖
𝐶 =

1
∆𝑥𝑖

∫︁
Λ𝑖

𝑐0(𝑥) d𝑥 for 𝑖 = 0, 1, . . . , 𝐼ℎ − 1.

Then our approximation to 𝑢𝑅
𝐶(𝑥, 𝑡) over (𝑁,𝑅)× [0, 𝑇 ) is constructed as follows:

𝑢ℎ
𝐶(𝑥, 𝑡) =

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑖=0

𝜒Λ𝑖
(𝑥)𝜒𝜏𝑛

(𝑡)𝑢𝑛,𝑖
𝐶 . (3.4)

Now considering the discrete regime, let 𝑢𝑛,𝑖
𝐷 denote our approximation of 𝑢𝑅

𝐷𝑖(𝑡) over the time interval 𝜏𝑛.
Equation (1.8) is then approximated as

𝑢𝑛+1,𝑖
𝐷 − 𝑢𝑛,𝑖

𝐷

∆𝑡
= −𝑎𝑖𝑢

𝑛,𝑖
𝐷 +

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑛,𝑗
𝐷 +

𝐼ℎ−1∑︁
𝑗=0

𝐴𝑗𝐵̃𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗 ,

giving rise to the relation

𝑢𝑛+1,𝑖
𝐷 = (1−∆𝑡𝑎𝑖)𝑢

𝑛,𝑖
𝐷 + ∆𝑡

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑛,𝑗
𝐷 + ∆𝑡

𝐼ℎ−1∑︁
𝑗=0

𝐴𝑗𝐵̃𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗 for

{︂
𝑖 = 1, . . . , 𝑁,
𝑛 = 0, 1, . . . ,𝑀 − 1. (3.5)

The initial values for the discrete approximation are simply given by the initial condition vector 𝑑0, so that
𝑢0,𝑖

𝐷 = 𝑑0𝑖 for 𝑖 = 1, . . . , 𝑁 . Then our approximations 𝑢ℎ
𝐷𝑖(𝑡) to 𝑢𝑅

𝐷𝑖(𝑡) for 𝑡 ∈ [0, 𝑇 ) are given by

𝑢ℎ
𝐷𝑖(𝑡) =

𝑀−1∑︁
𝑛=0

𝜒𝜏𝑛
(𝑡)𝑢𝑛,𝑖

𝐷 for 𝑖 = 1, 2, . . . , 𝑁. (3.6)

4. Properties of numerical solutions: nonnegativity and mass conservation

In the article [5] we proved the existence and uniqueness of a solution to our system (1.1) and (1.2). This
solution was shown to possess a number of properties that we would expect given the physical nature of the
model, namely the solution preserves nonnegativity and conserves total mass. In the following sections we
examine whether the approximate solution provided by (3.4) and (3.6), also displays these properties. These
properties, apart from being physically relevant, will also be utilised in the forthcoming proofs of the convergence
of the approximations (3.4) and (3.6) to a solution to the system (1.5) and (1.8), and subsequently the uniqueness
and differentiability of that solution.

4.1. Nonnegativity of the numerical solution

Lemma 4.1. For a fixed partition
(︀
𝑥𝑖−1/2

)︀𝐼ℎ

𝑖=0
, suppose that ∆𝑡 is sufficiently small that the following condition

is satisfied:
0 < ∆𝑡 ≤ 𝑥𝑖

𝐴𝑖

(︁∑︀𝑖−1
𝑘=0 𝑥𝑘𝐵𝑘,𝑖∆𝑥𝑘 +

∑︀𝑁
𝑗=1 𝑗𝐵̃𝑗,𝑖

)︁ , (4.1)

for all 𝑖 ∈ {0, 1, . . . , 𝐼ℎ − 1} such that the denominator is nonzero, and

0 < ∆𝑡 ≤ 1
𝑎𝑖
, (4.2)

for all 𝑖 ∈ {2, . . . , 𝑁} such that 𝑎𝑖 ̸= 0. Then, the approximate solutions defined by (3.4) and (3.6) preserve
nonnegativity.



A FINITE VOLUME SCHEME FOR A FRAGMENTATION MODEL 1075

Proof. Starting with the approximation for the continuous regime, let us consider equation (3.3). By cancelling
common terms we get that

𝐹𝑛
𝑖+1/2 − 𝐹𝑛

𝑖−1/2 = 𝑥𝑖∆𝑥𝑖

𝐼ℎ−1∑︁
𝑗=𝑖+1

𝐴𝑗𝐵𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗 −𝐴𝑖𝑢

𝑛,𝑖
𝐶 ∆𝑥𝑖

𝑖−1∑︁
𝑘=0

𝑥𝑘𝐵𝑘,𝑖∆𝑥𝑘 (4.3)

for 𝑖 = 1, . . . , 𝐼ℎ − 2. Therefore we have

∆𝑡
𝑥𝑖∆𝑥𝑖

(︁
𝐹𝑛

𝑖+1/2 − 𝐹𝑛
𝑖−1/2

)︁
− ∆𝑡
𝑥𝑖
𝑆𝑛

𝑖 = ∆𝑡
𝐼ℎ−1∑︁
𝑗=𝑖+1

𝐴𝑗𝐵𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗 −

∆𝑡
𝑥𝑖
𝐴𝑖𝑢

𝑛,𝑖
𝐶

𝑖−1∑︁
𝑘=0

𝑥𝑘𝐵𝑘,𝑖∆𝑥𝑘 −
∆𝑡
𝑥𝑖
𝐴𝑖𝑢

𝑛,𝑖
𝐶

𝑁∑︁
𝑗=1

𝑗𝐵̃𝑗,𝑖

= ∆𝑡
𝐼ℎ−1∑︁
𝑗=𝑖+1

𝐴𝑗𝐵𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗 −

∆𝑡
𝑥𝑖
𝐴𝑖𝑢

𝑛,𝑖
𝐶

⎛⎝𝑖−1∑︁
𝑘=0

𝑥𝑘𝐵𝑘,𝑖∆𝑥𝑘 +
𝑁∑︁

𝑗=1

𝑗𝐵̃𝑗,𝑖

⎞⎠ .

Substituting this into (3.3) gives us

𝑢𝑛+1,𝑖
𝐶 =

⎛⎝1− ∆𝑡
𝑥𝑖
𝐴𝑖

⎛⎝𝑖−1∑︁
𝑘=0

𝑥𝑘𝐵𝑘,𝑖∆𝑥𝑘 +
𝑁∑︁

𝑗=1

𝑗𝐵̃𝑗,𝑖

⎞⎠⎞⎠𝑢𝑛,𝑖
𝐶 + ∆𝑡

𝐼ℎ−1∑︁
𝑗=𝑖+1

𝐴𝑗𝐵𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗 , (4.4)

for 𝑖 = 1, . . . , 𝐼ℎ − 2. The cases 𝑖 = 0 and 𝑖 = 𝐼ℎ − 1 can be handled similarly to obtain the same result, where
the empty sums are taken as 0.

From this it is clear that if each of the approximations 𝑢𝑛,𝑖
𝐶 is nonnegative, and provided ∆𝑡 is sufficiently

small such that the term within the outer brackets is nonnegative, then each of the approximations 𝑢𝑛+1,𝑖
𝐶 ,

for the subsequent time step, will also be nonnegative. Hence provided condition (4.1) is satisfied, then the
approximations 𝑢𝑛+1,𝑖

𝐶 will be nonnegative. In the case that the denominator from (4.1) is zero for some 𝑖, such
that the bound (4.1) is undefined, then 𝑢𝑛+1,𝑖

𝐶 can be seen from (4.4) to automatically satisfy the nonnegativity
requirement, for any value of ∆𝑡.

Turning to the approximation for the discrete regime, it is immediately clear from the form of (3.5) that if
all of the values 𝑢𝑛,𝑖

𝐶 and 𝑢𝑛,𝑖
𝐷 are nonnegative, then each 𝑢𝑛+1,𝑖

𝐷 will be nonnegative if for each 𝑖 = 1, . . . , 𝑁 we
have that 1−∆𝑡𝑎𝑖 is nonnegative, giving rise to the condition (4.2).

Therefore if we choose a ∆𝑡 small enough that both (4.1) and (4.2) are satisfied, then our approximate
solutions will remain nonnegative. �

From now on we shall assume that conditions (4.1) and (4.2) are satisfied and that 𝑐0(𝑥) ≥ 0 and each 𝑑0,𝑖 ≥ 0
so that our approximations remain nonnegative.

Remark 4.2. The bound (4.1) is dependent on the mesh and it is perhaps not immediately apparent how this
bounding value might vary as we refine the mesh. In particular, it would be advantageous to confirm that it is
indeed possible to find a constant 𝑘1, such that conditions (3.1) and (4.1) can be satisfied simultaneously, whilst
ℎ↘ 0. In the upcoming analysis we will place restrictions on the functions 𝑎 and 𝑏; these constraints will allow
us to guarantee the existence of such a 𝑘1.

The upcoming Theorem 5.3 imposes the restriction 𝑎, 𝑏 ∈ 𝐿∞ on the restricted domains [𝑁,𝑅] and [𝑁,𝑅]×
[𝑁,𝑅] respectively, allowing us to define the values 𝛼(𝑅) and 𝛽(𝑅) as follows:

𝛼(𝑅) = ess sup
𝑥∈[𝑁,𝑅]

𝑎(𝑥) and 𝛽(𝑅) = ess sup
(𝑥,𝑦)∈[𝑁,𝑅]2

𝑏(𝑥|𝑦). (4.5)

This being the case, we have 𝐴𝑖 ≤ 𝛼(𝑅) and 𝐵𝑘,𝑖 ≤ 𝛽(𝑅) for all values of 𝑖 and 𝑘 admissible in (4.1). Furthermore,
from (1.3) we may deduce that each 𝑏𝑖(𝑦) ≤ 𝑦, hence 𝐵̃𝑗,𝑖 ≤ 𝑅. Finally, all mesh midpoints 𝑥𝑖 must clearly
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satisfy 𝑥𝑖 ≥ 𝑁 ≥ 1 > ℎ. Taken together, these bounds lead, via a simple calculation, to

ℎ

𝛼(𝑅) (𝛽(𝑅)𝑅 (𝑅−𝑁) +𝑅𝑁(𝑁 + 1)/2)
≤ 𝑥𝑖

𝐴𝑖

(︁∑︀𝑖−1
𝑘=0 𝑥𝑘𝐵𝑘,𝑖∆𝑥𝑘 +

∑︀𝑁
𝑗=1 𝑗𝐵̃𝑗,𝑖

)︁ ,
for 𝑖 = 0, 1, . . . , 𝐼ℎ − 1. Hence, we have established a possible value for 𝑘1, which ensures that (3.1) and (4.1)
can be satisfied simultaneously as ℎ↘ 0.

4.2. Mass conservation by the numerical solutions

In Lemma 6.2 of [5], the exact solution to our system of equations (1.1) and (1.2) was shown to conserve
mass between the two regimes. We now show that this property is shared by our numerical solutions.

Lemma 4.3. The approximate solutions generated by (3.3) and (3.5) conserve mass.

Proof. The mass associated with the approximate continuous regime solution, 𝑢ℎ
𝐶(𝑥, 𝑡), is given by

‖𝑢ℎ
𝐶(·, 𝑡)‖𝐿1

1(𝑁,𝑅) =
∫︁ 𝑅

𝑁

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑖=0

𝜒Λ𝑖
(𝑥)𝜒𝜏𝑛

(𝑡)𝑢𝑛,𝑖
𝐶 𝑥d𝑥

=
𝑀−1∑︁
𝑛=0

𝜒𝜏𝑛(𝑡)
𝐼ℎ−1∑︁
𝑖=0

𝑢𝑛,𝑖
𝐶

∫︁ 𝑅

𝑁

𝜒Λ𝑖(𝑥)𝑥d𝑥

=
𝑀−1∑︁
𝑛=0

𝜒𝜏𝑛
(𝑡)

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛,𝑖
𝐶 , (4.6)

whilst the approximate solution 𝑢ℎ
𝐷(𝑡) has associated mass given by

‖𝑢ℎ
𝐷(𝑡)‖𝑋𝐷

=
𝑁∑︁

𝑖=1

𝑖𝑢ℎ
𝐷𝑖(𝑡) =

𝑁∑︁
𝑖=1

𝑖

𝑀−1∑︁
𝑛=0

𝜒𝜏𝑛(𝑡)𝑢𝑛,𝑖
𝐷 =

𝑀−1∑︁
𝑛=0

𝜒𝜏𝑛(𝑡)
𝑁∑︁

𝑖=1

𝑖𝑢𝑛,𝑖
𝐷 , (4.7)

where 𝑋𝐷 denotes the space R𝑁 equipped with the weighted norm ‖𝑣‖𝑋𝐷
=
∑︀𝑁

𝑗=1 𝑗 |𝑣𝑗 |, for 𝑣 = (𝑣1, 𝑣2, . . . , 𝑣𝑁 ).
Summing expressions (4.6) and (4.7) gives the total mass:

𝑀ℎ(𝑡) =
𝑀−1∑︁
𝑛=0

𝜒𝜏𝑛
(𝑡)

(︃
𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛,𝑖
𝐶 +

𝑁∑︁
𝑖=1

𝑖𝑢𝑛,𝑖
𝐷

)︃
. (4.8)

First let us examine the mass accounted for by the continuous regime. From the relation (3.3) we get

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖𝑢
𝑛+1,𝑖
𝐶 ∆𝑥𝑖 =

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖

(︂
𝑢𝑛,𝑖

𝐶 +
∆𝑡

𝑥𝑖∆𝑥𝑖

(︁
𝐹𝑛

𝑖+1/2 − 𝐹𝑛
𝑖−1/2

)︁
− ∆𝑡
𝑥𝑖
𝑆𝑛

𝑖

)︂
∆𝑥𝑖

=
𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖𝑢
𝑛,𝑖
𝐶 ∆𝑥𝑖 + ∆𝑡

𝐼ℎ−1∑︁
𝑖=0

(︁
𝐹𝑛

𝑖+1/2 − 𝐹𝑛
𝑖−1/2

)︁
−∆𝑡

𝐼ℎ−1∑︁
𝑖=0

𝑆𝑛
𝑖 ∆𝑥𝑖

=
𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖𝑢
𝑛,𝑖
𝐶 ∆𝑥𝑖 −∆𝑡

𝐼ℎ−1∑︁
𝑖=0

𝑆𝑛
𝑖 ∆𝑥𝑖. (4.9)
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The middle summation term is lost in going to the final line as the sum is telescoping with zero end terms. Now
we consider the discrete regime mass; the generating relation (3.5) gives us

𝑁∑︁
𝑖=1

𝑖𝑢𝑛+1,𝑖
𝐷 =

𝑁∑︁
𝑖=1

𝑖

⎛⎝(1−∆𝑡𝑎𝑖)𝑢
𝑛,𝑖
𝐷 + ∆𝑡

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑛,𝑗
𝐷 + ∆𝑡

𝐼ℎ−1∑︁
𝑗=0

𝐴𝑗𝐵̃𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗

⎞⎠
=

𝑁∑︁
𝑖=1

𝑖𝑢𝑛,𝑖
𝐷 −∆𝑡

𝑁∑︁
𝑖=1

𝑖𝑎𝑖𝑢
𝑛,𝑖
𝐷 + ∆𝑡

𝑁∑︁
𝑖=1

𝑖

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑛,𝑗
𝐷 + ∆𝑡

𝑁∑︁
𝑖=1

𝑖

𝐼ℎ−1∑︁
𝑗=0

𝐴𝑗𝐵̃𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗

=
𝑁∑︁

𝑖=1

𝑖𝑢𝑛,𝑖
𝐷 −∆𝑡

𝑁∑︁
𝑖=2

𝑖𝑎𝑖𝑢
𝑛,𝑖
𝐷 + ∆𝑡

𝑁∑︁
𝑗=2

𝑎𝑗𝑢
𝑛,𝑗
𝐷

(︃
𝑗−1∑︁
𝑖=1

𝑖𝑏𝑖,𝑗

)︃
+ ∆𝑡

𝐼ℎ−1∑︁
𝑗=0

∆𝑥𝑗

(︃
𝐴𝑗𝑢

𝑛,𝑗
𝐶

𝑁∑︁
𝑖=1

𝑖𝐵̃𝑖,𝑗

)︃

=
𝑁∑︁

𝑖=1

𝑖𝑢𝑛,𝑖
𝐷 + ∆𝑡

𝐼ℎ−1∑︁
𝑗=0

∆𝑥𝑗𝑆
𝑛
𝑗 . (4.10)

The middle two terms cancel due to the mass conservation condition (1.4). Combining equations (4.9) and (4.10)
we obtain

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖𝑢
𝑛+1,𝑖
𝐶 ∆𝑥𝑖 +

𝑁∑︁
𝑖=1

𝑖𝑢𝑛+1,𝑖
𝐷 =

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖𝑢
𝑛,𝑖
𝐶 ∆𝑥𝑖 −∆𝑡

𝐼ℎ−1∑︁
𝑖=0

𝑆𝑛
𝑖 ∆𝑥𝑖 +

𝑁∑︁
𝑖=1

𝑖𝑢𝑛,𝑖
𝐷 + ∆𝑡

𝐼ℎ−1∑︁
𝑗=0

∆𝑥𝑗𝑆
𝑛
𝑗

=
𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖𝑢
𝑛,𝑖
𝐶 ∆𝑥𝑖 +

𝑁∑︁
𝑖=1

𝑖𝑢𝑛,𝑖
𝐷 .

From repeated application of this equality it is easily seen that the bracketed expression appearing in (4.8) is
equal for all values of 𝑛, and hence the total mass 𝑀ℎ(𝑡) remains constant. �

5. Convergence of the scheme to a weak solution as ℎ → 0

Having determined the nonnegativity and mass conservative properties of the approximate solutions provided
by (3.4) and (3.6), in this section we set out to prove that they converge, in some sense, to a limit as the parameter
ℎ, and by necessity ∆𝑡, go to zero, and show that this limit itself is an “exact” solution to our truncated model.

5.1. Continuous fragmentation regime: convergence

Let us start with the continuous regime approximations
{︀
𝑢ℎ

𝐶

}︀
. In order to prove the (weak) convergence of

this family, we employ a weak compactness argument, utilising the Dunford–Pettis theorem (Thm. 2.5), which
provides necessary and sufficient conditions for weak compactness in an 𝐿1 space. We begin by proving the
equiboundedness of the set

{︀
𝑢ℎ

𝐶

}︀
.

Lemma 5.1. The family of approximations
{︀
𝑢ℎ

𝐶

}︀
is equibounded (uniformly bounded) in the space 𝐿1((𝑁,𝑅)×

[0, 𝑇 ), 𝑥d𝑥d𝑡).

Proof. Recalling equation (4.6), we have for any 𝑡 ∈ [0, 𝑇 ) that

‖𝑢ℎ
𝐶(·, 𝑡)‖𝐿1

1(𝑁,𝑅) =
𝑀−1∑︁
𝑛=0

𝜒𝜏𝑛(𝑡)
𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛,𝑖
𝐶 .

From the analysis of Lemma 4.1, each of the values 𝑢𝑛,𝑖
𝐶 is nonnegative, and as such the values 𝑆𝑛

𝑖 are nonnegative.
Therefore, from the last line of equation (4.9) we deduce that

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛,𝑖
𝐶 ≤

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛−1,𝑖
𝐶 for 𝑛 = 1, . . . ,𝑀 − 1.
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Repeated application of this inequality yields

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛,𝑖
𝐶 ≤

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
0,𝑖
𝐶 =

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖

∫︁
Λ𝑖

𝑐0(𝑥) d𝑥 ≤
𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖

𝑥𝑖−1/2

∫︁
Λ𝑖

𝑐0(𝑥)𝑥 d𝑥. (5.1)

The quantity 𝑥𝑖

𝑥𝑖−1/2
can be bounded as follows:

𝑥𝑖

𝑥𝑖−1/2
=
𝑥𝑖−1/2 + 1

2∆𝑥𝑖

𝑥𝑖−1/2
≤ 1 +

ℎ

2𝑁
≤ 3

2
·

We note this bound as it will appear regularly in subsequent calculations. Substituting this within (5.1) yields

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛,𝑖
𝐶 ≤ 3

2
‖𝑐0‖𝐿1

1(𝑁,𝑅),

for 𝑛 = 0, . . . ,𝑀 − 1. Replacing this inequality in our calculation gives us the following, which holds for all
𝑡 ∈ [0, 𝑇 ):

‖𝑢ℎ
𝐶(·, 𝑡)‖𝐿1

1(𝑁,𝑅) ≤
𝑀−1∑︁
𝑛=0

𝜒𝜏𝑛
(𝑡)

3
2
‖𝑐0‖𝐿1

1(𝑁,𝑅) =
3
2
‖𝑐0‖𝐿1

1(𝑁,𝑅).

Integrating this inequality with respect to 𝑡 from 0 to 𝑇 we obtain the required equiboundedness of
{︀
𝑢ℎ

𝐶

}︀
in

the space 𝐿1((𝑁,𝑅)× [0, 𝑇 ), 𝑥d𝑥d𝑡). �

We now move on to prove the second of the two required conditions for the Dunford–Pettis theorem, namely
equiintegrability. However, prior to this we collect all the conditions so far imposed on our model via the
functions 𝑎, 𝑏 and 𝑏𝑖, the values 𝑏𝑗,𝑖, and the initial distributions 𝑐0 and 𝑑0, and also on our mesh via the
parameters ℎ and ∆𝑡.

Remark 5.2. Throughout the remaining analysis, the following conditions shall be assumed to be satisfied.

(1) The initial mass distributions within the continuous and discrete regimes are nonnegative, that is 𝑐0(𝑥) ≥ 0
for all 𝑥 > 𝑁 and 𝑑0,𝑖 ≥ 0 for 𝑖 = 1, . . . , 𝑁 .

(2) The functions 𝑎 and 𝑏 are nonnegative and belong to the spaces 𝐿∞,loc ([𝑁,∞)) and
𝐿∞,loc ([𝑁,∞)× [𝑁,∞)), respectively.

(3) The functions 𝑏 and 𝑏𝑖, and the values 𝑏𝑗,𝑖 are assumed to satisfy the conditions (1.3) and (1.4).
(4) Each of the functions 𝑏𝑖 is assumed to be nonnegative. This nonnegativity in conjunction with condition 2

and (1.3) is sufficient to guarantee that 𝑏𝑖 ∈ 𝐿∞,loc ([𝑁,∞)).
(5) There exist positive constants 𝑘1 and 𝑘2 such that the mesh parameters ℎ and ∆𝑡 satisfy

𝑘1ℎ ≤ ∆𝑡 ≤ 𝑘2ℎ.

(6) To ensure that the approximate solutions remain nonnegative, the time step ∆𝑡 is assumed to satisfy the
following constraints:

0 < ∆𝑡 ≤ 𝑥𝑖

𝐴𝑖

(︁∑︀𝑖−1
𝑘=0 𝑥𝑘𝐵𝑘,𝑖∆𝑥𝑘 +

∑︀𝑁
𝑗=1 𝑗𝐵̃𝑗,𝑖

)︁ for 𝑖 = 0, 1, . . . , 𝐼ℎ − 1,

for all cases of the denominator being nonzero, and

0 < ∆𝑡 ≤ 1
𝑎𝑖

for 𝑖 = 2, . . . , 𝑁 such that 𝑎𝑖 ̸= 0.
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(7) There exists a constant 𝜃 > 0 such that

𝐾(𝑅)∆𝑡 ≤ 𝜃 < 1,

where 𝐾(𝑅) = 𝛼(𝑅)𝛽(𝑅)𝑅, with 𝛼(𝑅) and 𝛽(𝑅) as given in (4.5). This final condition shall be utilised in
Theorem 5.3, which immediately follows.

Theorem 5.3. Under the assumptions outlined in Remark 5.2, the family
{︀
𝑢ℎ

𝐶

}︀
is equiintegrable in 𝐿1((𝑁,𝑅)×

[0, 𝑇 ), 𝑥d𝑥 d𝑡).

Proof. Consider the constant sequence comprising solely of the initial data 𝑐0 ∈ 𝐿1 ((𝑁,𝑅), 𝑥d𝑥). Clearly this
sequence is convergent, therefore {𝑐0} forms a weakly sequentially compact set in 𝐿1 ((𝑁,𝑅), 𝑥d𝑥). Hence by
the de la Vallee Poussin theorem (Thm. 2.3) there exists a nonnegative, convex function Φ ∈ 𝐶∞([0,∞)), with
Φ(0) = 0 and Φ′(0) = 1 such that Φ′ is concave, and Φ satisfies

Φ(𝑥)
𝑥

→∞ as 𝑥→∞ and
∫︁ 𝑅

𝑁

Φ(𝑐0)(𝑥)𝑥d𝑥 <∞.

The inequality (2.1) gives us

Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
− Φ(𝑢𝑛,𝑖

𝐶 ) ≤
(︁
𝑢𝑛+1,𝑖

𝐶 − 𝑢𝑛,𝑖
𝐶

)︁
Φ′
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
.

Multiplying this by 𝑥𝑖∆𝑥𝑖 and summing over all 𝑖 gives

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖

(︁
Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
− Φ

(︁
𝑢𝑛,𝑖

𝐶

)︁)︁
≤

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖

(︁(︁
𝑢𝑛+1,𝑖

𝐶 − 𝑢𝑛,𝑖
𝐶

)︁
Φ′
(︁
𝑢𝑛+1,𝑖

𝐶

)︁)︁
.

Utilising equation (3.3) we can rewrite this as

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖

(︁
Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
− Φ

(︁
𝑢𝑛,𝑖

𝐶

)︁)︁
≤

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖

(︂
∆𝑡

𝑥𝑖∆𝑥𝑖

(︁
𝐹𝑛

𝑖+1/2 − 𝐹𝑛
𝑖−1/2

)︁
− ∆𝑡
𝑥𝑖
𝑆𝑛

𝑖

)︂
Φ′
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
. (5.2)

Recalling the definition of 𝑆𝑛
𝑖 from (3.2), we see that it must be nonnegative. Additionally, Lemma 2.4(ii)

and Lemma 4.1 give Φ′
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
≥ 0, hence we can drop the term involving 𝑆𝑛

𝑖 from (5.2) and the inequality
will still remain valid, giving us

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖

(︁
Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
− Φ

(︁
𝑢𝑛,𝑖

𝐶

)︁)︁
≤

𝐼ℎ−1∑︁
𝑖=0

∆𝑡
(︁
𝐹𝑛

𝑖+1/2 − 𝐹𝑛
𝑖−1/2

)︁
Φ′
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
.

Omitting the last negative term from equation (4.3) yields the inequality

𝐹𝑛
𝑖+1/2 − 𝐹𝑛

𝑖−1/2 ≤ 𝑥𝑖∆𝑥𝑖

𝐼ℎ−1∑︁
𝑗=𝑖+1

𝐴𝑗𝐵𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑗 ,

which, if placed in the previous inequality, results in

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖

(︁
Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
− Φ

(︁
𝑢𝑛,𝑖

𝐶

)︁)︁
≤ ∆𝑡

𝐼ℎ−1∑︁
𝑖=0

𝐼ℎ−1∑︁
𝑗=𝑖+1

𝑥𝑖𝐴𝑗𝐵𝑖,𝑗𝑢
𝑛,𝑗
𝐶 ∆𝑥𝑖∆𝑥𝑗Φ′

(︁
𝑢𝑛+1,𝑖

𝐶

)︁
.
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Utilising Lemma 2.4(i) with 𝑥 = 𝑢𝑛,𝑗
𝐶 and 𝑦 = 𝑢𝑛+1,𝑖

𝐶 and noting that the constants 𝛼(𝑅) and 𝛽(𝑅) bound
the average values 𝐴𝑗 and 𝐵𝑖,𝑗 , we get

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖

(︁
Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
− Φ

(︁
𝑢𝑛,𝑖

𝐶

)︁)︁
≤ 𝛼(𝑅)𝛽(𝑅)∆𝑡

𝐼ℎ−1∑︁
𝑖=0

𝐼ℎ−1∑︁
𝑗=𝑖+1

𝑥𝑖∆𝑥𝑖∆𝑥𝑗𝑢
𝑛,𝑗
𝐶 Φ′

(︁
𝑢𝑛+1,𝑖

𝐶

)︁

≤ 𝛼(𝑅)𝛽(𝑅)∆𝑡

⎛⎝𝐼ℎ−1∑︁
𝑖=0

⎛⎝𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁ 𝐼ℎ−1∑︁
𝑗=𝑖+1

∆𝑥𝑗

⎞⎠+
𝐼ℎ−1∑︁
𝑖=0

⎛⎝𝑥𝑖∆𝑥𝑖

𝐼ℎ−1∑︁
𝑗=𝑖+1

∆𝑥𝑗Φ
(︁
𝑢𝑛,𝑗

𝐶

)︁⎞⎠⎞⎠ .

As 𝑗 is restricted to be greater than 𝑖 we have 𝑥𝑗 > 𝑥𝑖 for admissible 𝑗 and 𝑖. This allows us to switch 𝑥𝑖 for 𝑥𝑗

in the second term and take this within the inner summation. Following this we expand the summation over 𝑗
to give

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖

(︁
Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
− Φ

(︁
𝑢𝑛,𝑖

𝐶

)︁)︁

≤ 𝛼(𝑅)𝛽(𝑅)∆𝑡

⎛⎝𝐼ℎ−1∑︁
𝑖=0

⎛⎝𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁ 𝐼ℎ−1∑︁
𝑗=𝑖+1

∆𝑥𝑗

⎞⎠+
𝐼ℎ−1∑︁
𝑖=0

⎛⎝∆𝑥𝑖

𝐼ℎ−1∑︁
𝑗=𝑖+1

𝑥𝑗∆𝑥𝑗Φ
(︁
𝑢𝑛,𝑗

𝐶

)︁⎞⎠⎞⎠
≤ 𝛼(𝑅)𝛽(𝑅)𝑅⏟  ⏞  

=𝐾(𝑅)

∆𝑡

⎛⎝𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
+

𝐼ℎ−1∑︁
𝑗=0

𝑥𝑗∆𝑥𝑗Φ
(︁
𝑢𝑛,𝑗

𝐶

)︁⎞⎠ .

If we change the index variable from 𝑗 to 𝑖 in the second summation and re-arrange then we obtain

(1−𝐾(𝑅)∆𝑡)
𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
≤ (1 +𝐾(𝑅)∆𝑡)

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛,𝑖

𝐶

)︁
.

By the final assumption of Remark 5.2, we have 1−𝐾(𝑅)∆𝑡 > 0 allowing us to divide through to get

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
≤
(︂

1 +
2𝐾(𝑅)∆𝑡

1−𝐾(𝑅)∆𝑡

)︂ 𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛,𝑖

𝐶

)︁
.

Repeated application of this inequality yields

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛+1,𝑖

𝐶

)︁
≤
(︂

1 +
2𝐾(𝑅)∆𝑡

1−𝐾(𝑅)∆𝑡

)︂𝑛+1 𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢0,𝑖

𝐶

)︁
≤ exp

(︂
2𝐾(𝑅)∆𝑡(𝑛+ 1)

1−𝐾(𝑅)∆𝑡

)︂ 𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢0,𝑖

𝐶

)︁
.

For values of 𝑡 in the interval 𝜏𝑛 = [𝑡𝑛, 𝑡𝑛+1) this gives us∫︁ 𝑅

𝑁

Φ
(︀
𝑢ℎ

𝐶(𝑥, 𝑡)
)︀
𝑥d𝑥 =

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢𝑛,𝑖

𝐶

)︁
≤ exp

(︂
2𝐾(𝑅)𝑡

1−𝐾(𝑅)∆𝑡

)︂ 𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︁
𝑢0,𝑖

𝐶

)︁
= exp

(︂
2𝐾(𝑅)𝑡

1−𝐾(𝑅)∆𝑡

)︂ 𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖Φ
(︂

1
∆𝑥𝑖

∫︁
Λ𝑖

𝑐0(𝑥) d𝑥
)︂
.
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An application of Jensen’s inequality ([40], Thm. 2.2) allows us to switch the order of Φ and integration to get

∫︁ 𝑅

𝑁

Φ
(︀
𝑢ℎ

𝐶(𝑥, 𝑡)
)︀
𝑥d𝑥 ≤ exp

(︂
2𝐾(𝑅)𝑡

1−𝐾(𝑅)∆𝑡

)︂ 𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖

∫︁
Λ𝑖

Φ(𝑐0(𝑥)) d𝑥

≤ 3
2

exp
(︂

2𝐾(𝑅)𝑡
1−𝐾(𝑅)∆𝑡

)︂ 𝐼ℎ−1∑︁
𝑖=0

∫︁
Λ𝑖

Φ(𝑐0(𝑥))𝑥d𝑥.

By assumption 6 of Remark 5.2, that 𝐾(𝑅)∆𝑡 ≤ 𝜃 < 1, we deduce that∫︁ 𝑅

𝑁

Φ
(︀
𝑢ℎ

𝐶(𝑥, 𝑡)
)︀
𝑥d𝑥 ≤ 3

2
exp

(︂
2𝐾(𝑅)𝑡
1− 𝜃

)︂∫︁ 𝑅

𝑁

Φ(𝑐0(𝑥))𝑥d𝑥,

which holds for all 𝑡 ∈ [0, 𝑇 ). Integrating the inequality with respect to 𝑡 from 0 to 𝑇 confirms the equiintegra-
bility of the family

{︀
𝑢ℎ

𝐶

}︀
in the space 𝐿1((𝑁,𝑅)× [0, 𝑇 ), 𝑥d𝑥d𝑡). �

By Theorem 2.5 (Dunford–Pettis theorem), the sequence
{︀
𝑢ℎ

𝐶

}︀
forms a weakly sequentially compact set

in the space 𝐿1 ((𝑁,𝑅)× [0, 𝑇 ), 𝑥d𝑥d𝑡). This implies the existence of a subsequence
{︁
𝑢ℎ𝑗

𝐶

}︁
and a function

𝑢𝑅
𝐶 ∈ 𝐿1 ((𝑁,𝑅)× [0, 𝑇 ), 𝑥d𝑥d𝑡) such that 𝑢ℎ𝑗

𝐶 ⇀ 𝑢𝑅
𝐶 in 𝐿1 ((𝑁,𝑅)× [0, 𝑇 ), 𝑥d𝑥 d𝑡) as 𝑗 →∞ and ℎ𝑗 → 0.

Remark 5.4. From now on this convergent subsequence will be considered implicitly, unless otherwise stated;
as such we now use the notation

{︀
𝑢ℎ

𝐶

}︀
to denote such a convergent subsequence, the choice of which, we note,

may not be unique.

5.2. Continuous fragmentation regime: weak solution

Having shown that our sequence of approximations converges (weakly) to a limit, we now aim to show that
this limit provides a solution to our truncated equation (1.6). Precisely, we intend to show that the function 𝑢𝑅

𝐶

satisfies the following criterion.

Definition 5.5. The function 𝑢𝑅
𝐶 is a weak solution of equation (1.6), if it satisfies∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑥𝑢𝑅
𝐶(𝑥, 𝑡)

𝜕𝜙

𝜕𝑡
(𝑥, 𝑡) d𝑥 d𝑡+

∫︁ 𝑅

𝑁

𝑥𝑐0(𝑥)𝜙(𝑥, 0) d𝑥

=
∫︁ 𝑇

0

∫︁ 𝑅

𝑁

ℱ𝑅
(︀
𝑥𝑢𝑅

𝐶

)︀
(𝑥, 𝑡)

𝜕𝜙

𝜕𝑥
(𝑥, 𝑡) d𝑥 d𝑡+

∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑆
(︀
𝑥𝑢𝑅

𝐶

)︀
(𝑥, 𝑡)𝜙(𝑥, 𝑡) d𝑥 d𝑡, (5.3)

for all functions 𝜙, which are twice continuously differentiable functions on (𝑁,𝑅)×(0, 𝑇 ), such that 𝜙 and each
of its derivatives up to order 2 may be continuously extended to [𝑁,𝑅] × [0, 𝑇 ), and such that for each fixed
𝑥 ∈ [𝑁,𝑅], the support of 𝜙 with respect to 𝑡 is a compact subset of [0, 𝑇 ). We denote the set of such extended
functions by 𝐶2

𝑐 ([𝑁,𝑅]× [0, 𝑇 )). We note that the weak formulation (5.3) was obtained from (1.6) in the usual
manner, recalling the zero boundary conditions established in Lemma 1.1. Finally, recalling Remark 1.2 would
allow us to alternatively re-write (5.3) without the requirement for an 𝑥-derivative on the right-hand side.

Definition 5.6. In the analysis which follows we make use of the following three approximations to 𝑥 over the
domain (𝑁,𝑅). First we have the left endpoint approximation, defined by

𝜉ℎ : 𝑥 ∈ (𝑁,𝑅) → 𝜉ℎ(𝑥) =
𝐼ℎ−1∑︁
𝑖=0

𝜒Λ𝑖(𝑥)𝑥𝑖−1/2.
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Secondly we consider the midpoint approximation, defined by

𝑋ℎ : 𝑥 ∈ (𝑁,𝑅) → 𝑋ℎ(𝑥) =
𝐼ℎ−1∑︁
𝑖=0

𝜒Λ𝑖
(𝑥)𝑥𝑖,

and finally we introduce the right endpoint approximation given by

𝛯ℎ : 𝑥 ∈ (𝑁,𝑅) → 𝛯ℎ(𝑥) =
𝐼ℎ−1∑︁
𝑖=0

𝜒Λ𝑖
(𝑥)𝑥𝑖+1/2.

Remark 5.7. It is a simple exercise to show that the three approximations, introduced above, converge point-
wise (uniformly) to 𝑥 over the domain (𝑁,𝑅) as the mesh parameter ℎ goes to 0. The reader may find details
given in Lemma 5.2.3 of [4].

We are now in a position to proceed with our proof that 𝑢𝑅
𝐶 is a weak solution to (1.6).

Definition 5.8. Let 𝜙 ∈ 𝐶2
𝑐 ([𝑁,𝑅]× [0, 𝑇 )); then for sufficiently small ∆𝑡, the support of 𝜙 with respect to 𝑡

lies within [0, 𝑡𝑀−1]. We define 𝜙𝑛
𝑖 as an approximation of 𝜙 on Λ𝑖 × 𝜏𝑛 by

𝜙𝑛
𝑖 =

1
∆𝑡

∫︁
𝜏𝑛

𝜙(𝑥𝑖−1/2, 𝑡) d𝑡,

with 𝜙𝑀−1
𝑖 = 𝜙𝑀

𝑖 = 0 for admissible 𝑖.

Rearranging equation (3.3), multiplying by 𝜙𝑛
𝑖 and summing over 𝑛 = 0, . . . ,𝑀 − 1 and 𝑖 = 0, . . . , 𝐼ℎ − 1,

gives us
𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑖=0

(︁
𝑥𝑖∆𝑥𝑖

(︁
𝑢𝑛+1,𝑖

𝐶 − 𝑢𝑛,𝑖
𝐶

)︁
𝜙𝑛

𝑖 −∆𝑡
(︁
𝐹𝑛

𝑖+1/2 − 𝐹𝑛
𝑖−1/2

)︁
𝜙𝑛

𝑖 + ∆𝑡∆𝑥𝑖𝑆
𝑛
𝑖 𝜙

𝑛
𝑖

)︁
= 0.

Rearrangement of the summations and utilising the compact support of 𝜙 and the zero boundary flux gives us
the following equality:

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛+1,𝑖
𝐶

(︀
𝜙𝑛+1

𝑖 − 𝜙𝑛
𝑖

)︀
+

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
0,𝑖
𝐶 𝜙0

𝑖

−
𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑖=0

∆𝑡𝐹𝑛
𝑖+1/2(𝜙𝑛

𝑖+1 − 𝜙𝑛
𝑖 )−

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑖=0

∆𝑡∆𝑥𝑖𝑆
𝑛
𝑖 𝜙

𝑛
𝑖 = 0. (5.4)

The above equality can be seen as the discrete equivalent of the weak formulation (5.3). Our approach now
involves taking the limit as ℎ → 0 of (5.4) and showing that we do indeed obtain (5.3) with 𝑢𝑅

𝐶 as a weak
solution. Observing the terms of (5.3) we see that the integrals are with respect to the measure d𝑥d𝑡 whilst we
have shown that convergence occurs in the space with weighted measure 𝑥 d𝑥 d𝑡. At this point we highlight the
use of Theorem 2.1 to switch spaces but retain convergence.

Theorem 5.9. Under the assumptions outlined in Remark 5.2, the function 𝑢𝑅
𝐶 obtained as the limit of the

sequence
{︀
𝑢ℎ

𝐶

}︀
, is a weak solution of our equation, satisfying (5.3).

Proof. The first three terms of (5.4) correspond closely to those set out in equation (2.21) of [34], which were
shown to converge to limits similar in form to the relevant terms from (5.3). For full details of convergence in
the case of (5.4) and (5.3), the reader is directed towards ([4], Thm. 5.2.6). However, the arguments employed
for our three terms mirror those employed in Theorem 2.3.1 of [34], and as such are excluded here. Therefore,
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we focus our attention on the final terms of (5.4) and (5.3), which account for the mass transfer from our
continuous regime to the discrete regime. The fourth term from equation (5.4) is given fully by

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑖=0

𝐴𝑖

⎛⎝ 𝑁∑︁
𝑗=1

𝑗𝐵̃𝑗,𝑖

⎞⎠𝑢𝑛,𝑖
𝐶 𝜙𝑛

𝑖 ∆𝑥𝑖∆𝑡 =
𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑖=0

∫︁
𝜏𝑛

∫︁
Λ𝑖

𝑎ℎ(𝑣)

⎛⎝ 𝑁∑︁
𝑗=1

𝑗𝑏ℎ𝑗 (𝑣)

⎞⎠𝑢ℎ
𝐶𝜙
(︀
𝜉ℎ(𝑣), 𝑡

)︀
d𝑣 d𝑡

=
∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑎ℎ(𝑣)

⎛⎝ 𝑁∑︁
𝑗=1

𝑗𝑏ℎ𝑗 (𝑣)

⎞⎠𝑢ℎ
𝐶(𝑣, 𝑡)𝜙

(︀
𝜉ℎ(𝑣), 𝑡

)︀
d𝑣 d𝑡.

The pointwise convergence of 𝑎ℎ, 𝑏ℎ𝑗 and 𝜉ℎ along with the continuity of 𝜙 means that

𝑎ℎ(𝑣)

⎛⎝ 𝑁∑︁
𝑗=1

𝑗𝑏ℎ𝑗 (𝑣)

⎞⎠𝜙
(︀
𝜉ℎ(𝑣), 𝑡

)︀
→ 𝑎(𝑣)

⎛⎝ 𝑁∑︁
𝑗=1

𝑗𝑏𝑗(𝑣)

⎞⎠𝜙(𝑣, 𝑡),

for all 𝑡 ∈ [0, 𝑇 ) and almost all 𝑣 ∈ (𝑅,𝑁) as ℎ → 0. Since 𝑎 and 𝑏𝑖 are in 𝐿∞,loc([𝑁,∞)) and 𝜙 is 𝐶2

on [𝑁,𝑅] × [0, 𝑇 ) with compact support (hence is a bounded function), the expressions on either side belong
to 𝐿∞((𝑁,𝑅) × [0, 𝑇 )), with the left-hand side being uniformly bounded w.r.t. ℎ. Hence, with 𝑢ℎ

𝐶 ⇀ 𝑢𝑅
𝐶 in

𝐿1((𝑁,𝑅)× [0, 𝑇 ), d𝑣 d𝑡), applying Theorem 2.2, yields

∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑎ℎ(𝑣)

⎛⎝ 𝑁∑︁
𝑗=1

𝑗𝑏ℎ𝑗 (𝑣)

⎞⎠𝑢ℎ
𝐶(𝑣, 𝑡)𝜙

(︀
𝜉ℎ(𝑣), 𝑡

)︀
d𝑣 d𝑡→

∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑎(𝑣)

⎛⎝ 𝑁∑︁
𝑗=1

𝑗𝑏𝑗(𝑣)

⎞⎠𝑢𝑅
𝐶(𝑣, 𝑡)𝜙(𝑣, 𝑡) d𝑣 d𝑡

=
∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑆(𝑣𝑢𝑅
𝐶)(𝑣, 𝑡)𝜙(𝑣, 𝑡) d𝑣 d𝑡. (5.5)

Taken together, the convergence of the first three terms of (5.4), in addition to (5.5) show that 𝑢𝑅
𝐶 satisfies (5.3)

for all 𝜙 ∈ 𝐶2
𝑐 ([𝑁,𝑅]× [0, 𝑇 )), and hence 𝑢𝑅

𝐶 is a weak solution, as set out in Definition 5.5. �

5.3. Discrete fragmentation regime: convergence

Now let us consider the discrete regime approximations. This is treated by a similar approach to the one we
adopted for the continuous regime equation, but as a first step we establish a bound on the values 𝑢𝑛,𝑖

𝐷 .

Lemma 5.10. There exists a constant 𝐶, independent of ℎ and 𝑅, such that for all values of 𝑛 and 𝑖 we have

0 ≤ 𝑢𝑛,𝑖
𝐷 ≤ 𝐶.

Proof. The nonnegativity of 𝑢𝑛,𝑖
𝐷 follows from Lemma 4.1. We shall therefore concentrate on the upper bound.

From Lemma 4.3 we have, for all admissible 𝑛, that the following holds:

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
𝑛,𝑖
𝐶 +

𝑁∑︁
𝑖=1

𝑖𝑢𝑛,𝑖
𝐷 =

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖∆𝑥𝑖𝑢
0,𝑖
𝐶 +

𝑁∑︁
𝑖=1

𝑖𝑢0,𝑖
𝐷 =

𝐼ℎ−1∑︁
𝑖=0

𝑥𝑖

∫︁
Λ𝑖

𝑐0(𝑥) d𝑥+
𝑁∑︁

𝑖=1

𝑖𝑑0𝑖

≤ 3
2

𝐼ℎ−1∑︁
𝑖=0

∫︁
Λ𝑖

𝑐0(𝑥)𝑥 d𝑥+
𝑁∑︁

𝑖=1

𝑖𝑑0𝑖 ≤
3
2

∫︁ ∞

𝑁

𝑐0(𝑥)𝑥 d𝑥+
𝑁∑︁

𝑖=1

𝑖𝑑0𝑖 = 𝐶 <∞.

Therefore, for all 𝑛 and 𝑖 we have that
𝑢𝑛,𝑖

𝐷 ≤ 𝐶, (5.6)

where the constant 𝐶 is independent of the mesh parameter ℎ and the truncation parameter 𝑅. �
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Theorem 5.11. For each 𝑖 = 1, . . . , 𝑁 , the family
{︀
𝑢ℎ

𝐷𝑖

}︀
forms a sequentially weakly compact set in 𝐿1 ([0, 𝑇 )),

hence must have a weakly convergent subsequence.

Proof. By the bound obtained in Lemma 5.10 the family
{︀
𝑢ℎ

𝐷𝑖

}︀
is bounded in 𝐿∞ ([0, 𝑇 )) and hence sequentially

weakly compact in 𝐿1 ([0, 𝑇 )). �

Remark 5.12. We note that what we seek is a collection of values
{︀
ℎ𝑗
}︀

, such that all of the sequences
{︁
𝑢ℎ𝑗

𝐷𝑖

}︁
,

for 𝑖 = 1, . . . , 𝑁 , converge weakly, as 𝑗 →∞ and ℎ𝑗 → 0. Such a sequence
{︀
ℎ𝑗
}︀

may be obtained by means of

a diagonal argument. From now on the convergent subsequences
{︁
𝑢ℎ𝑗

𝐷𝑖

}︁
are considered implicitly and we use{︀

𝑢ℎ
𝐷𝑖

}︀
to denote said subsequences, unless otherwise stated. Let us denote the weak limit of

{︀
𝑢ℎ

𝐷𝑖

}︀
by 𝑢𝑅

𝐷𝑖 (note
the upper case superscript notation for the limit).

5.4. Discrete fragmentation regime: weak solution

Having established the convergence of our sequence of approximations we now aim to determine whether the
limit produced provides a solution to the equation (1.8) and if so in what sense. As such, following on from
Definition 5.5, we introduce

Definition 5.13. We say that the function 𝑢𝑅
𝐷𝑖 is a weak solution of equation (1.8) if it satisfies∫︁ 𝑇

0

𝑢𝑅
𝐷𝑖(𝑡)

d𝜑
d𝑡

(𝑡) d𝑡+ 𝑑0𝑖𝜑(0)−
∫︁ 𝑇

0

𝑎𝑖𝑢
𝑅
𝐷𝑖(𝑡)𝜑(𝑡) d𝑡

+
∫︁ 𝑇

0

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑅
𝐷𝑗(𝑡)𝜑(𝑡) d𝑡+

∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑎(𝑦)𝑏𝑖(𝑦)𝑢𝑅
𝐶(𝑦, 𝑡)𝜑(𝑡) d𝑦 d𝑡 = 0 (5.7)

for any 𝜑 ∈ 𝐶2
𝑐 ([0, 𝑇 )), where 𝐶2

𝑐 ([0, 𝑇 )) is defined in an analogous fashion to 𝐶2
𝑐 ([𝑁,𝑅]× [0, 𝑇 )) from Defini-

tion 5.5.

Theorem 5.14. The functions 𝑢𝑅
𝐷𝑖 obtained as weak limits of the sequences

{︀
𝑢ℎ

𝐷𝑖

}︀
are indeed weak solutions

of (1.8), satisfying equation (5.7) for any 𝜑 ∈ 𝐶2
𝑐 ([0, 𝑇 )).

Proof. For such a function 𝜑, let us denote its approximation over 𝜏𝑛 by 𝜑𝑛, which is defined as

𝜑𝑛 =
1

∆𝑡

∫︁
𝜏𝑛

𝜑(𝑡) d𝑡 for 𝑛 = 0, . . . ,𝑀 − 1,

and 𝜑𝑀 = 0. Multiplying (3.5) by 𝜑𝑛 and summing over 𝑛 from 0 to 𝑀 − 1, gives us the following equality:

𝑀−1∑︁
𝑛=0

(︁
𝑢𝑛+1,𝑖

𝐷 − 𝑢𝑛,𝑖
𝐷

)︁
𝜑𝑛 = −

𝑀−1∑︁
𝑛=0

𝑎𝑖𝑢
𝑛,𝑖
𝐷 𝜑𝑛∆𝑡+

𝑀−1∑︁
𝑛=0

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑛,𝑗
𝐷 𝜑𝑛∆𝑡+

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑗=0

𝐴𝑗𝐵̃𝑖,𝑗𝑢
𝑛,𝑗
𝐶 𝜑𝑛∆𝑥𝑗∆𝑡.

Since 𝜑 is compactly supported, for sufficiently small ∆𝑡 we have 𝜑𝑀−1 = 0; then, further manipulation of the
first term yields

𝑀−1∑︁
𝑛=0

𝑢𝑛+1,𝑖
𝐷

(︀
𝜑𝑛+1 − 𝜑𝑛

)︀
+ 𝑢0,𝑖

𝐷 𝜑0 −
𝑀−1∑︁
𝑛=0

𝑎𝑖𝑢
𝑛,𝑖
𝐷 𝜑𝑛∆𝑡

+
𝑀−1∑︁
𝑛=0

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑛,𝑗
𝐷 𝜑𝑛∆𝑡+

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑗=0

𝐴𝑗𝐵̃𝑖,𝑗𝑢
𝑛,𝑗
𝐶 𝜑𝑛∆𝑥𝑗∆𝑡 = 0. (5.8)
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Looking more closely at the first term above we can rewrite it as

𝑀−1∑︁
𝑛=0

𝑢𝑛+1,𝑖
𝐷

(︀
𝜑𝑛+1 − 𝜑𝑛

)︀
= 𝑢𝑀,𝑖

𝐷

(︀
𝜑𝑀 − 𝜑𝑀−1

)︀⏟  ⏞  
=0

+
𝑀−2∑︁
𝑛=0

∫︁
𝜏𝑛+1

𝑢ℎ
𝐷𝑖(𝑡)

𝜑(𝑡)− 𝜑 (𝑡−∆𝑡)
∆𝑡

d𝑡

=
∫︁ 𝑇

0

𝜒[Δ𝑡,𝑇 )(𝑡)𝑢ℎ
𝐷𝑖(𝑡)

𝜑(𝑡)− 𝜑(𝑡−∆𝑡)
∆𝑡

d𝑡.

Assuming that 𝑡 ∈ (0, 𝑇 ) and ∆𝑡 ≤ 𝑡, then a Taylor series expansion of 𝜑(𝑡−∆𝑡) about 𝑡 gives

𝜑(𝑡−∆𝑡) = 𝜑(𝑡)−∆𝑡
d𝜑
d𝑡

(𝑡) +𝑂(∆𝑡2).

Therefore, we have

𝜒[Δ𝑡,𝑇 )(𝑡)
𝜑(𝑡)− 𝜑(𝑡−∆𝑡)

∆𝑡
=

⎧⎨⎩ ∆𝑡d𝜑
d𝑡 (𝑥, 𝑡) +𝑂(∆𝑡2)

∆𝑡
, ∆𝑡 ≤ 𝑡,

0, ∆𝑡 > 𝑡.

(5.9)

As such, the left-hand side of (5.9) can be seen to converge pointwise to d𝜑
d𝑡 on (0, 𝑇 ), as ℎ, and by condition

(3.1), ∆𝑡 goes to 0. Since 𝜑 and its derivative d𝜑
d𝑡 must be bounded we can bound the left-hand side above, with

the bound being uniform w.r.t ℎ. Then, as 𝑢ℎ
𝐷𝑖 ⇀ 𝑢𝑅

𝐷𝑖 in 𝐿1 ([0, 𝑇 )), applying Theorem 2.2, as before, gives us∫︁ 𝑇

0

𝜒[Δ𝑡,𝑇 )(𝑡)𝑢ℎ
𝐷𝑖(𝑡)

𝜑(𝑡)− 𝜑(𝑡−∆𝑡)
∆𝑡

d𝑡→
∫︁ 𝑇

0

𝑢𝑅
𝐷𝑖(𝑡)

d𝜑
d𝑡

(𝑡) d𝑡. (5.10)

By definition, 𝑢0,𝑖
𝐷 = 𝑑0𝑖, and since 𝜑 is 𝐶2 with compact support, its derivative must be bounded, from which

we deduce that

𝜑0 =
1

∆𝑡

∫︁ Δ𝑡

0

𝜑(𝑡) d𝑡→ 𝜑(0),

as ℎ goes to 0. Therefore
𝑢0,𝑖

𝐷 𝜑0 → 𝑑0𝑖𝜑(0) as ℎ→ 0. (5.11)

By temporarily defining 𝑏𝑖,𝑖 to be −1, we can combine the third and fourth terms of (5.8), writing them as

𝑀−1∑︁
𝑛=0

𝑁∑︁
𝑗=𝑖

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑛,𝑗
𝐷 𝜑𝑛∆𝑡 =

𝑀−1∑︁
𝑛=0

𝑁∑︁
𝑗=𝑖

∫︁
𝜏𝑛

𝑎𝑗𝑏𝑖,𝑗𝑢
ℎ
𝐷𝑗(𝑡)𝜑(𝑡) d𝑡 =

∫︁ 𝑇

0

𝑁∑︁
𝑗=𝑖

𝑎𝑗𝑏𝑖,𝑗𝑢
ℎ
𝐷𝑗(𝑡)𝜑(𝑡) d𝑡,

and since 𝑢ℎ
𝐷𝑗 ⇀ 𝑢𝑅

𝐷𝑗 in 𝐿1 ([0, 𝑇 )), for each 𝑗, we have∫︁ 𝑇

0

𝑁∑︁
𝑗=𝑖

𝑎𝑗𝑏𝑖,𝑗𝑢
ℎ
𝐷𝑗(𝑡)𝜑(𝑡) d𝑡→

∫︁ 𝑇

0

𝑁∑︁
𝑗=𝑖

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑅
𝐷𝑗(𝑡)𝜑(𝑡) d𝑡 = −

∫︁ 𝑇

0

𝑎𝑖𝑢
𝑅
𝐷𝑖(𝑡)𝜑(𝑡) d𝑡+

∫︁ 𝑇

0

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑅
𝐷𝑗(𝑡)𝜑(𝑡) d𝑡,

(5.12)

giving us the third and fourth terms of our weak formulation (5.7). Rewriting the final term of our discrete
relation, we get

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑗=0

𝐴𝑗𝐵̃𝑖,𝑗𝑢
𝑛,𝑗
𝐶 𝜑𝑛∆𝑥𝑗∆𝑡 =

𝑀−1∑︁
𝑛=0

𝐼ℎ−1∑︁
𝑗=0

∫︁
𝜏𝑛

∫︁
Λ𝑗

𝑎ℎ(𝑦)𝑏ℎ𝑖 (𝑦)𝜑(𝑡)𝑢ℎ
𝐶(𝑦, 𝑡) d𝑦 d𝑡

=
∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑎ℎ(𝑦)𝑏ℎ𝑖 (𝑦)𝜑(𝑡)𝑢ℎ
𝐶(𝑦, 𝑡) d𝑦 d𝑡.
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From Remark 3.1 we have 𝑎ℎ(𝑦) and 𝑏ℎ𝑖 (𝑦) converging pointwise to 𝑎(𝑦) and 𝑏𝑖(𝑦) respectively, and along with
𝜑 are bounded (uniformly with respect to ℎ), a final application of Theorem 2.2 allows us to deduce that∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑎ℎ(𝑦)𝑏ℎ𝑖 (𝑦)𝜑(𝑡)𝑢ℎ
𝐶(𝑦, 𝑡) d𝑦 d𝑡→

∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑎(𝑦)𝑏𝑖(𝑦)𝑢𝑅
𝐶(𝑦, 𝑡)𝜑(𝑡) d𝑦 d𝑡, (5.13)

as the mesh size parameter ℎ → 0. Taking the results (5.10)–(5.13), we see that by letting ℎ → 0 in (5.8) we
obtain the weak formulation (5.7), hence 𝑢𝑅

𝐷𝑖 is indeed a weak solution of (1.8). �

In this section we established the weak convergence of a subsequence of our sequence of approximate solutions
as the mesh parameter was decreased to zero. The limits were shown to provide a set of weak solutions to the
truncated equations (1.6) and (1.8). However, there are a number of questions which remain unanswered which
we seek to address in the following section.

6. Uniqueness and differentiability of solutions and convergence as 𝑅 →∞

In the previous section, we formed approximate solutions to a truncated version of our system. A subsequence
of these approximations was shown to converge to a weak solution to our problem, as the underlying mesh was
refined. This convergence of subsequences, rather than the full sequence, raises the possibility of nonunique
solutions, with each convergent subsequence possibly offering a different solution. In this section, by utilising
the framework and theory of operator semigroups, we seek to address this, showing that any limits must coincide,
providing a unique solution. Further, we would like to establish whether this solution may in fact display extra
regularity, as we might expect from the results in [5]. The section is completed with an analysis of the truncation
error introduced by restricting the continuous domain to (𝑁,𝑅).

The theory and methods of operator semigroups have been widely utilised in the study of coagulation–
fragmentation problems, with the first such application by Aizenman and Bak [1], where the binary coagulation–
fragmentation equation was considered under the assumption of constant rate kernels. The approach adopted
in [1] involved a sequence of truncated approximating problems, each of which was shown to give rise to a
semigroup. The resulting sequence of semigroups was found to converge to a limit semigroup, which was then
shown to provide a solution to the full problem. Using a similar approach, McLaughlin et al. [44] considered
the multiple fragmentation equation, establishing the existence of solutions under more relaxed constraints on
the fragmentation kernel. This was extended with the addition of a coagulation process in [43]. An alternative
approach, involving substochastic semigroups and the Kato–Voigt perturbation theorem [54], was first applied to
the field of fragmentation problems by Banasiak [6], who considered a particular class of power law fragmentation
kernels. This approach was generalised for multiple fragmentation by Lamb [38] and Banasiak and Arlotti [8],
who established the existence of unique mass-conserving positive solutions under suitable constraints on the
fragmentation rate. This approach has proved particularly fruitful and has been applied to a wide range of
coagulation–fragmentation problems, for example [7, 9–15,17,41,52].

Following the approach of Chapter 8 from [8], we introduce the space 𝑋𝑅
𝐶 = 𝐿1 ((𝑁,𝑅), 𝑥d𝑥) with the aim

of recasting the equation (1.5) as an abstract Cauchy problem, as was carried out for (1.1) in [5]. Motivated by
the terms appearing on the right-hand side of (1.5) we define the following linear operators 𝐴𝑅

𝐶 and 𝐵𝑅
𝐶 on the

space 𝑋𝑅
𝐶 :

(︀
𝐴𝑅

𝐶𝑓
)︀

(𝑥) = −𝑎(𝑥)𝑓(𝑥) and
(︀
𝐵𝑅

𝐶𝑓
)︀

(𝑥) =
∫︁ 𝑅

𝑥

𝑎(𝑦)𝑏(𝑥|𝑦)𝑓(𝑦) d𝑦 for 𝑁 < 𝑥 < 𝑅,

with the respective domains

𝐷
(︀
𝐴𝑅

𝐶

)︀
=
{︀
𝑓 ∈ 𝑋𝑅

𝐶 : 𝐴𝑅
𝐶𝑓 ∈ 𝑋𝑅

𝐶

}︀
, 𝐷

(︀
𝐵𝑅

𝐶

)︀
=
{︀
𝑓 ∈ 𝑋𝑅

𝐶 : 𝐵𝑅
𝐶𝑓 ∈ 𝑋𝑅

𝐶

}︀
.
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Equation (1.5) is then recast as the following abstract Cauchy problem in the space 𝑋𝑅
𝐶 :

d
d𝑡
𝑢𝑅

𝐶(𝑡) =
(︀
𝐴𝑅

𝐶 +𝐵𝑅
𝐶

)︀
[𝑢𝑅

𝐶(𝑡)], 𝑡 > 0; 𝑢𝑅
𝐶(0) = 𝑐𝑅0 = 𝜒(𝑁,𝑅)(𝑥)𝑐0(𝑥). (6.1)

Here 𝑢𝑅
𝐶 denotes an 𝑋𝑅

𝐶 -valued function rather than the scalar-valued function of two variables from the previous
section. However due to the relationship between the spaces 𝐿1 (𝐼, 𝐿1(Ω, d𝜇)) and 𝐿1 (Ω× 𝐼, d𝜇d𝑡), we may
switch between the two, with each 𝐿1-valued solution to (6.1) providing us with a scalar-valued solution to (1.5)
and vice versa.

In order to similarly recast the discrete equations (1.8), we introduce the space 𝑋𝐷 = R𝑁 , equipped with the
weighted norm:

‖𝑣‖𝑋𝐷
=

𝑁∑︁
𝑗=1

𝑗|𝑣𝑗 |, where 𝑣 = (𝑣1, . . . , 𝑣𝑁 ).

The system (1.8) then becomes

d
d𝑡
𝑢𝑅

𝐷(𝑡) = (𝐴𝐷 +𝐵𝐷)
[︀
𝑢𝑅

𝐷(𝑡)
]︀

+ 𝐶𝑅

[︀
𝑢𝑅

𝐶(𝑡)
]︀
, 𝑡 > 0; 𝑢𝑅

𝐷(0) = 𝑑0, (6.2)

where 𝐴𝐷 and 𝐵𝐷 are defined on 𝑋𝐷, by

(𝐴𝐷𝑣)𝑖 = −𝑎𝑖𝑣𝑖 and (𝐵𝐷𝑣)𝑖 =
𝑁∑︁

𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑣𝑗 , for 𝑖 = 1, . . . , 𝑁,

𝑢𝑅
𝐶 is the solution of (6.1) and where 𝐶𝑅 :𝐷(𝐶𝑅) ⊆ 𝑋𝑅

𝐶 → 𝑋𝐷 is given by

(𝐶𝑅𝑓)𝑖 =
∫︁ 𝑅

𝑁

𝑎(𝑦)𝑏𝑖(𝑦)𝑓(𝑦) d𝑦, 𝐷(𝐶𝑅) =
{︀
𝑓 ∈ 𝑋𝑅

𝐶 : 𝐶𝑅𝑓 ∈ 𝑋𝐷

}︀
.

Assuming that the functions 𝑎, 𝑏 and 𝑏𝑖 retain the properties imposed in Remark 5.2, then the following
properties hold for the operators 𝐴𝑅

𝐶 , 𝐵𝑅
𝐶 and 𝐶𝑅.

Lemma 6.1. The operators 𝐴𝑅
𝐶 and 𝐵𝑅

𝐶 are bounded linear operators on the space 𝑋𝑅
𝐶 , and 𝐶𝑅 is a bounded

linear operator from 𝑋𝑅
𝐶 to 𝑋𝐷. In addition,

⃦⃦
𝐵𝑅

𝐶𝑓
⃦⃦

𝑋𝑅
𝐶

≤
⃦⃦
𝐴𝑅

𝐶𝑓
⃦⃦

𝑋𝑅
𝐶

and ‖𝐶𝑅𝑓‖𝑋𝐷
≤
⃦⃦
𝐴𝑅

𝐶𝑓
⃦⃦

𝑋𝑅
𝐶

for all

𝑓 ∈ 𝑋𝑅
𝐶 , with the norms of the three operators each being bounded by 𝛼(𝑅), where 𝛼(𝑅) was given in (4.5).

Proof. The boundedness of 𝐴𝑅
𝐶 is an immediate consequence of the local boundedness of the function 𝑎, in

addition to the truncation of the continuous mass interval. In particular, it can be immediately seen that⃦⃦
𝐴𝑅

𝐶𝑓
⃦⃦

𝑋𝑅
𝐶

≤ 𝛼(𝑅) ‖𝑓‖𝑋𝑅
𝐶

for all 𝑓 ∈ 𝑋𝑅
𝐶 . The 𝐴𝑅

𝐶-boundedness of 𝐵𝑅
𝐶 can be derived from a standard argument

involving the direct integration of 𝐵𝑅
𝐶𝑓 over the interval (𝑁,𝑅) with respect to the measure 𝑥d𝑥. This is

followed by a change in the order of integration, which after employing the mass conservation condition (1.3)
provides us with

⃦⃦
𝐵𝑅

𝐶𝑓
⃦⃦

𝑋𝑅
𝐶

≤
⃦⃦
𝐴𝑅

𝐶𝑓
⃦⃦

𝑋𝑅
𝐶

. Full details of the derivation can be found in Lemma 6.1.1 of [4]. The

𝐴𝑅
𝐶-boundedness of 𝐶𝑅 follows by a similar operation, with the weighted sum norm of 𝑋𝐷 replacing the integral

norm of 𝑋𝑅
𝐶 . Details of an equivalent operation can be found in Lemma 4.2 of [5]. �

Recalling that the space 𝑋𝐷 is finite-dimensional, the linear operators 𝐴𝐷 and 𝐵𝐷 are necessarily bounded.
Therefore, together with Lemma 6.1, we see that the operator sums 𝐴𝑅

𝐶 + 𝐵𝑅
𝐶 and 𝐴𝐷 + 𝐵𝐷 are well defined

operators on the entirety of 𝑋𝑅
𝐶 and 𝑋𝐷 respectively. Likewise, 𝐶𝑅 is well defined with 𝐷(𝐶𝑅) = 𝑋𝑅

𝐶 .
Having considered our continuous and discrete problems separately until this point, we now combine (6.1)

and (6.2) within a unified framework, writing them as the following abstract Cauchy problem on the product
space 𝑋𝐷 ×𝑋𝑅

𝐶 :

d
d𝑡

u𝑅(𝑡) = A𝑅[u𝑅(𝑡)], 𝑡 > 0; u𝑅(0) = u𝑅
0 ∈ 𝐷(A𝑅) = 𝑋𝐷 ×𝑋𝑅

𝐶 , (6.3)
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where u𝑅(𝑡), A𝑅 and u𝑅
0 are given by

u𝑅(𝑡) =
(︂
𝑢𝑅

𝐷(𝑡)
𝑢𝑅

𝐶(𝑡)

)︂
, A𝑅 =

(︂
𝐴𝐷 +𝐵𝐷 𝐶𝑅

0𝐷𝐶𝑅
𝐴𝑅

𝐶 +𝐵𝑅
𝐶

)︂
, u𝑅

0 =
(︂
𝑑0

𝑐𝑅0

)︂
,

and where the subscripts on the zero operator 0𝐷𝐶𝑅
indicate that it maps from 𝑋𝐷 to 𝑋𝑅

𝐶 . It is worth noting
that due to the boundedness of each of its components, the operator matrix A𝑅 is itself a bounded linear
operator on the space 𝑋𝐷 ×𝑋𝑅

𝐶 . As such, it must generate a uniformly continuous semigroup
(︀
T𝑅(𝑡)

)︀
𝑡≥0

on
𝑋𝐷 ×𝑋𝑅

𝐶 , ([25], Chap. 1, Thm. 3.7 and Chap. 2, Cor. 1.5), providing us with a unique strong solution to the
abstract Cauchy problem (6.3) via u𝑅(𝑡) = T𝑅(𝑡)u𝑅

0 .

6.1. Uniqueness and differentiability of solutions

Although the existence of a unique strong solution u𝑅(𝑡) to (6.3) follows immediately from the status of A𝑅

as a generator, in the analysis to follow we scrutinise the semigroup
(︀
T𝑅(𝑡)

)︀
𝑡≥0

and its generator, seeking to
determine the form taken by this solution, its properties and its relationship to the solutions of Sections 5.2
and 5.4. The following lemma examines the operators from the main diagonal of A𝑅, establishing them as
generators in their own right.

Lemma 6.2. The operators 𝐴𝑅
𝐶 + 𝐵𝑅

𝐶 and 𝐴𝐷 + 𝐵𝐷 generate uniformly continuous semigroups of positive
contractions on the spaces 𝑋𝑅

𝐶 and 𝑋𝐷 respectively.

Proof. As a bounded linear operator on the space 𝑋𝑅
𝐶 , the sum 𝐴𝑅

𝐶 + 𝐵𝑅
𝐶 generates a uniformly continuous

semigroup (𝑇𝑅(𝑡))𝑡≥0 on𝑋𝑅
𝐶 . Furthermore, the Kato–Voigt perturbation theorem, Corollary 5.17 of [8] as applied

in Theorem 3.2 of [5], is readily utilised in the case
(︀
𝐴𝑅

𝐶 +𝐵𝑅
𝐶 , 𝑋

𝑅
𝐶

)︀
to give us an “extension” of

(︀
𝐴𝑅

𝐶 +𝐵𝑅
𝐶 , 𝑋

𝑅
𝐶

)︀
as a generator of a substochastic semigroup. Now as 𝐴𝑅

𝐶 +𝐵𝑅
𝐶 is defined and bounded on all of 𝑋𝑅

𝐶 , this extension
must be 𝐴𝑅

𝐶 +𝐵𝑅
𝐶 itself and by Theorem 2.6 of [47], the substochastic semigroup generated must be (𝑇𝑅(𝑡))𝑡≥0.

Hence (𝑇𝑅(𝑡))𝑡≥0 is a uniformly continuous semigroup of positive contractions.
By an identical argument, the boundedness of the operators 𝐴𝐷 and 𝐵𝐷 means their sum must generate a

uniformly continuous semigroup (𝑇 (𝑡))𝑡≥0 on 𝑋𝐷. We note that in [41], a fully discrete fragmentation model
was examined in a weighted ℓ1 space via the Kato–Voigt perturbation theorem, and (an extension of) the
fragmentation operator was found to generate a substochastic semigroup. We can think of infinitely extending
our finite discrete fragmentation operators 𝐴𝐷 and 𝐵𝐷 by zero to form operators in the ℓ1 space of [41].
This extension exercise forms an isometry between our discrete space 𝑋𝐷 and a subspace of the weighted ℓ1
space, and as such the norms of the semigroups generated must agree between spaces. Since the semigroup
in [41] was substochastic, we can therefore surmise that the semigroup (𝑇 (𝑡))𝑡≥0 must also consist of positive
contractions. �

Having demonstrated that the entries from the main diagonal of A𝑅 are generators, and established the
nature of their respective semigroups, we are now in a position to consider the unified equation (6.3) and
determine the form taken by the semigroup

(︀
T𝑅(𝑡)

)︀
𝑡≥0

.

Theorem 6.3. The uniformly continuous semigroup
(︀
T𝑅(𝑡)

)︀
𝑡≥0

generated on 𝑋𝐷×𝑋𝑅
𝐶 by the operator matrix

A𝑅 is given by

T𝑅(𝑡) =
(︂
𝑇 (𝑡) 𝑄𝑅(𝑡)
0𝐷𝐶𝑅

𝑇𝑅(𝑡)

)︂
, 𝑡 ≥ 0, (6.4)
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where 𝑄𝑅(𝑡) : 𝑋𝑅
𝐶 → 𝑋𝐷 is defined by 𝑄𝑅(𝑡)𝑓 =

∫︀ 𝑡

0
𝑇 (𝑡− 𝑠)𝐶𝑅𝑇𝑅(𝑠)𝑓 d𝑠, for 𝑓 ∈ 𝑋𝑅

𝐶 . Therefore, the equations
(6.2) and (6.1) have unique strong solutions 𝑢𝑅

𝐷(𝑡) and 𝑢𝑅
𝐶(𝑡) respectively, which are given by

𝑢𝑅
𝐷(𝑡) = 𝑇 (𝑡)𝑑0 +

∫︁ 𝑡

0

𝑇 (𝑡− 𝑠)𝐶𝑅𝑇𝑅(𝑠)𝑐𝑅0 d𝑠, (6.5)

𝑢𝑅
𝐶(𝑡) = 𝑇𝑅(𝑡)𝑐𝑅0 . (6.6)

Proof. Due to the generative nature of 𝐴𝑅
𝐶 +𝐵𝑅

𝐶 and 𝐴𝐷 +𝐵𝐷 established in Lemma 6.2, and the boundedness
of 𝐶𝑅 established in Lemma 6.1, the result follows immediately from Proposition 3.1 and Corollary 3.2 of
[45]. �

Given the existence of the unique strong solution to the unified abstract Cauchy problem (6.3), we look to
determine the relationship between this solution and the weak scalar-valued solutions of Sections 5.2 and 5.4,
and in the process hope to ascertain whether the weak solutions may indeed be unique and display extra
regularity. However, we first generalise the notion of a solution within the 𝑋𝐷 ×𝑋𝑅

𝐶 setting.

6.1.1. Equivalence of strong and weak solutions in 𝑋𝐷 ×𝑋𝑅
𝐶

The equation (6.3) has a unique strong solution given by u𝑅(𝑡) = T𝑅(𝑡)u𝑅
0 ; additionally by Chapter 2,

Proposition 6.4 of [25] this is also a unique mild solution, satisfying an equation of the form

u𝑅(𝑡) = u𝑅
0 + A𝑅

∫︁ 𝑡

0

u𝑅(𝑠) d𝑠 = u𝑅
0 +

∫︁ 𝑡

0

A𝑅u𝑅(𝑠) d𝑠. (6.7)

We are able to take the operator A𝑅 inside the integral as a consequence of its boundedness by applying
Proposition 1.1.7 of [2]. Hence our equation (6.7) corresponds with the mild solution form of Definition 1.10
from [19]. The article [19] also provides a notion of an 𝑋𝐷×𝑋𝑅

𝐶 -valued weak solution of equations of type (6.3),
which we outline here for our specific example.

Definition 6.4. The function u𝑅 : [0, 𝑇 ) −→ 𝑋𝐷×𝑋𝑅
𝐶 is a weak solution of (6.3), if for all 𝜑 in (𝑋𝐷×𝑋𝑅

𝐶 )′ =
𝑋𝐷

′ ×𝑋𝑅
𝐶
′, we have that 𝑡→ ⟨u𝑅(𝑡), 𝜑⟩ is locally integrable in (0, 𝑇 ) and∫︁ 𝑇

0

⟨u𝑅(𝑠), 𝜑⟩ d
d𝑠
𝜓(𝑠) d𝑠 = −⟨u𝑅

0 , 𝜑⟩𝜓(0)−
∫︁ 𝑇

0

⟨︀
A𝑅u𝑅(𝑠), 𝜑

⟩︀
𝜓(𝑠) d𝑠, (6.8)

for all 𝜓 ∈ 𝐶∞𝑐 ([0, 𝑇 )), where ⟨𝑔, 𝜑⟩ denotes the duality pairing of 𝑔 and 𝜑.

Remark 6.5. If 𝒟 ⊆ 𝑋𝐷
′ ×𝑋𝑅

𝐶
′ is dense in the weak-* topology, then it is sufficient to show that (6.8) holds

for all 𝜑 ∈ 𝒟 to establish u𝑅 : [0, 𝑇 ) → 𝑋𝐷 ×𝑋𝑅
𝐶 as a weak solution of (6.3); see Definition 1.16 of [19].

The results so far have provided us with the existence of unique strong and mild solutions to (6.3). We now
show that, for our case, any mild solution satisfying (6.7) must necessarily be a weak solution as in Definition 6.4
and vice-versa, providing the existence and uniqueness of a weak solution.

Theorem 6.6. The function u𝑅 : [0,∞) −→ 𝑋𝐷 × 𝑋𝑅
𝐶 provided by the semigroup

(︀
T𝑅(𝑡)

)︀
𝑡≥0

is the unique
(integrable) weak solution to equation (6.3), satisfying Definition 6.4 over any time interval [0, 𝑇 ) where 𝑇 <∞.

Proof. From the analysis above we have the semigroup
(︀
T𝑅(𝑡)

)︀
𝑡≥0

providing a unique mild (strong) solution
to equation (6.3) via u𝑅(𝑡) = T𝑅(𝑡)u𝑅

0 . From standard results, it is easily established that for such a u𝑅, the
right-hand side of (6.3) is integrable over [0, 𝑇 ) for any 𝑇 <∞. The result Theorem 1.20 of [19] tells us that if
the right-hand side of (6.3) is integrable, then given either a mild or weak solution to our evolution equation,
the solution can be modified on a set of measure zero to obtain a solution of the other form. Therefore our
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mild solution u𝑅 acts as a weak solution as per Definition 6.4. Now suppose that u𝑅 : [0, 𝑇 ) −→ 𝑋𝐷 × 𝑋𝑅
𝐶

is an integrable weak solution of (6.3), satisfying equation (6.8). The boundedness of A𝑅, together with the
integrability of u𝑅 ensures that the right-hand side of (6.3) is integrable over [0, 𝑇 ). Therefore, our weak
solution must coincide with our unique mild solution for almost all 𝑡 ∈ [0, 𝑇 ), hence it must itself be unique and
futhermore agree with the strong solution given by the semigroup

(︀
T𝑅(𝑡)

)︀
𝑡≥0

. �

6.1.2. Relating scalar-valued weak solutions and weak solutions in 𝑋𝐷 ×𝑋𝑅
𝐶

Having established the existence of a unique solution to the weak formulation (6.8), we look to express the
two components of equation (6.8) in a more tangible format, enabling comparison with the scalar-valued weak
formulations (5.3) and (5.7) of Section 5. In the first instance we consider the component of (6.8) relating to the
continuous fragmentation regime. Let 𝑢𝑅

𝐶(𝑥, 𝑡) be a scalar representation of (𝑢𝑅
𝐶(𝑡))(𝑥) =

(︀
𝑇𝑅(𝑡)𝑐𝑅0

)︀
(𝑥), which

forms the continuous component of the solution u𝑅(𝑡) = T𝑅(𝑡)u𝑅
0 , then noting the equivalence of (1.5) and

(1.6) as detailed fully in Appendix C of [4], we get that the 𝑋𝑅
𝐶 component of equation (6.8) is equivalent to

the following equation:∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑥𝑢𝑅
𝐶(𝑥, 𝑡)

𝜕𝜙

𝜕𝑡
(𝑥, 𝑡) d𝑥d𝑡+

∫︁ 𝑅

𝑁

𝑥𝑢𝑅
𝐶(𝑥, 0)(𝑥)𝜙(𝑥, 0) d𝑥

=
∫︁ 𝑇

0

∫︁ 𝑅

𝑁

ℱ𝑅
(︀
𝑥𝑢𝑅

𝐶(𝑥, 𝑡)
)︀
(𝑥, 𝑡)

𝜕𝜙

𝜕𝑥
(𝑥, 𝑡) d𝑥d𝑡+

∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑆(𝑥𝑢𝑅
𝐶(𝑥, 𝑡))(𝑥, 𝑡)𝜙(𝑥, 𝑡) d𝑥 d𝑡, (6.9)

for all 𝜙 of the form 𝜙(𝑥, 𝑡) = 𝜑(𝑥)𝜓(𝑡) where 𝜑 ∈ 𝐶∞𝑐 ((𝑁,𝑅)) and 𝜓 ∈ 𝐶∞𝑐 ([0, 𝑇 )), due to the weak-* density
of 𝐶∞𝑐 ((𝑁,𝑅)) in 𝐿∞ ((𝑁,𝑅)) = 𝑋𝑅

𝐶
′, via Remark 6.5.

Now suppose 𝑢𝑅
𝐷 : [0, 𝑇 ) → 𝑋𝐷 is the discrete component of the solution u𝑅(𝑡) = T𝑅(𝑡)u𝑅

0 , then denoting
the individual components of 𝑢𝑅

𝐷 by 𝑢𝑅
𝐷𝑖 : [0, 𝑇 ) → R for 𝑖 = 1, . . . , 𝑁 , we see that the discrete part of equation

(6.8) is equivalent to the following equation:

𝑁∑︁
𝑖=1

𝜑𝑖

∫︁ 𝑇

0

𝑢𝑅
𝐷𝑖(𝑡)

d
d𝑡
𝜓(𝑡) d𝑡 = −

𝑁∑︁
𝑖=1

𝜑𝑖𝑑0𝑖𝜓(0) +
𝑁∑︁

𝑖=1

𝜑𝑖

∫︁ 𝑇

0

𝑎𝑖𝑢
𝑅
𝐷𝑖(𝑡)𝜓(𝑡) d𝑡

−
𝑁∑︁

𝑖=1

𝜑𝑖

∫︁ 𝑇

0

𝑁∑︁
𝑗=𝑖+1

𝑎𝑗𝑏𝑖,𝑗𝑢
𝑅
𝐷𝑗(𝑡)𝜓(𝑡) d𝑡−

𝑁∑︁
𝑖=1

𝜑𝑖

∫︁ 𝑇

0

∫︁ 𝑅

𝑁

𝑎(𝑦)𝑏𝑖(𝑦)𝑢𝑅
𝐶(𝑦, 𝑡)𝜓(𝑡) d𝑦 d𝑡, (6.10)

for any 𝜑 = (𝜑1, . . . , 𝜑𝑁 ) ∈ R𝑁 = 𝑋𝐷
′ and 𝜓 ∈ 𝐶∞𝑐 ([0, 𝑇 )), where 𝑢𝑅

𝐶(·, 𝑡) is a real-valued representation of the
𝑋𝑅

𝐶 -valued 𝑢𝑅
𝐶 : [0, 𝑇 ) → 𝑋𝑅

𝐶 .

Theorem 6.7. The weak solutions obtained as the limit of the sequence of approximate solutions for the contin-
uous regime in Theorems 5.3 and 5.9, and the discrete regime in Theorems 5.11 and 5.14 are unique, continuously
differentiable with respect to 𝑡 on any interval [0, 𝑇 ) and satisfy equations (1.5) and (1.8) directly.

Proof. It is easily seen that since our scalar-valued continuous weak solution 𝑢𝑅
𝐶 from Section 5 satisfies Def-

inition 5.5, it immediately satisfies the above equation (6.9). From such a scalar-valued function we may then
define a function 𝑢𝑅

𝐶 : [0, 𝑇 ) −→ 𝑋𝑅
𝐶 via

(︀
𝑢𝑅

𝐶(𝑡)
)︀

(𝑥) := 𝑢𝑅
𝐶(𝑥, 𝑡), for almost all (𝑥, 𝑡) ∈ (𝑁,𝑅) × [0, 𝑇 ), which

satisfies the 𝑋𝑅
𝐶 component of (6.8). Considering the discrete regime, and comparing (6.10) with equation (5.7)

from Definition 5.13, it is easily seen that the set of {𝑢𝑅
𝐷𝑖} obtained in Section 5, provide us with a solution

to the above equation (6.10). As such, taking these 𝑢𝑅
𝐷𝑖 : [0, 𝑇 ) → R, 𝑖 = 1, . . . , 𝑁 , as the components of the

function 𝑢𝑅
𝐷 : [0, 𝑇 ) → 𝑋𝐷, we obtain the 𝑋𝐷 component of a solution to equation (6.8). Therefore, taken

together the scalar-valued weak solutions from Section 5 provide us with an 𝑋𝐷 × 𝑋𝑅
𝐶 -valued weak solution

u𝑅 to (6.8). Furthermore, as the scalar-valued solutions were obtained as weak limits of bounded sequences in
𝐿1 ((𝑁,𝑅)× [0, 𝑇 ), 𝑥d𝑥d𝑡) and 𝐿1 ([0, 𝑇 )), they produce a u𝑅 which is integrable. By Theorem 6.6, any such



A FINITE VOLUME SCHEME FOR A FRAGMENTATION MODEL 1091

u𝑅 must be unique (up to sets of measure zero) and coincide with the strong solution provided by the semigroup(︀
T𝑅(𝑡)

)︀
𝑡≥0

. As such, our scalar-valued solutions 𝑢𝑅
𝐶(𝑥, 𝑡) and 𝑢𝑅

𝐷𝑖(𝑡) (𝑖 = 1, . . . , 𝑁) must also be unique (up
to sets of measure zero). Furthermore, as a representation of a strongly differentiable 𝑋𝑅

𝐶 -valued function, by
Theorem 2.40 of [8], the scalar-valued 𝑢𝑅

𝐶(𝑥, 𝑡) is continuously differentiable with respect to 𝑡, except perhaps
on a set of zero measure, and by a similar argument as applied at the end of Theorem 8.3 from [8] or directly
as in Theorem 3.2.7 of [4], 𝑢𝑅

𝐶(𝑥, 𝑡) can be seen to directly satisfy equation (1.5) almost everywhere. Likewise
the functions 𝑢𝑅

𝐷𝑖 : [0, 𝑇 ) → R must be differentiable in the traditional sense and satisfy (1.8). �

The results of this section are stronger than is typical within the literature applying finite volume schemes to
fragmentation problems. Generally we are only provided with (weak) convergence to a weak solution, with the
potential for multiple solutions arising from different (weakly) convergent subsequences. However, by relating
our limit solutions (in a one-to-one manner) with the strong solution to (6.3), we have demonstrated the limit
solution must necessarily be unique, continuously differentiable with respect to 𝑡 and a solution, in the classical
sense, of the truncated fragmentation problem. We now consider the truncation error introduced by restricting
the continuous mass domain to (𝑁,𝑅). Letting 𝑅→∞, we will show that the solution u𝑅 of the system (6.3)
converges to the solution of an equivalent nontruncated abstract Cauchy problem ([5], Eq. (5.1)), whilst also
establishing a bound on the error between the two solutions.

6.2. Truncation error and convergence as 𝑅 → ∞
In the previous section we utilised the operator matrix A𝑅 to cast the system (1.5) and (1.8) as the abstract

Cauchy problem (6.3) in the product space 𝑋𝐷 ×𝑋𝑅
𝐶 . In the article [5], a similar approach was used in order

to formulate the full system (1.1) and (1.2) in the product space 𝑋𝐷 ×𝑋𝐶 , where 𝑋𝐶 = 𝐿1 ((𝑁,∞), 𝑥d𝑥). We
now examine the link between these two problems, aiming to show that as we let 𝑅 → ∞, the solution u𝑅 to
(6.3) converges to the solution obtained in [5]. To begin we briefly summarise the necessary concepts, notations
and results from [5].

In its handling of the continuous equation (1.1), the article [5] adopts an approach similar to that of Chapter
8 from [8], introducing the following expressions based on the terms of equation (1.1):

(𝒜𝑓)(𝑥) = −𝑎(𝑥)𝑓(𝑥) and (ℬ𝑓)(𝑥) =
∫︁ ∞

𝑥

𝑎(𝑦)𝑏(𝑥|𝑦)𝑓(𝑦) d𝑦 for 𝑥 > 𝑁.

From which we obtain operators 𝐴𝐶 and 𝐵𝐶 as follows:

(𝐴𝐶𝑓)(𝑥) = (𝒜𝑓)(𝑥), 𝐷(𝐴𝐶) = {𝑓 ∈ 𝑋𝐶 : 𝐴𝐶𝑓 ∈ 𝑋𝐶} ,

(𝐵𝐶𝑓)(𝑥) = (ℬ𝑓)(𝑥), 𝐷(𝐵𝐶) = {𝑓 ∈ 𝑋𝐶 : 𝐵𝐶𝑓 ∈ 𝑋𝐶} .

Employing an argument along the lines of Lemma 6.1, it is easily seen that 𝐷(𝐴𝐶) ⊆ 𝐷(𝐵𝐶) as ‖𝐵𝐶𝑓‖𝑋𝐶
≤

‖𝐴𝐶𝑓‖𝑋𝐶
for 𝑓 ∈ 𝐷(𝐴𝐶), allowing us to consider the sum 𝐴𝐶 +𝐵𝐶 on the domain 𝐷(𝐴𝐶). For full details see

Lemma 3.1 of [5].
We may then consider re-framing (1.1) as an abstract Cauchy problem in 𝑋𝐶 , as was carried out for (1.5)

in the space 𝑋𝑅
𝐶 with (6.1). However, due to the unbounded nature of the continuous mass domain in 𝑋𝐶 ,

the operators 𝐴𝐶 and 𝐵𝐶 are no longer bounded as was the case with 𝐴𝑅
𝐶 and 𝐵𝑅

𝐶 , and therefore it is not
immediate that the sum 𝐴𝐶 + 𝐵𝐶 forms a generator. However, an application of the Kato–Voigt perturbation
theorem ([8], Cor. 5.17), provides the existence of an extension (𝐾,𝐷(𝐾)) of (𝐴𝐶 +𝐵𝐶 , 𝐷(𝐴𝐶)), that generates
a substochastic semigroup (𝐺𝐾(𝑡))𝑡≥0 on 𝑋𝐶 , see Theorem 3.2 of [5] for the details. In Theorems 3.4 and 3.5
of [5], by following the approach of Theorem 8.5 from [8], it was determined that the generator (𝐾,𝐷(𝐾)) is
in fact the closure of (𝐴𝐶 + 𝐵𝐶 , 𝐷(𝐴𝐶)) in 𝑋𝐶 , establishing the honesty of the semigroup (𝐺𝐾(𝑡))𝑡≥0 in the
process. The equation (1.1) was then expressed as the following abstract Cauchy problem in 𝑋𝐶 :

d
d𝑡
𝑢𝐶(𝑡) = 𝐾[𝑢𝐶(𝑡)], 𝑡 > 0; 𝑢𝐶(0) = 𝑐0 ∈ 𝐷(𝐾). (6.11)



1092 G. BAIRD AND E. SÜLI

In [5], the analysis of the discrete system (1.2) was conducted within the same space 𝑋𝐷 as used for (1.8).
Furthermore, the same discrete fragmentation operators 𝐴𝐷 and 𝐵𝐷, as appear in (6.2), were used in [5].
However, we must introduce the operator 𝐶 :𝐷(𝐶) ⊆ 𝑋𝐶 → 𝑋𝐷, as the counterpart to 𝐶𝑅, and which is given
elementwise by

(𝐶𝑓)𝑖 =
∫︁ ∞

𝑁

𝑎(𝑦)𝑏𝑖(𝑦)𝑓(𝑦) d𝑦, 𝐷(𝐶) = {𝑓 ∈ 𝑋𝐶 : 𝐶𝑓 ∈ 𝑋𝐷} .

The system (1.2) then becomes

d
d𝑡
𝑢𝐷(𝑡) = (𝐴𝐷 +𝐵𝐷)[𝑢𝐷(𝑡)] + 𝐶[𝑢𝐶(𝑡)], 𝑡 > 0; 𝑢𝐷(0) = 𝑑0, (6.12)

As with (6.1) and (6.2), the equations (6.11) and (6.12) are unified as a single system, this time as the following
abstract Cauchy problem in the product space 𝑋𝐷 ×𝑋𝐶 :

d
d𝑡

u(𝑡) = A[u(𝑡)], 𝑡 > 0; u(0) = u0 ∈ 𝐷(A) = 𝑋𝐷 ×𝐷(𝐾), (6.13)

where u(𝑡), A and u0 are given by

u(𝑡) =
(︂
𝑢𝐷(𝑡)
𝑢𝐶(𝑡)

)︂
, A =

(︂
𝐴𝐷 +𝐵𝐷 𝐶

0𝐷𝐶 𝐾

)︂
, u0 =

(︂
𝑑0

𝑐0

)︂
.

By employing a similar argument as adopted in Theorem 6.3, in Theorem 5.2 of [5] the operator A is found to
be a generator, providing a unique strong solution to the equation (6.13) through the semigroup

T(𝑡) =
(︂
𝑇 (𝑡) 𝑄(𝑡)
0𝐷𝐶 𝐺𝐾(𝑡)

)︂
, 𝑡 ≥ 0, (6.14)

where 𝑄(𝑡) : 𝐷(𝐾) ⊆ 𝑋𝐶 → 𝑋𝐷 is defined by 𝑄(𝑡)𝑓 =
∫︀ 𝑡

0
𝑇 (𝑡 − 𝑠)𝐶𝐺𝐾(𝑠)𝑓 d𝑠, for 𝑓 ∈ 𝐷(𝐾). Therefore, the

equations (6.12) and (6.11) have unique strong solutions 𝑢𝐷(𝑡) and 𝑢𝐶(𝑡) respectively, which are given by

𝑢𝐷(𝑡) = 𝑇 (𝑡)𝑑0 +
∫︁ 𝑡

0

𝑇 (𝑡− 𝑠)𝐶𝐺𝐾(𝑠)𝑐0 d𝑠, (6.15)

𝑢𝐶(𝑡) = 𝐺𝐾(𝑡)𝑐0. (6.16)

In order to analyse the truncation error between the solution u𝑅 to (6.3) and the solution u of (6.13), it is
necessary to lift (6.3) from 𝑋𝐷×𝑋𝑅

𝐶 into 𝑋𝐷×𝑋𝐶 . As the truncation error originates from the restriction of the
continuous mass domain (𝑁,∞) to (𝑁,𝑅), the error between the solutions u𝑅 and u is heavily dependent upon
their continuous components, namely 𝑢𝑅

𝐶 from (6.6) and 𝑢𝐶 from (6.16). Therefore we begin by transporting
𝑢𝑅

𝐶 to 𝑋𝐶 and establishing the convergence of 𝑢𝑅
𝐶 to 𝑢𝐶 as 𝑅 → ∞. We do not cover the full details of this

convergence argument here owing to its length and the similarity with the approach set out in Section 8.3.2 of
[8]. However, we now highlight some key points from that argument that will allow us to derive a bound on
the truncation error. Full details of the convergence result in the specific case considered here may be found in
Chapter 6 of [4]. In order to examine the convergence of the truncated solution 𝑢𝑅

𝐶 to the full solution 𝑢𝐶 , we
introduce the following family of projection operators {𝑃𝑅}, which act on 𝑋𝐶 and are defined as follows. For
𝑓 ∈ 𝑋𝐶 we have

(𝑃𝑅𝑓)(𝑥) = 𝜒(𝑁,𝑅)(𝑥)𝑓(𝑥) =
{︂
𝑓(𝑥) for 𝑁 < 𝑥 < 𝑅,

0 for 𝑥 ≥ 𝑅.
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Each projection operator maps the space 𝑋𝐶 onto the subspace of 𝑋𝐶 consisting of those elements which are
zero over the interval [𝑅,∞). This subspace is isometrically isomorphic to the space 𝑋𝑅

𝐶 , and for our purposes
we may consider the spaces to be the same. We also introduce the notation 𝐾𝑅 to denote the sum 𝐴𝑅

𝐶 +𝐵𝑅
𝐶 as

the generator of (𝑇𝑅(𝑡))𝑡≥0. The following lemma outlines a number of properties of the semigroup (𝑇𝑅(𝑡))𝑡≥0

and generator 𝐾𝑅, which we shall utilise in the upcoming analysis.

Lemma 6.8. The family of semigroups (𝑇𝑅(𝑡))𝑡≥0 and their generators 𝐾𝑅 satisfy the following properties:

(i) For any 𝑅̃ ≥ 𝑅 > 𝑁 and 𝑡 ≥ 0, 𝑃𝑅𝑇𝑅̃(𝑡)𝑃𝑅 = 𝑇𝑅(𝑡). In particular we have 𝑃𝑅𝑇𝑅(𝑡)𝑃𝑅 = 𝑇𝑅(𝑡) for all
𝑅 > 𝑁 .

(ii) 𝐾𝑃𝑅 = 𝑃𝑅𝐾𝑃𝑅 = 𝐾𝑅 for all 𝑅 > 𝑁 .

Proof. Both properties can be readily established by considering the characteristics of the projection operators,
however details can be found in Lemma 8.6 of [8] and Lemma 6.1.5 of [4]. �

Although the semigroup (𝑇𝑅(𝑡))𝑡≥0 acts on 𝑋𝑅
𝐶 , it can be extended to act on 𝑋𝐶 in the following manner:

𝑇𝑅(𝑡) = 𝑃𝑅𝑇𝑅(𝑡)𝑃𝑅.

The resulting family of operators
(︀
𝑇𝑅(𝑡)

)︀
𝑡≥0

is uniformly continuous, however, it does not form a semigroup
on 𝑋𝐶 , since setting 𝑡 = 0 does not produce the identity operator on 𝑋𝐶 . Additionally, since the operator
𝐾𝑅 is itself a bounded operator on 𝑋𝐶 , it must generate a uniformly continuous semigroup on 𝑋𝐶 , which we
denote by (𝑆𝑅(𝑡))𝑡≥0. In the final lemma of this section we determine a number of key properties of the families
(𝑇𝑅(𝑡))𝑡≥0,

(︀
𝑇𝑅(𝑡)

)︀
𝑡≥0

and (𝑆𝑅(𝑡))𝑡≥0, including their behaviour as 𝑅→∞.

Lemma 6.9. The operator families (𝑇𝑅(𝑡))𝑡≥0,
(︀
𝑇𝑅(𝑡)

)︀
𝑡≥0

and (𝑆𝑅(𝑡))𝑡≥0 satisfy the following properties:

(i) The family of operators
(︀
𝑇𝑅(𝑡)

)︀
𝑡≥0

is increasing with 𝑅. That is, for 𝑓 ∈ 𝑋𝐶+ and each fixed 𝑡 ≥ 0 we
have

𝑇 𝑅̃(𝑡)𝑓 ≥ 𝑇𝑅(𝑡)𝑓, when 𝑅̃ ≥ 𝑅.

(ii) There exists a strongly continuous semigroup (𝐺(𝑡))𝑡≥0 of positive contractions on 𝑋𝐶 , such that for 𝑓 ∈ 𝑋𝐶

and 𝑡 ≥ 0,
𝐺(𝑡)𝑓 = lim

𝑅→∞
𝑇𝑅(𝑡)𝑓 = lim

𝑅→∞
𝑆𝑅(𝑡)𝑓.

Additionally, the convergence in both limits is uniform with respect to 𝑡, on bounded intervals. Further, when
𝑓 ∈ 𝑋𝑅̃

𝐶 , we have
𝐺(𝑡)𝑓 = 𝑃𝑅𝑇𝑅(𝑡)𝑃𝑅𝑓,

for any 𝑅 ≥ 𝑅̃.
(iii) Under the assumptions so far imposed, the semigroups (𝐺(𝑡))𝑡≥0 and (𝐺𝐾(𝑡))𝑡≥0 agree on 𝑋𝐶 , that is

𝐺(𝑡)𝑓 = 𝐺𝐾(𝑡)𝑓, 𝑡 ≥ 0, 𝑓 ∈ 𝑋𝐶 .

Proof. For properties (i) and (ii) see Proposition 8.8 of [8] or alternatively Lemma 6.1.6 of [4] and Theorem
6.1.8 of [4] respectively. Whilst for property (iii) the reader should consult Proposition 8.10 of [8] or Theorem
6.1.10 of [4]. �

Having set out these results we are now in a position to derive a bound on the error introduced by truncating
our mass domain, that is the discrepancy between the solution u𝑅 to (6.3) and the full solution u which satisfies
(6.13).
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Theorem 6.10. The truncation error between u𝑅(𝑡) and u(𝑡), as measured by the norm on 𝑋𝐷×𝑋𝐶 , remains
constant for all 𝑡 ≥ 0, hence is equal to the truncation error induced by truncating the initial mass distribution
of the continuous regime, that is⃦⃦

u(𝑡)−u𝑅(𝑡)
⃦⃦

𝑋𝐷×𝑋𝐶
=
⃦⃦
u0 −u𝑅

0

⃦⃦
𝑋𝐷×𝑋𝐶

=
⃦⃦
𝑐0 − 𝑐𝑅0

⃦⃦
𝑋𝐶

, for all 𝑡 ≥ 0.

Therefore, for all 𝑡 ≥ 0, the truncated solution u𝑅(𝑡) converges to u(𝑡) in 𝑋𝐷 ×𝑋𝐶 as 𝑅→∞.

Proof. From property (i) of Lemma 6.8 and properties (ii) and (iii) of Lemma 6.9, it is easily seen that since
𝑐𝑅0 ∈ 𝑋𝑅

𝐶 , we have
𝑇𝑅(𝑡)𝑐𝑅0 = 𝑃𝑅𝑇𝑅(𝑡)𝑃𝑅𝑐

𝑅
0 = 𝐺(𝑡)𝑐𝑅0 = 𝐺𝐾(𝑡)𝑐𝑅0 . (6.17)

Due to idempotence of the projection operators, the first part of (6.17) also gives us 𝑇𝑅(𝑠)𝑐𝑅0 = 𝑃𝑅𝑇𝑅(𝑠)𝑐𝑅0 .
Whilst for 𝑓 ∈ 𝑋𝑅

𝐶 , it readily follows from the definition of the operators 𝐶𝑅 and 𝐶, in addition to the projections
𝑃𝑅, that 𝐶𝑅𝑓 = 𝐶𝑃𝑅𝑓 . Therefore, considering the application of the operator 𝐶𝑅 to 𝑇𝑅(𝑡)𝑐𝑅0 , we get

𝐶𝑅𝑇𝑅(𝑠)𝑐𝑅0 = 𝐶𝑃𝑅𝑇𝑅(𝑠)𝑐𝑅0 = 𝐶𝑇𝑅(𝑠)𝑐𝑅0 = 𝐶𝐺𝐾(𝑡)𝑐𝑅0 , (6.18)

where the last equality follows from another application of (6.17). Utilising the relations (6.17) and (6.18) allows
us to re-write the components of u𝑅, given by (6.5) and (6.6), as follows:

𝑢𝑅
𝐷(𝑡) = 𝑇 (𝑡)𝑑0 +

∫︁ 𝑡

0

𝑇 (𝑡− 𝑠)𝐶𝐺𝐾(𝑠)𝑐𝑅0 d𝑠,

𝑢𝑅
𝐶(𝑡) = 𝐺𝐾(𝑡)𝑐𝑅0 .

Taking the difference between these components and those of u as given by (6.15) and (6.16), provides the error
u−u𝑅 =: u𝑅

𝐸 , expressed in component form as follows:

𝑢𝐷(𝑡)− 𝑢𝑅
𝐷(𝑡) = 𝑇 (𝑡)𝑑0 +

∫︁ 𝑡

0

𝑇 (𝑡− 𝑠)𝐶𝐺𝐾(𝑠)𝑐0 d𝑠− 𝑇 (𝑡)𝑑0 −
∫︁ 𝑡

0

𝑇 (𝑡− 𝑠)𝐶𝐺𝐾(𝑠)𝑐𝑅0 d𝑠

= 𝑇 (𝑡)(𝑑0 − 𝑑0) +
∫︁ 𝑡

0

𝑇 (𝑡− 𝑠)𝐶𝐺𝐾(𝑠)
(︀
𝑐0 − 𝑐𝑅0

)︀
d𝑠, (6.19)

𝑢𝐶(𝑡)− 𝑢𝑅
𝐶(𝑡) = 𝐺𝐾(𝑡)𝑐0 −𝐺𝐾(𝑡)𝑐𝑅0 = 𝐺𝐾(𝑡)

(︀
𝑐0 − 𝑐𝑅0

)︀
. (6.20)

Comparing (6.19) and (6.20) to (6.15) and (6.16), we see that u𝑅
𝐸 provides a solution to the ACP (6.13) where

the initial condition u0 is given by

u0 =
(︂
𝑑0 − 𝑑0

𝑐0 − 𝑐𝑅0

)︂
=
(︂

0𝐷

𝑐0 − 𝑐𝑅0

)︂
.

Furthermore, as 𝑐0(𝑥) ≥ 𝑐𝑅0 (𝑥) for all 𝑥 > 𝑁 , this initial condition is clearly nonnegative. In Lemmas 6.1 and 6.2
of [5], solutions of the problem (6.13) with nonnegative initial data were seen to remain nonnegative and to
conserve mass for 𝑡 ≥ 0. As the norm

⃦⃦
u𝑅

𝐸(𝑡)
⃦⃦

𝑋𝐷×𝑋𝐶
corresponds to the total mass accounted for by the

solution u𝑅
𝐸 at time 𝑡, this mass conservation gives us⃦⃦

u(𝑡)−u𝑅(𝑡)
⃦⃦

𝑋𝐷×𝑋𝐶
=
⃦⃦
u𝑅

𝐸(𝑡)
⃦⃦

𝑋𝐷×𝑋𝐶
=
⃦⃦
u𝑅

𝐸(0)
⃦⃦

𝑋𝐷×𝑋𝐶
=
⃦⃦⃦⃦(︂

0𝐷

𝑐0 − 𝑐𝑅0

)︂⃦⃦⃦⃦
𝑋𝐷×𝑋𝐶

= ‖0𝐷‖𝑋𝐷
+
⃦⃦
𝑐0 − 𝑐𝑅0

⃦⃦
𝑋𝐶
,

for all 𝑡 ≥ 0. As such, the truncation error between u𝑅(𝑡) and u(𝑡) remains constant for all 𝑡, being equal to
the error introduced within the initial mass distributions, with this being given entirely by the error induced
by truncating the initial mass distribution within the continuous regime. The convergence of u𝑅 to u follows
as an immediate consequence of the above relation. �



A FINITE VOLUME SCHEME FOR A FRAGMENTATION MODEL 1095

This completes our analysis of the mixed discrete-continuous fragmentation equation. In this section, we estab-
lished that the weak solutions obtained in Section 5, as the limit of our numerical approximations, are in fact
unique, differentiable solutions of (1.5) and (1.8). Furthermore, we were able to ascertain the error introduced
within this solution upon truncation of the continuous mass domain. Finally, as an immediate consequence of
the form of this error, we have seen that by letting 𝑅→∞, we recover the unique solution of the untruncated
system (1.1) and (1.2). In the following section we conduct an empirical investigation, with the objective of
corroborating the theoretical results of Sections 5 and 6.

7. Numerical experiments

We conclude our study with an empirical investigation of the results established in the previous sections.
In particular, we aim to confirm the convergence of our numerical solutions as ℎ → 0, assess the order of
this convergence, and also corroborate the theoretically established truncation error. As a test case for this
investigation, we take the power law model as set out in Section 7 of [5], where the continuous equation was
defined by

𝑎(𝑥) = 𝑥𝛼, 𝛼 ∈ R, and 𝑏(𝑥|𝑦) = (𝜈 + 2)
𝑥𝜈

𝑦𝜈+1
, −2 < 𝜈 ≤ 0. (7.1)

The discrete equation was specified by the following values for 𝑎𝑖 and 𝑏𝑖,𝑗

𝑎𝑖 =
{︂

0 for 𝑖 = 1,
𝑖𝛼 for 𝑖 = 2, . . . , 𝑁,

𝑏𝑖,𝑗 =
2

𝑗 − 1
, 𝑖 = 1, . . . , 𝑁 − 1, 𝑗 = 𝑖, . . . , 𝑁, (7.2)

and the continuous to discrete distribution functions 𝑏𝑖(𝑦) were given by

𝑏𝑖(𝑦) =
𝑖𝜈+2 − (𝑖− 1)𝜈+2

𝑖𝑦𝜈+1
, 𝑦 > 𝑁, 𝑖 = 1, . . . , 𝑁. (7.3)

It can be easily verified that conditions (1.3) and (1.4) are satisfied by these choices.

7.1. Convergence of numerical solutions as ℎ → 0

We begin by testing the convergence of the numerical solutions, established in Section 5. Taking the test
model outlined above, we set the parameters 𝑁 and 𝑅 at 5 and 15 respectively, and assume a uniform initial
mass distribution, with

𝑐0(𝑥) =
{︂

1 for 5 < 𝑥 < 15,
0 for 𝑥 ≥ 15,

and 𝑑0 being the 𝑁−vector consisting entirely of 1′s. The parameters 𝛼 and 𝜈 were varied, taking all possible
combinations of 𝛼 ∈ {0.5, 0.1,−0.5,−1,−2} and 𝜈 ∈ {0,−0.5,−1,−1.5}, with the final time 𝑇 selected in each
case to allow the system to reach a near equilibrium state. The approximate solutions generated by the numerical
scheme were compared to the exact solutions derived in Section 7.1 of [5], with the discrepancy being measured
by taking the relative error with respect to the norm on 𝐿1 ([0, 𝑇 ), 𝑋𝐷) × 𝐿1

(︀
[0, 𝑇 ), 𝑋𝑅

𝐶

)︀
. That is, supposing

uℎ = (𝑢ℎ
𝐷(𝑡), 𝑢ℎ

𝐶(𝑥, 𝑡)) is our approximation of a solution u𝑅 =
(︀
𝑢𝑅

𝐷(𝑡), 𝑢𝑅
𝐶(𝑥, 𝑡)

)︀
, then we measure the error via

Error(uℎ|u𝑅) =
‖uℎ −u𝑅‖𝑅

‖u𝑅‖𝑅
,

where the norm ‖ · ‖𝑅, is given by

‖u𝑅‖𝑅 =
∫︁ 𝑇

0

𝑁∑︁
𝑖=1

𝑖
⃒⃒
𝑢𝑅

𝐷𝑖(𝑡)
⃒⃒

d𝑡+
∫︁ 𝑇

0

∫︁ 𝑅

𝑁

⃒⃒
𝑢𝑅

𝐶(𝑥, 𝑡)
⃒⃒
𝑥d𝑥d𝑡. (7.4)
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Figure 1. Numerical convergence for 𝛼 = 0.5, 0.1,−0.5,−1 and −2.

For each model configuration, we computed approximate solutions over a sequence of uniform meshes, refining
at each step by halving the mesh parameter ℎ. The charts in Figure 1 plot the observed relative error against the
mesh parameter ℎ, for all possible parameter configurations. From even the briefest examination of the charts
it is clear that as the mesh is refined, the relative error of the approximations is reduced. Whilst if we were
to examine the gradients of the lines appearing in Figure 1, then they appear generally to be getting closer to
1, as the mesh is refined. With the gradients between the most refined mesh pairings having a mean value of
1.0301, across all configurations. This would suggest that our numerical scheme has order 𝛾 ≈ 1, with the error
in the approximations being 𝒪(ℎ). The full numerical details of the errors and the associated convergence rates
underlying Figure 1 may be found in Appendix A of [4].
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7.2. Convergence of truncated solutions as 𝑅 → ∞
We now turn our attention to the convergence of the truncated solutions as 𝑅 → ∞, and in particular the

truncation error established in Theorem 6.10. Once again our experimentation is based upon the test model
(7.1)–(7.3), with the initial mass distribution unspecified for the moment. Letting u𝑅 =

(︀
𝑢𝑅

𝐷(𝑡), 𝑢𝑅
𝐶(𝑥, 𝑡)

)︀
denote

the solution based on the interval truncated at 𝑅 and suppose u = (𝑢𝐷(𝑡), 𝑢𝐶(𝑥, 𝑡)) is the full solution over the
semi-infinite domain, we are interested in measuring the error between u𝑅 and u. However, the very reason
for introducing the truncation was the difficulty in computationally representing the semi-infinite domain of
Equation (1.1), a problem now re-encountered in trying to represent the full solution u in our calculations. To
circumvent this, we use a truncated solution u𝑅∞ =

(︁
𝑢𝑅∞

𝐷 (𝑡), 𝑢𝑅∞
𝐶 (𝑥, 𝑡)

)︁
, based on an interval up to some finite

but large 𝑅∞, as a stand-in for the full solution u. We then consider the relative error between u𝑅 and u𝑅∞ ,
as measured by

𝐸𝑟𝑟𝑜𝑟
(︀
u𝑅|u𝑅∞

)︀
=
‖u𝑅 −u𝑅∞‖𝑅∞

‖u𝑅∞‖𝑅∞

, (7.5)

where the norm ‖ ·‖𝑅∞ , is the 𝐿1 ([0, 𝑇 ), 𝑋𝐷)×𝐿1([0, 𝑇 ), 𝑋𝑅∞
𝐶 ) norm, as specified by (7.4) with 𝑅 = 𝑅∞. From

Theorem 6.10 we expect this error to be given by

𝐸𝑟𝑟𝑜𝑟
(︀
u𝑅|u𝑅∞

)︀
=
‖𝑐𝑅∞0 − 𝑐𝑅0 ‖𝑋𝑅∞

𝐶

𝑀0
· (7.6)

where 𝑀0 signifies the total mass within the initial distribution for u𝑅∞ .
As with the previous example, we begin by considering a uniform initial mass distribution, as such

𝑑0𝑖 = 𝑏, for 𝑖 = 1, . . . , 𝑁 and 𝑐0(𝑥) = 𝑏, for 𝑁 < 𝑥 < 𝑅∞.

The upper limit 𝑅∞ is set at 100, and we consider both 𝑁 = 5 and 𝑁 = 25. In each case the value of 𝑏 was
selected to give an initial total mass of 100, and hence 𝑏 = 1.999 × 10−2 for 𝑁 = 5 and 𝑏 = 1.995 × 10−2 in
the case of 𝑁 = 25. We considered all combinations for the parameter values 𝛼 ∈ {0.5, 0,−1} and 𝜈 ∈ {0,−1},
with the final time 𝑇 selected in each case so as to allow the system to reach a near equilibrium state. The
truncation parameter 𝑅 was then varied throughout the admissible range, from 𝑁 up to 𝑅∞, taking on the
values 𝑅 ∈ {15, 30, 40, 50, 60, 70, 80, 90, 95, 97, 98, 99} when 𝑁 = 5, with 𝑅 = 15 being excluded for the cases
with 𝑁 = 25.

Carrying out this experimentation we observed that within the set of considered values, the parameters 𝛼
and 𝜈 had no impact on the empirical values of 𝐸𝑟𝑟𝑜𝑟(u𝑅|u𝑅∞) as given by (7.5). This is to be expected given
(7.6), since the parameters 𝛼 and 𝜈 do not feature in the initial mass distribution 𝑐0 and hence do not influence
the initial truncation error, and neither do they influence the total initial mass 𝑀0. Likewise, the relative error
(7.5) exhibited no dependence on the regime boundary parameter 𝑁 . The truncation error appearing in the
numerator of (7.6) is entirely dictated by the initial mass profile beyond the truncation point 𝑅, and whilst the
total initial mass appearing in the denominator does depend on 𝑁 , we have held this mass constant between the
cases. The charts in Figure 2 plot the empirical error 𝐸𝑟𝑟𝑜𝑟(u𝑅|u𝑅∞), as given by (7.5), on the 𝑦-axis against
the theoretical value ‖𝑐𝑅∞0 − 𝑐𝑅0 ‖𝑋𝑅∞

𝐶
/𝑀0 along the 𝑥-axis, with the leftmost chart corresponding to the case

𝑁 = 5, and the right chart detailing the results for 𝑁 = 25. In both cases, since the parameters 𝛼 and 𝜈 did not
impact our results, we detail only the case of 𝛼 = 0.5 and 𝜈 = 0, the other cases being identical to those shown.

The markers on the charts correspond to the selected values for 𝑅, with 𝑅 increasing as we go from the top
right to the bottom left of each chart. Noting that as the value of 𝑅 is increased, the empirically measured
𝐸𝑟𝑟𝑜𝑟(u𝑅|u𝑅∞) and the theoretical value ‖𝑐𝑅∞0 − 𝑐𝑅0 ‖𝑋𝑅∞

𝐶
/𝑀0 remain inline with each other, as would be

expected given (7.6). The full numerical details of the errors for all experimental configurations may be found
in Appendix A of [4].
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Figure 2. Truncation convergence as 𝑅 → 𝑅∞ starting from a uniform initial mass distribu-
tion, for 𝑁 = 5 (left) and 𝑁 = 25 (right).

In the previous experiments we imposed a uniform initial mass distribution which was constant up to the
truncation point. However, if we consider the full problem (Eqs. (1.1) and (1.2)) with its unbounded domain,
then the uniform distribution would violate the requirement for 𝑐0 to be 𝐿1 ((𝑁,∞), 𝑥d𝑥), unless at some
point it was indeed truncated. That being the case, we could simply take 𝑅 to be greater than or equal to the
truncation point and obtain the full solution. Therefore, for these next experiments we shall employ an initial
mass distribution featuring a negative exponential profile. Such a profile not only allows for infinite support
whilst having finite mass, but also fits with the exact solutions to the system (7.1)–(7.3), obtained in [5], which
were seen to be driven by the factor e−𝑥𝛼𝑡. Hence, we shall assume an initial state of the form

𝑑0𝑖 = 𝑏e𝑐𝑖, for 𝑖 = 1, . . . , 𝑁 and 𝑐0(𝑥) = 𝑏e𝑐𝑥, for 𝑥 > 𝑁,

where 𝑏 > 0 and 𝑐 < 0 are constants to be selected subject to the following criteria. When provided with an
𝑁 , 𝑅∞ and a proportion 𝑝 ≈ 1, the parameter 𝑐 is selected such that the total mass of the initial distribution
truncated at 𝑅∞ accounts for a proportion 𝑝 of the total mass of the untruncated distribution with infinite
support. The value of 𝑏 is then selected so that the 𝑅∞ truncated distribution has an associated total mass
specified by the user.

Once again we conducted a range of experiments considering the same parameter values of 𝛼 ∈ {−1, 0, 0.5},
𝜈 ∈ {−1, 0}, 𝑁 ∈ {5, 25} and 𝑅∞ = 100. Given these choices of 𝑁 and 𝑅∞, we selected the parameter 𝑐 such
that the initial mass distribution truncated at 𝑅∞ = 100 accounted for a proportion 0.99 of the mass of the
untruncated case. The value of 𝑏 was then chosen to give a total truncated mass (truncated at 𝑅∞ = 100) of
100. For 𝑁 = 5, this resulted in the choices 𝑏 = 4.4088×10−1 and 𝑐 = −6.6320×10−2, whilst 𝑁 = 25 gave us
𝑏 = 4.3985×10−1 and 𝑐 = −6.6320×10−2. As previously, the truncation parameter 𝑅 was varied, taking values
within the set {15, 30, 40, 50, 60, 70, 80, 90, 95, 97, 98, 99} for 𝑁 = 5, with 𝑅 = 15 again being excluded when we
considered cases with 𝑁 = 25.

As was observed in the previous experiments, the parameters 𝛼 and 𝜈 did not have any impact on the error
(7.5), when varied within the considered values, likewise for the truncation parameter 𝑁 . The charts in Figure 3
replicate those of Figure 2, for the case of a negative exponential initial mass distribution. The left-hand chart
depicts the results for 𝑁 = 5, whilst the right chart details 𝑁 = 25. As was the case before, we only consider the
configuration of 𝛼 = 0.5 and 𝜈 = 0, owing to the insensitivity of 𝐸𝑟𝑟𝑜𝑟(u𝑅|u𝑅∞) to these parameters. Examining
both charts, we see a similar pattern as before, with equality between the observed empirical error (7.5) and
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Figure 3. Truncation convergence as 𝑅 → 𝑅∞ starting from a negative exponential initial
mass distribution, for 𝑁 = 5 (left) and 𝑁 = 25 (right).

the theoretically derived value (7.6). Once again the full numerical results for all experimental configurations
may be found in Appendix A of [4].

To summarise the results of this section, for the cases examined we were able to empirically confirm the
analytical results established earlier in the paper. The numerically generated solutions were seen to converge as
ℎ ↘ 0, with the discretisation error seen to be 𝒪(ℎ). We also observed the truncated solutions u𝑅 converging
to the full solution as we let the truncation parameter 𝑅→∞, with the rate of this convergence being governed
by the initial truncation error ‖𝑐0 − 𝑐𝑅0 ‖𝑋𝐶

.
We now consider the implications of these results for the efficient use of the numerical scheme. Given a mixed

fragmentation problem of the type specified by (1.1) and (1.2), the total error in our approximate numerical
solutions can be bounded by the sum of the discretisation error and the truncation error. These two sources
of error must be balanced in order to provide the most accurate numerical solutions for a given computational
cost.

8. Conclusions

In this article we introduced a numerical scheme for the approximate solution of a truncated version of a
mixed discrete-continuous fragmentation model. The scheme was based upon a finite volume discretisation of
the modelling equation for the continuous component.

The resulting numerical approximations were first shown to be nonnegative and to conserve mass, provided
the underlying mesh satisfied certain constraints. Following this we established the weak convergence of a
subsequence of our approximations, as the mesh size parameter ℎ was decreased to zero. The resulting limit
was then shown to provide a weak solution to the truncated model.

By relating the scalar-valued weak formulation of our truncated model to an equivalent weak formulation
within a Banach space setting, we were able to apply the theory of operator semigroups to the analysis of the
numerically obtained weak solution. This approach enabled us to establish a one-to-one relationship between
any scalar and Banach-space-valued weak solutions. Under suitable constraints, the Banach-space-valued weak
solution was shown to provide the unique strong solution to the associated abstract Cauchy problem, in the
process establishing the uniqueness of the original scalar-valued weak solution. Additionally, as a further con-
sequence of this linkage, the scalar weak solution was shown to be a differentiable classical solution, a class of
regularity not ordinarily established for such numerically obtained solutions. The use of these semigroup meth-
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ods allowed for the straightforward analysis of the truncated solutions, enabling us to determine the truncation
error; and establish their convergence as the truncation point 𝑅→∞.

The study was concluded by conducting a range of experiments with a test model; under varying model
parameter choices and mesh refinements, we experimentally established that the error in our numerical solutions
was 𝒪(ℎ). Furthermore we were able to empirically demonstrate the convergence of the truncated solutions as
the truncation point 𝑅 → ∞, whilst also verifying the theoretical value derived for the associated truncation
error.

Acknowledgements. This work was supported by the UK Engineering and Physical Sciences Research Council
[EP/J500495/1 03].

References

[1] M. Aizenman and T.A. Bak, Convergence to equilibrium in a system of reacting polymers. Comm. Math. Phys. 65 (1979)
203–230.

[2] W. Arendt, C.J.K. Batty, M. Hieber and F. Neubrander, Vector-valued laplace transforms and Cauchy Problems. In: Mono-
graphs in Mathematics. Birkhauser Verlag (2001).

[3] H. Babovsky, On a Monte Carlo approach to the Smoluchowski equations. Monte Carlo Methods App. 5 (1999) 1–18.

[4] G. Baird, Mixed discrete–continuous fragmentation equations. Ph.D. thesis, University of Oxford (2017). https://ora.ox.ac.
uk/objects/uuid:311da0da-6801-4120-9129-d95786a153b6.
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