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SPACE-TIME REGISTRATION-BASED MODEL REDUCTION OF
PARAMETERIZED ONE-DIMENSIONAL HYPERBOLIC PDES

ToMMASO TADDEIV?* AND LEI ZHANG!?

Abstract. We propose a model reduction procedure for rapid and reliable solution of parameterized
hyperbolic partial differential equations. Due to the presence of parameter-dependent shock waves
and contact discontinuities, these problems are extremely challenging for traditional model reduction
approaches based on linear approximation spaces. The main ingredients of the proposed approach
are (i) an adaptive space-time registration-based data compression procedure to align local features
in a fixed reference domain, (ii) a space-time Petrov-Galerkin (minimum residual) formulation for
the computation of the mapped solution, and (iii) a hyper-reduction procedure to speed up online
computations. We present numerical results for a Burgers model problem and a shallow water model
problem, to empirically demonstrate the potential of the method.
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1. INTRODUCTION

Several studies have demonstrated the inaccuracy of linear approximation spaces to deal with parameter-
dependent hyperbolic partial differential equations (PDEs) with parameter-dependent shocks: this challenge
hinders the application of parameterized model order reduction (pMOR) techniques to this class of problems.
To address the slow decay of the Kolmogorov N-width of the solution manifold associated with the problem
of interest [34], several authors have proposed to resort to nonlinear approximations. The goal of this paper
is to develop a Lagrangian nonlinear compression method, and associated reduced-order model (ROM) for
one-dimensional (systems of) conservation laws: the key element of the approach is a space-time registration
procedure to improve the linear reducibility of the solution manifold. In computer vision and pattern recog-
nition, registration refers to the process of finding a transformation that aligns two datasets; in this paper,
registration refers to the process of finding a parametric spatio-temporal transformation that improves the
linear compressibility of the solution manifold.

We denote by pu the vector of model parameters in the parameter region P C R, we denote by Q C R?
the spatio-temporal domain over which the PDE is defined, and we define the Hilbert space X = [L?(Q)]?,
where D > 1 denotes the number of state variables, and the Banach space Lip(§) of Lipschitz functions over .
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Then, we introduce the solution U, to the PDE for a given p, U, : Q — RP, and the solution manifold
M :={U, : p € P} C X. Linear compression methods rely on approximations of the form U, ~ ﬁu = ZnOy,
where Zy : RY — X is a linear parameter-independent operator and & : P — RY is a function of the
parameters. On the other hand, we might distinguish between Eulerian and Lagrangian nonlinear compression
methods. We do not provide here a comprehensive survey of nonlinear compression methods, but rather cite a
few representative approaches.

— Eulerian approaches [26,39,41,50] consider approximations of the form U u = Znu(ay,), where Zy : RY x
P — X is a suitably-chosen operator which might depend on the parameter p and might also be nonlinear
in the first argument.

— Lagrangian approaches [24,33,46,47] rely on linear compression methods to approximate the mapped solution
ﬁﬂ :=U,0®,, where ® : O xP — Qis a suitably-chosen bijection from € into itself: the mapping ® should be
chosen to make the mapped solution manifold M= {(7# : i € P} more amenable for linear approximations.

Note that any Lagrangian method is equivalent to an Eulerian method with Zy ,(a) := (ZNa) ) <I>;1 for

some linear operator Zy RN > x , while the converse is not true.

Given a low-dimensional representation of the solution field U, for all u € P, we might distinguish between
non-intrusive (data-fitted) and intrusive (projection-based) approaches for the prediction of the reduced coef-
ficients for out-of-sample parameter values: the former rely on multi-target regression algorithms; the latter
rely on Galerkin/Petrov—Galerkin projection to devise a ROM for online predictions. To guarantee fast online
evaluations of projection-based ROMs, hyper-reduction techniques need to be applied: these techniques are
designed to reduce assembling costs associated with residual evaluations. In the framework of linear compres-
sion methods, we refer to [11,17,20] for representative examples of non-intrusive techniques, and to the reduced
basis literature (e.g., [21,38]) for a thorough discussion about hyper-reduced projection schemes. Non-intrusive
techniques can be trivially extended to nonlinear compression methods; on the other hand, the extension of
projection-based schemes is more challenging: for Lagrangian approaches, following [33,46], we might perform
projection and hyper-reduction in the mapped configuration; for Eulerian approaches, specialized techniques
need to be proposed to ensure rapid ROM evaluations (see [26,41]).

In this paper, we present a Lagrangian projection-based pMOR technique for conservation laws. Given u € P,
we shall consider approximations of the form:

U,~U,0®,", withU, =Zya,, ®,=id+Wya,. (1.1)

Here, id(x) = x is the identity map, Zy : RY — X and Wy, : RM — [Lip(2)]? are suitable linear operators,
and @ : P — RN and a : P — RM are functions of the parameter p. The key features of the present work
are (i) a Lagrangian data compression technique for the construction of a low-dimensional representation of
the solution field of the form (1.1), (ii) a kernel-based regression algorithm for the online computation of the
mapping coefficients a,,, and (iii) a space-time hyper-reduced Petrov-Galerkin (minimum residual) ROM for
the online computation of the solution coefficients a,.

Given the space-time snapshots {U* = Uk }pis™ C M, our data compression procedure returns (i) the linear
operators Zy : RN — X and Wy, : RM — [Lip(©Q)]? in (1.1), and (ii) the coefficients {a¥}}s» ¢ RN and
{ak}peain ¢ RM such that UF ~ Uk o(®*)~! where U* = Zyat and ®* = id+ Wja*. We develop an adaptive
registration algorithm — which is an extension of the approach in [46] — to construct the mappings {‘I'k}k; on
the other hand, we resort to proper orthogonal decomposition (POD, [4,49]) to generate the low-dimensional
linear approximation operators Zn, Wj,. Since the procedure can be viewed as a generalization of POD, we
here refer to our approach as to RePOD (Registered POD): as rigorously showed below, our approach is general,
that is it does not depend on the underlying mathematical model.

The registration approach in [46] relies on (i) a nonlinear non-convex optimization statement that aims at
reducing the difference between a properly-chosen template U = Uy and the mapped field ﬁu =U,o®, for
we {u* }painand on (ii) a generalization procedure based on kernel regression to extend the mapping to the
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whole parameter domain. In this work, we modify the optimization statement to penalize the distance from a
low-dimensional space — here referred to as template space — and we propose a greedy procedure to adaptively
build the template space. We remark that several authors have proposed template-fitting strategies to deal with
transport [30,32,42]: here, by enforcing the bijectivity of @ from 2 in itself for all u € P, we might consider a
standard projection-based ROM in the mapped configuration.

Registration exploits the presence of local features (e.g., shock waves) that are topologically equivalent for
all p € P. These structures are present in a variety of physically-relevant parameter-dependent problems,
including the two model problems considered in this paper. In this respect, the use of a space-time formulation
is instrumental to capture the interaction between multiple shock waves: in Appendix E, we show that space-
only registration is not appropriate to deal with the interaction between two shock waves, for a Burgers model
problem. We observe that, starting with the seminal work [48], space-time formulations have been extensively
considered in the pMOR literature: we refer to [7, 18] for applications to hyperbolic PDEs. However, while in
[7,18], space-time formulations are motivated by their superior stability and variational construction, which
facilitate the error analysis, here the space-time setting is motivated by approximation considerations. In this
respect, our work shares important features with the recent space-time adaptive discontinuous Galerkin (DG)
method proposed in [55, 56].

Given a new value of the parameter u € P, we resort to kernel-based regression to estimate the mapping
coefficients a,,, while we resort to a space-time minimum residual projection-based ROM to compute the solution
coefficients @, in (1.1). To reduce the costs of the minimum residual ROM, we first introduce a J-dimensional
empirical test space [45] V; and then we resort to an empirical quadrature procedure (EQP, [54]) to reduce the
online assembling and memory costs. In Appendix C, we present mathematical justifications for linear problems
of the procedure used to construct the test space )j; we further present numerical results to illustrate the
superiority of minimum residual ROMs compared to Galerkin ROMs.

Several authors have considered minimum residual ROMs for structural and fluid mechanics applications,
[10, 28, 53]. We observe that in [10] the authors resort to Gappy-POD [8,15] to provide hyper-reduction of
projection-based ROMs; on the other hand, similarly to Grimberg et al. [19], we here resort to an EQP (see
[16,35]). EQPs recast the problem of hyper-reduction as a suitable sparse representation problem and then
rely on approximate techniques originally developed in the signal processing and optimization literature to
approximate the solution. Here, we adapt the procedure first presented in [54] for Galerkin ROMs to minimum
residual ROMs to derive the sparse representation problem of interest; then, as in [16], we resort to a nonnegative
linear squares method (c¢f. [25]) to find an approximate solution.

The paper is organized as follows. In Section 2, we introduce the space-time variational formulation in
the mapped configuration, and we introduce the two model problems considered for numerical assessment;
in Section 3, we present the data compression procedure based on space-time registration; in Section 4, we
introduce the hyper-reduced Petrov—Galerkin ROM; finally, in Section 5, we present several numerical results
to demonstrate the effectiveness of the proposed approach. Several appendices complete the paper.

Notation

By way of preliminaries, we introduce notation used throughout the paper. We denote by x a generic element
of the spatial interval (0, L) with L > 0, and by ¢ a time instant in (0,7") with 7" > 0. In view of the space-time
formulation, we introduce the spatio-temporal domain = (0,L) x (0,T) and the gradient V := [0,,9;]T. We
denote by x = (z,t) a generic element of Q, and by n the outward normal to 9€.

Given the reference domain Qc R?2, we introduce the parameterized mapping P : QxP — Q; we denote by
X a generic element of {2 and we define the mapped gradient V = [0x,,0x,]T. We further define the Jacobian
matrix G, := %@u and determinant g,, := det(%@u), which is assumed to be strictly positive over Q. In this
work, we consider bijections from € into itself: for this reason, we replace Q with Q.

We define the Hilbert space X = [L2(2)]P where D is the number of state variables. We denote by (-, -) the
L?(Q) inner product, (w,v) = [,w-vdx, and by || - || = v/(:,-) the corresponding induced norm. Given the
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linear space W C X, IIyy : X — W denotes the projection operator onto W. We further denote by eq,..., ey
the canonical basis in R and by || - |2 the Euclidean norm. Given the linear operator Zy : RY — X, we define
(o = Zne, for n = 1,...,N and we define the space Zy := span{(,})_,; in the remainder, we shall assume
that {¢,})_, is an orthonormal basis of Zy.

We further introduce the relative best-fit error EPf, which is used to assess the performance of data compres-
sion. Given the reduced space Zy C X and p € P, we define

1
E"(u, Zy) := —— min ||U, — ¢||. 1.2a
(,LL N) ||U#|| (EZN || M CH ( )
We further define the “registered” best-fit error as
EY (1, Zn, ®) = L in U, —Co® | = 1 i / (Uyo®, —¢)° g, dX. (1.2b)
[U]l ce2n g ULl cezn | Ja

Note that the latter expression is convenient for finite element calculations — since it avoids the computation of
the inverse map ‘I>;1 in all quadrature points — and is used in the numerical results.

We use the method of snapshots (cf. [43]) to compute POD eigenvalues and eigenvectors. Given the snapshot
set {UF}puain ¢ M and the inner product (-,-)poa, we define the Gramian matrix C € RMainMain  Cy /=
(U, U* ) pod, and we define the POD eigenpairs {(Ay, C,)}"=5 as

Ntrain

Clo=MnCur Gi= D (€D UF, =1, nirain,

k=1
with Ay > Ao > ... A\, = 0. In our implementation, we orthonormalize the modes, that is (¢, (n)poa = 1 for
n =1,...,Nain- 10 stress dependence of the POD space on the choice of the inner product, we use notation

L2-POD if (-, )pod = (+,*)12()» and || - | 2-POD if (-, -)pod is the Euclidean inner product. Finally, we shall choose
the size N of the POD space based on the criterion

N’ Ntrain
N :=ming N': Z)\n > (1 —tolpoa) Z Xips (1.3)
n=1 i=1

where tol,oq > 0 is a given tolerance.

High-fidelity discretization

Our reduced-order formulation relies on a high-fidelity (hf) DG finite element (FE) discretization; we refer
to the textbook [22] for an introduction to DG methods for conservation laws. We denote by Tns = {D¥}1°, a
non-overlapping triangulation of €2, we denote by {x?f,C ti=1,...,np,k=1,..., N} the nodes of the mesh,
where ny, is the number of degrees of freedom in each element, we denote by ¥y, : D — D* the FE mapping
between the reference element D and the k-th element of the mesh, and we denote by 07ns = {fz}f\i ; the set of
facets of the mesh. We denote by N the positive normal to a given facet in 37yr: N coincides with the outward
normal on 9N and is chosen arbitrarily for interior facets. We further define the negative normal N~ = —N™.
Then, we define the DG FE space of order p,

Ko = {v € [LX(Q)]P 1 vo ¥y, € [PPD), k=1,...,N.}, (1.4)

where PP denotes the space of two-dimensional polynomials of total degree at most p. Given w € X,y and
X € 0Ty, we define w* (X) = lim_, o+ w(X — eN¥).

We denote by {gaf’k = @; k€d}ik,a the Lagrangian basis of the space X, with ¢ = 1,...,np = p(p;»l)7
k=1,...,Ne,d=1,...,D, and we define Ny = dim(Xyr) = nip NeD; to shorten notation, we might also use
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the linear indexing ¢; := cpﬁk = @i req where j = j;pa =i+ (k— 1)np + (d — D)nipNe. Given w € Xy, we
denote by w € R™ the corresponding FE vector, w(-) = > (w);@;(). With some abuse of notation, given
the functional F' € X/;, we denote by F € R™ the corresponding FE vector such that (F); = F(p,), for
J=1,..., Nus

In view of the definition of the ROM, we introduce the discrete L? and H! norms Xy, Yine € RVui:Nut gych
that

Ne
(th)jJ‘/ = Z /k Pj’ Py an
k=1 D

N. (1.5)
(Yhf)j,j/ = Z /k wir -+ Vi -V, dX,—/a . Hd(sﬁj',(pj; 1,N) dX
k=1 7D D

where H4(-,-; 1,N) is a suitable diffusion flux, here associated with the diffusion matrix K = 1. In this work,
we consider the BR2 flux introduced in [3] (see also [2]). We refer to [1] for a detailed discussion concerning the
analysis of DG formulations for second-order elliptic problems. In the following, with some abuse of notation,
we denote by Xjs the linear space (1.4) equipped with the discrete L? norm ||v|| := \/vI Xp¢v, and we denote
by Vut the linear space (1.4) equipped with the discrete H! norm |[||v[|| := v/vT Yynev: note that Xy and Ve
coincide as linear spaces but are different Hilbert spaces. We denote by Ry, , : Jf; — Vur the Riesz operator in
Yh-

In view of registration, given the mesh 7y,¢, we define the mapped mesh ®(7y¢) associated with the mapping
® : Q — Q such that ®(7y¢) shares with 7p¢ the same connectivity matrix and the nodes are given by
{@(x?fk) ci=1,...,mp,k=1,..., Ne}. Furthermore, we define the FE space of order p such that

Xogo = {v € [L2Q)) : voTyg € PPO), k=1,...,N.}, (1.6)

where ¥y, ¢ is the FE mapping between the reference element D and the k-th element of ®(7y¢). Given w € Xy,
we can define the FE field wg in Xyr,e such that w¢(<1>(x?fk)) = w(xﬁ) note that we and w share the same

FE vector and wg is an approximation of w o ® ! — and we = wo ® ! if & is piecewise linear.

2. FORMULATION

2.1. Space-time formulation of conservation laws

In this section, we omit dependence on the parameter p for notational brevity. We consider a general system
of one-dimensional conservation laws:

oU + axf(U) = S(U) in (2 1)
U(-;0) =Up,o(-) on 'y o := (0, L) x {0} .
where U : Q — RP is the vector of conserved variables, f : RP? — RP is the physical flux, and S : R? — RP is
the source term. The problem is completed with suitable boundary conditions, which depend on the number of
incoming characteristics. We provide two examples of problems of the form (2.1) at the end of this section. We
remark that the solution U may contain discontinuities and might not be unique: we here seek U satisfying (2.1)
away from discontinuities and satisfying suitable Rankine-Hugoniot and entropy conditions at discontinuities,
[27].
We recast (2.1) as
V-FU) =5U) inQ (2.2)

where F(U) = [f(U),U], F : RP — RP:2. The problem is completed with suitable boundary conditions on
{0, L} x (0,T), which depend on the number of incoming characteristics. Note that at I'i, ¢ all D characteristics
are incoming and at (0, L) x {T'} all D characteristics are outward: this implies that (2.2) requires the prescription
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of the full initial datum at ¢ = 0 and does not require any condition at ¢ = T, consistently with (2.1). Note
that, for a proper choice of F', (2.2) encapsulates two-dimensional steady conservation laws and unsteady one-
dimensional conservation laws.

We recast (2.2) on a reference domain: this will lead to the variational formulation exploited in section 4
for model reduction. Given the mapping ® : Q — Q, recalling standard change-of-variable formulas (cf.
Appendix A), we obtain that the mapped solution field U = U o & satisfies

V.- Fp(U) = Se(U) inQ, (2.3a)

where

Fo()=gF()G™", Sa()=g5(). (2.3b)
We recall that G, g are the Jacobian matrix and determinant defined in the introduction.

Remark 2.1. Arbitrary Lagrangian Eulerian (ALE, [14,23]) methods involve the use of space-time mappings
of the form ®(X,t) = [®1(X, 1), t]: this class of mappings allows the use of time-marching schemes to solve (2.2).
Note, however, that the deformation that can be achieved using this class of mappings is relatively modest: in
particular, for any given time ¢ > 0, the mapped solution U has the same number of discontinuities as U,
possibly at different locations. In the numerical results of Section 5 and Appendix E, we empirically show that
the possibility of “moving” shock waves in space and time is key to improve the linear reducibility of the mapped
manifold.

2.2. High-fidelity space-time formulation

We discretize (2.3) using a high-order nodal DG method. In presence of shocks and other discontinuities,
high-order schemes for hyperbolic PDEs require specific stabilization techniques to avoid instabilities. In this
work, we resort to the sub-cell shock capturing method based on artificial viscosity proposed in [37]. More in
detail, we consider the piecewise-constant artificial viscosity

[s(U) — Hp—ls(U)HLZ’(Dk)
1) 2 ox) ’

e(U)]y. = €0+ epp (l0g19 Sk), Sk = (2.4a)

Dk

where €9 > 0 is a positive constant, s(U) is a suitable scalar function of the state, II,_; : PP — PP~! is the
projection onto the space of polynomials of total degree p — 1, and

0 5§<Sy)—k
epp(8) = % <1—|—sin <7T(82_80)>> so—k<s<Sp+K. (2.4b)
K
€0 s>8sy+ kK

In this work, we consider s(U) = U for Burgers equation and s(U) = h for the shallow water equations (here,
h is the flow height, see Sect. 2.3.2); representative values of the constants in (2.4) considered in the numerical
simulations are sg = —2.5, 5 = 1.5,¢9 = 1072, = 5 x 1074, _

We have now the elements to introduce the DG discretization of (2.3): find Uyt € Xy¢ such that

Ro (ﬁhf,U) = RS (ﬁhf,v) + R4 (ﬁhf,’l)) =0, Vové& Xy, (2.5)
where the variational discrete operator Re : Xps X A — R is the sum of the convection and diffusion contri-
butions. Here, RS is given by

Ne

Ne
Ré(w,v)zz rg(w,v):Z/ U-H@(wtw*,N)dX—/ Vo - Fp(w) dX—/ v- Se(w)dX, (2.6a)
P r—1 ~ODF Dk Dk

=1
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where Hg is the numerical convective flux. Following [56], we choose Hg such that

~ ~ ~ ~ G TN
Hao Uy, Ups, N) = l9G ™ N|oH(Ufs, U m),  with n = G TN’ (2.6b)
2
where H is a standard numerical flux in the physical domain. Note that for piecewise-linear maps (2.6) is equiv-
alent to the “Eulerian” DG convective term associated with the numerical flux H, and with the triangulation
15 = {@(Dk)}ivil. In the numerical examples of this paper, we resort to the local Lax-Friedrichs (Rusanov)
flux:

1
HUT, U™ ,n) = 3 (FUNH+FU)) - gn+(U+ -U7)", 7=max{|0yF(U")n], U )nl}. (2.6c)
The diffusion form RY is defined as
Ne
RY(w,v) = Z r(w, v) Z HY(w,v;e(U)1,N) dX — / ) Vw - Vo dX, (2.7)
k=1 k=1 /oD

where HY is the BR2 diffusion flux associated with the diffusion matrix K = ¢(U)1. Note that we consider an
artificial-diffusion form that is independent of the mapping ®.

Remark 2.2. In this work, we resort to the space-time solver discussed here to generate the hf snapshots; the
space-time formulation of the conservation law (2.1) also provides the foundations for the projection-based ROM
proposed in Section 4. We envision, however, that space-time solvers might not be feasible for large-scale two-
dimensional and three-dimensional problems: in this case, we might employ a third-party time-marching solver
to generate the space-time snapshots and then use the space-time formulation exclusively for ROM calculations.
We refer to a future work for the integration between an external time-marching solver and the space-time ROM.
We further remark that other choices for the convection and diffusion fluxes and for the artificial viscosity are
available: we refer to the DG literature for thorough discussions and comparisons.

2.3. Model problems
2.8.1. A Burgers model problem

We consider the Burgers equation:

where L =1, T = 0.8, and

1

_— = 260. 2.8b
e (2:3b)

Up,u(x) = (2 — H,(x —p2) — H, (J: - ;)) +0.3sin (mx), H,(s) =
Here, we consider the parameter domain P = [1,1.3] x [0.25,0.35]. We observe that a similar model problem
has been considered in Section 4.2 of [36].

Figure 1 shows the behavior of U over () for two values of u. The solution is characterized by the transition
between the three “prototypical” behaviors depicted in Figure 2: for small values of ¢, the solution exhibits two
shock waves (cf. Fig. 2a); for intermediate values of ¢, the solution exhibits one shock wave (¢f. Fig. 2b); for large
values of ¢, the solution is nearly constant over (0, L) (¢f. Fig. 2c). Despite its simplicity, this problem is extremely
challenging for model reduction techniques: linear methods (i.e., methods based on linear approximation spaces)
require a large number of modes to correctly represent the solution; on the other hand, to our knowledge, the
transition from two shocks to one shock and from one shock to the smooth solution poses fundamental challenges
for several nonlinear proposals: see the discussion in [41].
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FIGURE 2. Solution to Burgers equation for u = [1,0.25] and p = [1.35,0.35] at three different
time instants. (A) ¢ = 0.05. (B) ¢ =0.3. (C) t = 0.8.

2.3.2. A shallow-water model problem

We consider a transient shallow water (Saint Venant) flow over a bump in a frictionless channel. We here
denote by U = [h,q]T the vector of conserved variables, where ¢ = hu is the discharge, h is the flow height,
and u is the flow @-velocity; then, we introduce the flux f(U) := [g, hu? + £h?]T where g = 9.81 is the gravity
acceleration; we further introduce the (parameter-independent) bathymetry b such that

b(z) :==—0.2 + ¢ 0-125(z=10)" (2.9a)

We consider the system of Saint-Venant equations:

O, +0.1(U,) = S(U,) (e.1) € 2 = (0,L) x (0.T);
Uu(x,0) = Upe(x) xz € (0,L); (2.9b)
qM(0>t) = Qin,u(t)a hu(Lvt) = hoeo t€(0,T);

where L = 25, T = 3, hoo = 2, the source term satisfies S(U) = [0, —ghd,b]” and the discharge ¢, ,, satisfies

——1_(¢—0.05)?
Ginu(t) = Qo (lﬂclte 23 : ) qo = 4.4. (2.9¢)

Note that the parameter p; influences the peak of the incoming discharge, while us affects the time scale and
the integral fOT Gin,p(t) dt. Here, we consider pn € P = [2,8] x [0.1,0.2]. Finally, Up¢ corresponds to the limit
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FIGURE 3. Solution to shallow water equations; behavior of the free surface z = h + b.

(A) p=1[2,0.1]. (B) = [8,0.2.

26 w=1[2,0.1] - 26 p=1[2,0.1]- 26 —p=1[2,01]
2'4/'§ 1=18,0.2] 24 n=18,0.2] 0q H=1802]
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Sy 1 g |
x 2 | w 2 ¥
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1.8« & ~_ 1.8 =
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(A) (B) (c)

FIGURE 4. Solution to shallow water equations; behavior of the free surface z = h + b for
@ =12,0.1] and u = [8,0.2] at three different time instants. (A) ¢t = 0.4. (B) t =1.5. (C) t = 3.

solution for ¢ — oo of the PDE:

0U + 0. f(U) = S(U) (z,t) € Q= (0,L) x (0,00);
U(z,0) = 0 x € (0,L); (2.9d)
q(0,t) = qo, h(L,t) = heo, t€(0,00).

In Figures 3 and 4, we show the behavior of the free surface z = h + b for two values of the parameter p
in P. We observe that for ¢ ~ 1.5 the incoming wave associated with the inflow boundary condition interacts
with the bump; for sufficiently large values of u1, we also observe a backward-propagating wave generated by
the interaction between the incoming wave and the bump.

3. DATA COMPRESSION (REPOD)
We denote by Wit = span{hf nl\fb[;fl a My¢-dimensional space contained in Lip(£2; R?); following [46], given
the identity function id(X) = X for all X € Q, we seek mappings of the form
®,(X) =1d(X) +¢,(X), ©, € Wh, YpeP. (3.1)

We refer to ¢ as to parameterized displacement, and we denote by Cpr a subset of Wy such that ® = id + ¢
is bijective from 2 in itself for all ¢ € Cyt.
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We devise a computational procedure that takes as input the snapshots {U k}ﬁ‘:j C M and returns (i) the
linear operators Zy : RV — X and Wy, : RM — [Lip(2)]? in (1.1), and (ii) the coefficients {a*} s ¢ RY
and {a*}7u3n ¢ RM such that U* ~ U* o (®%)1, with U* = Zya* and ®* = id + W)y a*. Towards this end,
we proceed as follows.

(1) In Section 3.1, we present guidelines for the definition of the space Wiy¢ and we provide sufficient and
computationally-feasible conditions for the bijectivity of ®. The discussion exploits results first presented
in [46] and is here reported for completeness.

(2) In Section 3.2.1, given a dictionary of functions — here referred to as template space — Ty C L?(£2) and the
field s*, we present a general optimization-based procedure for the construction of a mapping &* such that
5k = sk o Bk is well-approximated by elements in 7. Our approach is a generalization of the optimization-
based technique in [46]; it exploits the theoretical results of Section 3.1 to effectively enforce the bijectivity
of the mapping. The field s* is a suitable function of the k-th snapshot, s* = s(U*), that will be introduced
below.

(3) In Section 3.2.2, we present a greedy procedure for the adaptive construction of the template space Ty .
Our greedy approach returns the mappings {'I'k i for all training points and the low-dimensional operator
Wi : RM Wy, © Whe such that % = id + Wy a*, for some al,... ammin ¢ RM,

(4) In Section 3.3, we finally apply POD to the mapped snapshots {U* = U* o ®"}; to obtain the reduced
operator Zy : RY — Zy C X and the solution coefficients a!,. .., o =ain € RV,

3.1. Affine mappings

Next Proposition provides the mathematical foundations for the registration algorithm discussed below.

Proposition 3.1 ([46], Prop. 2.3). Given Q = (0,L) x (0,T), consider the mapping ® = id+ ¢, where

p-eg =0 on{X: X;=0,orX; =L}, (3.2)
p-ea =0 on{X: Xo=00r Xy =T} ’
Then, ® is bijective from Q into itself if
min g(X) = det (6@(){)) > 0. (3.3)
XeQ

It can be shown that mappings satisfying (3.2) and (3.3) map each edge of the rectangle in itself and each
corner in itself. We here enforce condition (3.2) for all elements of the search space Wy¢: more precisely, we
consider Wiy = span{¢@lf 1M with

m=1
SDi;ﬁf:zur(iul)z\z(X) =4 () b (%) %(L - Xi)er C Y
hf X _g X K X, X, T X 2,1 —].7...,M, (34)
Som:]\7l2+i+(i'71)1\71( )= Z(T) i (T) 73 (T — X3) e

where {£;}M, are the first M Legendre polynomials in (0,1) and My = 2M2. Clearly, other choices satisfying
(3.2) (e.g., Fourier expansions) might also be considered. On the other hand, condition (3.3) is difficult to impose
computationally and should be replaced by a computationally feasible surrogate.

We propose to replace (3.3) with the approximation

/Q exp (6_05;(:()> + exp (g(xc);)l/e> dX < 4, (3.5)

where € € (0,1); we further define the subset Cps of Wy as

Cuor = {¢ € Wyt : ® = id + ¢ satisfies (3.5)} . (3.6)
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Provided that ¢ is sufficiently smooth, condition (3.5) enforces the bijectivity of the mapping: more precisely,
given ¢ € (0,1) and C > 0 there exist d, Cexp > 0 such that if ¢ belongs to

Cut N Be,oo = {90 € Cut ¢ | Vgllre(o) < 0}7

then ® is a bijection from €2 in itself (see [46], Sect. 2.2).
The constant € € (0,1) can be interpreted as the maximum allowed pointwise contraction induced by the
mapping ® and by its inverse. On the other hand, we observe that the constant ¢ should satisfy

5> 9| (exp (GO_X;) + exp (15;/6» , (3.7)

so that ¢ = 0 is admissible. In all our numerical examples, we choose

e=0.1, Cep=0.025¢ &= (3.8)
3.2. Registration

3.2.1. Optimization-based registration

We first present the registration procedure for a single field. Given the set Cns in (3.6), we introduce the
template space 7y = span{¢, }_, C L?(f2), the M-dimensional space Wy; C Wy, and the target snapshot

n=1

Uk = U,x. Then, we propose to build ®F = id+ " as the solution to

2
i id k t. . 3.9
e, F(vid+@,u") + €@l ), st @ € Cu (3.9a)

The functional § : L?(Q) x [Lip(2)]? x P — R, — which is here referred to as prozimity measure — is given by
0.8 = [ (U)o =) aX; (3.90)

Here, 5 : X — L?(12) is a suitable registration sensor that will be introduced below. On the other hand, the H?

N 2
seminorm is given by \V|§{2(Q) = Z?,j,k:l o (Bijvk) dX for all v.e H%(Q;RY). The constraint ¢ € Cpr in

(3.9a), which was introduced in (3.5), weakly enforces that g € [e,1/€] and thus that ® is a bijection from 2
into itself for all admissible solutions to (3.9a).

We observe that, compared to [46], we here optimize with respect to both displacement, ¢, and template .
Rather than minimizing the distance from a template field ¥ in the mapped configuration, we here minimize
the best-fit error from a given linear space: in our experience, the statement in (3.9a) outperforms the one in
[46] for fields with several local extrema for which a one-dimensional template might not suffice. Note that the
optimal solution (¢*, ") to (3.9) satisfies ¥ = Iz, (s(U,x) o ®"*): for moderate values of N, we empirically
find that the cost of solving (3.9) is comparable to the cost of solving the statement in [46].

Since |v|g2(q) = 0 for all linear polynomials, we find that the penalty term measures deviations from linear
maps; in particular, we find that mapping and displacement have the same H? seminorm, that is |id+¢| @) =
‘cp| H2(9)" Due to the condition ®(2) = 2, we might further interpret the penalty as a measure of the deviations
from the identity map. The penalty in (3.9a) can be further interpreted as a Tikhonov regularization, and has
the effect to control the gradient of the Jacobian determinant g — recalling the discussion in Section 3.1, the latter
is important to enforce bijectivity. The hyper-parameter £ balances accuracy — measured by f — and smoothness
of the mapping. If we write ¢ = E%fl amp, we obtain that |®|p2(0) = al Aree g with Are8 ¢ RMneMne

such that A5, = (¢, ©h)) ga2(q) for m,m’ =1,..., My¢ — ((,")) m2(o) is the bilinear form associated with
| - |#2(q)- Since it 4,4')}1{/21f are polynomials, computation of the entries of A™¢ is straightforward. Finally,

since the registration problem is non-convex in ¢, careful initialization of the iterative optimization algorithm
is important: we refer to Section 3.1.2 [46] for further details.
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Remark 3.2 (Choice of the registration sensor s.). As for shock capturing methods (e.g., [37]), the choice of
the sensor s is important to correctly capture relevant features associated with the solution field. In this work,
we consider §(U) = U for the Burgers equation and s(U) = h for the shallow water equations: a general strategy
for the choice of the registration sensor is beyond the scope of the present paper. For nearly discontinuous fields,
we empirically found that filtering might improve the robustness of the registration procedure. In this work, we
resort to a spatial moving average filter based on the Matlab routine smooth.

3.2.2. Parametric registration

In Algorithm 1, we propose a Greedy procedure to iteratively build a low-dimensional approximation space
W C Wyt for the displacement field and the template space 7. Here, the routine

(0", V", fy.m] = registration (U, Ty, Wi, Cexp, 6, €, &)

takes as input the target snapshot U, the template space 7y, the displacement space Wy, the constants
Cexp,0,€ >0 (cf. (3.5)), and the weighting parameter £ > 0 (¢f. (3.9a)), and returns a local minimum (¢*, ¥*)
to (3.9a) and the corresponding value of the proximity measure fy 5, := [[¢* o (id + ¢*) — U||2L2(Q). On the
other hand, the routine

[War, {a"}iepe] = POD ({9} g™, tolpod, (1))

takes as input the optimal displacement fields obtained by repeatedly solving (3.9a) for different target snapshots,
the tolerance tolpoq > 0, and the inner product (-,-),, and returns the POD space associated with the first M
modes W)y = span{e,, }M_,, where M is chosen according to (1.3), and the vectors of coefficients {a*} such
that (ak)m = (P> @*F)x. As in [46], we consider the inner product

th th
(¢.¢). —a'-a, forany ¢,¢ st. p= 3 (a), @, ¢' =3 (@), ¢4 (3.10)
m=1 m=1

If Whe = 0, Algorithm 1 reduces to the well-known strong-Greedy algorithm (see, e.g., [5]) for the manifold
Mg = {s(U,) : p € P}. In our experience, for moderate values of Nyax, the offline cost is dominated by the cost
of performing the first iteration: POD indeed effectively leads to an approximation space Wy, of size M < My
and ultimately simplifies the solution to the optimization problem for the subsequent iterations.

Algorithm 1. Registration algorithm.

Inputs: {(u", UHAA,)}Z”:F;“" C P x M snapshot set, Tn, = span{yn, 2’21 template space, s : X — L?(Q) registration sensor;

Hyper-parameters: tolpoa (cf. (1.3)), Cexp,0,€ (cf. (3.5)), &€ (c¢f. (3.9a)), Nmax maximum number of iterations, tol
tolerance for termination condition, (-, ). mapping inner product (cf. (3.10)).

Outputs: T = span{, }A_; template space, Was = span{ep, }2_, displacement space, {a”*}; mapping coefficients.

1: Set TN:NO = TNO, Wiar = Whs.
2: for N = Ny,...,Npax — 1 do
3: [‘P*,k7 ¢*’k, EfﬁM] = registration (Uka TNa WM; C(expa 6a €, g) for k = 17 -« Ntrain-

4 W, {a¥h] = POD ({"*}pug™ tolpoa, (- ))

5 if max;, f?\}fiM < tol then, break

6: else )

7: Tni1 = Ty Uspan{s (U, ) o &) with k* = arg max, f;\}{{}v[.
8 end if

9: end for
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Remark 3.3 (Choice of the initial templace space Tn=n,). Algorithm 1 requires the definition of the initial
template space Ty—n,: in this work, we use Ty,—1 = span{U,—;} for the Burgers equation, and we consider
Tny=2 = span{h,—p, hoe} for the shallow-water model problem, where fi denotes the centroid of P, and hps =
(Upt)1 denotes the initial height. For the Burgers equation, we empirically found that our Greedy procedure
weakly depends on the choice of the initial template 7y—1. On the other hand, for the shallow-water problem,
the use of a two-dimensional template is important for accuracy: we can significantly reduce the impact of
the choice of the initial template space by not performing POD (cf. Step 4 Algorithm 1) during the first few
iterations, at the price of (significantly) higher offline costs. Nevertheless, if compared to [46], our empirical
findings suggest that the Greedy procedure significantly reduces the sensitivity of the algorithm with respect
to the initial choice of the template compared to the the approach, which represented an issue of the original
proposal (cf. [46], Fig. 7).

3.3. POD compression

k1 Mtrain

Given the mappings {<I>k = id+¢"}, 4, we define the mapped snapshots Uk := Uro®" for k = 1,..., Nrain-
Then, we apply POD based on the L? inner product to generate the space Zy = span{(, }2"_; and the coefficients
{aF}pean such that (@), = (Cn,U*) for n = 1,...,N and k = 1,...,ngraim. The dimension N is chosen
according to (1.3). Note that application of POD requires the definition of all mapped snapshots on a parameter-
independent spatio-temporal mesh.

Algorithm 2 summarizes the computational procedure. We observe that, although our data compression
procedure is applied to a specific class of problems, hyperbolic conservation laws with parameter-dependent
discontinuities, our approach is general, that is, independent of the underlying mathematical model.

Algorithm 2. Data compression (RePOD).

Inputs: see Algorithm 1
Hyper-parameters: (-,-) solution inner product, and parameters of Algorithm 1

Outputs: Zx = span{(, }A_, reduced space, War = span{¢,, }2_, displacement space, {a*}; mapping coefficients,
{a*} solution coefficients.

1: Apply Algorithm 1 to obtain Wy, and {a*};
2: Define the mapped snapshots U := U* o ®* with ®* = id+ Wya*, k= 1,..., niain;
3 [Zn, {a*h] = POD ({0}, tolyoa, (7)) -

4. PROJECTION-BASED REDUCED-ORDER MODEL

In Section 3, we discussed how to generate the operators Zy, Wy associated with (1.1) based on the snapshots
{UF=U + Jk, and how to compute (quasi-)optimal values of the solution/mapping coefficients for all training
points, {a*};, {a¥}4. In this section, we address the problem of predicting solution and mapping coefficients
for a new value of the parameter u € P: as anticipated in the introduction, we resort to a kernel-regression
algorithm to predict the mapping coefficients, while we resort to minimum residual projection to predict the
coefficients associated with the estimate U of the mapped solution. To clarify the presentation, we here focus on
the main features of the formulation and we defer to the appendix for a thorough discussion of several technical
aspects.

4.1. Non-intrusive construction of the mapping ®

Algorithm 1 returns the space Wy = span{¢,, }»_, and the mapping coefficients {a*}}=4. As in [46], we
apply a multi-target regression procedure based on radial basis function (RBF, [51]) approximation to compute
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predictors of the mapping coefficients for all p € P:

M
B, =id+ Y (8,),, @, a:P—-RY (4.1)

m=1

m m
To assess the goodness of fit of the regression model, we compute an estimate of the out-of-sample R-squared

(e.g., [40], Chap. 14) using cross-validation. We recall that given training and test sets {(u*,ak,)}7ir3» and
J,al )}t the R-squared is defined as
w m/)Jj=1

Each entry of a is built separately based on the datasets D,,, = {(u*,ak )} s, m =1,..., M, af, = (ak)m.

Ntest VR e~ 2 Ntrain
Lt (@ a ) 1
an -1 Z]—l ( m ( W)m)Z : (—Lzam _ Z aﬁz' (42)
Syt (ah — atgn) Pirain £
To reduce the risk of over-fitting, we only keep coefficients for which R2, > R2, = 0.75. We remark that the

mapping in (4.1) is not guaranteed to be bijective for all u € P, particularly for small-to-moderate values of
Ngrain: as discussed in [46], this represents a major issue of the proposed approach and is the motivation to
consider intrusive methods to simultaneously learn mapping and solution coefficients. The development of a
fully intrusive ROM is beyond the scope of the present paper and is the subject of ongoing research.

4.2. Projection-based ROM for the solution coefficients

4.2.1. Reduced-order statement: Galerkin projection; (approzimate) minimum residual

We introduce the matrix representation Zy = [(;,...,{y] of the operator Zy : RY — Zy associated
with the DG FE basis {¢; ;V:‘{, such that Z%thZN = 1; we further introduce the dual residual operator
RA: RN x P — RNt such that

(Rlll\/f(avﬂ’))J = R¢;L(ZNa7<pj)a j = 1,"',Nhfa (43&)

and the Jacobian J% : RN x P — RV:N guch that
TN (a,p) =T (Zne, n)Zn, (4.3b)

where J hf(U7 ) € RNnt:Nut i the high-fidelity Jacobian associated with a given field U € Aj,; and the parame-
ter u,
. R U + € )y i) T R Ua % .o
(FY(U, )., i= DRa, [Ul(p5,00) = lim 22l e = R, (O00) 5y e (a30)

e—0 €

and DRg, [U] : Xut X Xne — R is the Frchet derivative of Rg, at U. We present below several projection-based
statements: to clarify the approaches we report both the variational and the algebraic formulations.
We have now the elements to introduce the Galerkin ROM: find U, = Zya,, € Zy such that

Rs, U, C)=0 Y¢(e2Zy & ZLRY (@, p=0. (4.4)
Similarly, we introduce the minimum residual ROM:
=5 R]&)i (U7 77)

U, € arg min sup il

& a,€ in |RAY - 4.5
U€ZN neyn: ‘ Fp & ATE anelgllv ” N (04, 'u) HYhfl’ ( )

where HWH%Fl =w’Y,'w. In the numerical results, we demonstrate the superiority of the minimum residual
hf
ROM (4.5) compared to the Galerkin ROM (4.4).
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In order to devise an online-efficient ROM, we first introduce the approximate minimum residual statement:

Rs (U,
U = ZNaM € arg min sup M

) (4.6a)
veznney, Il

where ); = span{n; }5-’:1 C Yut is referred to as empirical test space. If (nj,m:)y,, = 6; j, it is possible to verify
that the solution coefficients a,, satisfy

au € arg mln ||RN J( 7/’[’) ”27 with (R}J{ff,.] (a,,u))J = R@H(ZNa7nj)7 .7 = 17 e J. (46b)

Then, following [54], we replace the truth residual in (4.6) with the EQ residual

R (Cm) =Y ot (rg™(Com) + 7 (Cm)) (4.7a)
k€Teq
where Zeq C {1,..., N} is a subset of the mesh elements and p1,...,pn, > 0 are a set of non-negative weights.

In conclusion, we obtain the hyper-reduced approximate minimum residual ROM:

N Rg! (U,n) ,
U, €arg min sup ——— & Q, € arg mm IRY () |2y G =1,...,J (4.7b)
UEZN ey,

with RY ; : RY x P — R7, (R‘;\‘}J (a,@)j = Ry (Zyey,n;). In the next two sections, we discuss how to

construct the test space )V; and how to compute the empirical quadrature rule.

Remark 4.1 (Online efficiency). Computation of R‘;\?’ ; and its Jacobian J'Js\(,l’ ; can be performed efficiently,
provided that |Zeq| < Ne; furthermore, since (4.7) is a nonlinear least-squares problem, we can resort to the
Gauss-Newton method to efficiently compute the solution. More in detail, computation of {r;*(Zya,n;) +

. (Znayn;)}j for a given k € Zoq requires the storage of (i,...,{n,m1,...,7s in the k-th element and
in its neighbors. Note that if Zy,Y; C C(f), computation of 1"2’“,7“2’“ only depends on the value of trial
and test functions in the k-th element (see Appendix B): continuous approximations of trial and test spaces
thus allow quite significant reductions in online memory and computational costs. In the numerical results,
we investigate the accuracy of continuous approximations for the two model problems. The continuous trial
space Zy is obtained by applying POD to continuous approximations of the mapped snapshots {U*}: in our

implementation, the continuous approximation is computed by simply averaging over facets.

4.2.2. Construction of the empirical test space

It is possible to verify that the solution ﬁu to (4.5) satisfies

- opt =~ N
Ra, (Tym) = 0 v € Y50, = span {Ry,, (DRa, [0,)(Gnr)) | (4.8)

n=1

Note that the algebraic representation YOpt of the space J}X}j; satisfies Y?\?L = Y;flj hf(A#, w)Zy. For this
reason, we propose to choose the test space yJ to approximate the manifold Myegs, v = UueP y°f’t

In Appendix C, we rigorously justify our choice by presenting a detailed analysis for the hnear case; in
Algorithm 3, we summarize the computational procedure for the construction of the test space employed in our
code. We remark that problem-adapted test spaces have been first considered in [13] for linear problems, and

more recently in [12]: a thorough comparison with [12,13] is beyond the scope of the present paper.
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Algorithm 3. Construction of the empirical test space.

Inputs: {(u¥, U,k)}beisin € P x M snapshot set, Zn = span{C, }2_, trial space;
Hyper-parameters: tolyoa (cf. (1.3)).
Outputs: Y = span{n; }}']:1 test space.
1: for k=1,..., Ngamm, n=1,...,N do
2 Compute 0 n = Ry, (DR%,C (U] (Cn,s ))
3: end for
4: Vg = POD ({1, } e, t0lpod; () yiur)

Remark 4.2 (Continuous approximation). As discussed in Remark 4.1, for computational reasons, it might be
convenient to consider a continuous test space );. This can be achieved by performing POD over continuous
approximations of the test functions {nk » }x.n. As for the trial space, the continuous approximation is computed
by simply averaging over facets. fv

4.2.8. Construction of the empirical quadrature rule

We denote by p®? € Rf” a vector of positive weights associated with (4.7) and we denote by Z, the set of
indices k € {1,..., N.} such that p;* > 0. We seek p°d € RY" such that

(1) the number of nonzero entries in p°? is as small as possible;
(2) the constant function is approximated correctly,

Ne
| > o) — o] < 1 (4.9)
k=1
(3) for all p € Porain = {p*}324™, the empirical residual satisfies

[ ) (R o) = R (™)) |, <. (10

Here, aLrain is chosen equal to the projection, that is ZNa/'ffain =1z, (U,0o®,).

The constant function constraint — which was considered in [54] — is empirically found to improve the accuracy
of the EQ procedure when the integral is close to zero due to the cancellation of the integrand in different parts
of the domain. The accuracy constraint in (4.10) is an adaptation of the manifold accuracy constraints in [54]
to minimum residual ROMs and is motivated by the error analysis in Appendix D. As shown in [54], the hyper-
reduced system inherits the stability of the DG discretization: (i) energy stability for linear hyperbolic systems,
(ii) symmetry and non-negativity for steady linear diffusion systems, and hence (iii) energy stability for linear
convection-diffusion systems.

It is easy to verify that (4.9) and (4.10) could be rewritten in matrix form as

Ne
‘szq“)k‘ - |Q|‘ = |Gconstpeq - |Q|‘ <1,
k=1

HJ}lef,J (affain7p)T (R?\?’J (azrain,ﬂ) - R}lef,J (affai“m)) H2 = HGupeq - buHQ <1,

where Geonst = [|D1],-..,|Dn.[], and G, € RM:Ne b, € RN are a suitable matrix and vector, whose explicit
expressions can be derived exploiting the same argument as in [16,45,54]. The problem of finding p°? can thus
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be reformulated as a sparse-representation (or best-subset selection) problem:

Gconst |Q‘
G, 1 b,
. |Gp — bl < J; 1 I
min ,  s.t. " where G = | . b=]. 4.11
min [l {15, : , (111)
G’,u"train p"train
for suitable choices of the vector norm || - ||+, and the tolerance § > 0. Here, || - ||o is the £°-norm, which counts

the number of nonzero entries. In this work, we resort to the nonnegative linear least-squares method considered
in [16] to obtain approximate solutions to (4.11): more in detail, we rely on the Matlab function 1sqnonneg
which implements a variant of the Lawson and Hanson active set iterative algorithm [25]. Note that Yano in
[54] relies on ¢! relaxation to obtain approximate solutions to (4.11): a thorough comparison between the two
methods is beyond the scope of this work.

4.3. Summary of the offline/online computational procedure

We conclude this section by summarizing the offline/online computational decomposition. During the offline
stage, given the snapshots {U* = U,k b1, we proceed as follows:

(1) we apply RePOD to obtain the low-dimensional operators Zy, Wy, and the training coefficients {a*}, ¢ RV
and {aF}, C RM (cf. Sect. 3);

(2) we apply kernel regression to obtain the predictor a : P — RM for the mapping coefficients (cf. Sect. 4.1)
and the predictor a” P = RY for the solution coefficients;

(3) we perform hyper-reduction and we build the ROM for the solution coefficients (cf. Sect. 4.2).

The RBF estimate of the solution coefficients is used during the online stage as initial guess aff” for the
Gauss-Newton method to solve (4.7). The output of the offline stage includes (i) the RBF data structure
needed to estimate the mapping and solution coefficients during the online stage; (ii) the data structures for
the evaluation of the dual residual in (4.7); (iii) the space-time mesh Ty, and (iv) the DG representation of the
reduced operator Zy, Zx € RP ™MtV and of the displacement operator Wiy, Wy € R2Mue: M for visualization.

Algorithm 4 summarizes the online stage. The algorithm returns a FE vector U,, € RP"™t and the deformed
mesh ®,(7y¢): if we interpret fju as an element of the FE space Xy, ﬁu, we obtain an estimate of the mapped
field ﬁu; on the other hand, if we interpret [AJM as an element of the mapped FE space &y.¢, (cf. (1.6)), (7;, we

obtain an estimate of U,,. Note that the [AIM and the deformed mesh can be computed through a simple matrix
vector multiplication:

U, = Zné,, {q» (x2F) = x4 [(Wasd,) Waud,). Jii=1,... mpk=1,.. N} (4.12)

Jik,1 ’( Jik,2

with j; g.a =%+ (kK — 1)nip + (d — 1) Np¢. The first two steps of the procedure are independent of the dimension
of the hf space; the third step is required for visualization and is in practice very fast.

Algorithm 4. Online evaluation of the ROM.
Inputs: p € P, parameter value, ROM structure (output of Offline stage), 7ns space-time mesh.

Outputs: (a,,a,) prediction of solution and mapping coefficients; f]u DG estimate of the solution field, ®,,(7ut)
deformed mesh.

1: Apply Algorithm 1 to obtain Wy, and {a*};.

2: Evaluate RBF predictors of solution and mapping coefficients, &LO),

(0)

woe

a,.

w

: Solve (4.7) using Gauss-Newton method with initial guess &

4: Compute IAJ'H and ®,(7yn¢) using (4.12).
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FIGURE 5. Burgers equation; space-time registration. (A) Behavior of normalized POD eigen-
values associated with the unregistered and registered space-time snapshots. (B) Behavior of
the out-of-sample maximum relative projection error (c¢f. (1.2)) with and without registration.

5. NUMERICAL RESULTS

We illustrate here the numerical performance of the proposed approach for the two model problems introduced
at the end of Section 2. In Appendix E, we present further investigations of the data compression approach.
Numerical results are performed in Matlab 2019b on a commodity laptop.

5.1. Burgers equation

In Figure 5, we illustrate performance of space-time registration. Here, the mapping is generated based on
Nirain = 200 snapshots through Algorithm 1 with Nyax = 3, € = 1074, Mys = 128, tol,oq = 10~%. The resulting
map consists of a four-term expansion (M = 4). In Figure 5a, we show the behavior of normalized POD
eigenvalues associated with the unregistered and registered space-time snapshots, while Figure 5b shows the
out-of-sample maximum relative projection error with and without registration EPf>° = MAaX;=1,... nyest EP (1),

where pt, ..., pmest Yy Uniform(P) (¢f. (1.2)) with ntest = 20. Note that for N > 4, projection error is less than
1072 and is comparable with the discretization error. We conclude that the space-time registration procedure
dramatically improves the linear reducibility of the space-time solution manifold.

In Figure 6, we assess performance of the Galerkin ROM (4.4), the minimum residual ROM (4.5), and the
approximate minimum residual ROM (4.6) for three different choices of the size J of the test space YV for each
value of V; in all cases, we do not perform hyper-reduction. In Figure 6a, we consider continuous trial and test
spaces (cf. Rems. 4.1 and 4.2), while in Figure 6b, we consider discontinuous trial and test spaces. On the y-axis,
we here report the average relative out-of-sample L? error in the reference configuration:

1 Ntest M

EX _
U, |l

avg

(5.1)

Tltest =1
where the superscript M emphasizes the fact that the ROM relies on the hf quadrature rule (hf ROM). We observe
that minimum residual projection is superior to Galerkin projection in terms of performance; we also observe
that the continuous approximation introduces an additional error that is negligible for N < 5. Furthermore, we
observe that approximate minimum residual approaches minimum residual for discontinuous test spaces: this is
expected for sufficiently large values of niy.im and J. For continuous approximations, we observe that minimum
residual leads to slightly worse results than the approximate formulation: the difference is, however, modest for
all values of N considered.
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FIGURE 6. Burgers equation: performance of various ROMs (without hyper-reduction).
(A) Continuous approximation. (B) Discontinuous approximation. Projection error -e-,
Galerkin —s-, minimum residual ——, approximate minimum residual (J = N -, J = 2N

In Figure 7, we illustrate performance of the hyper-reduction procedure; here, we consider empirical test
spaces of size J = 2N. In Figure 7a, we show the number of sampled elements @) for several choices of N for
two different tolerances (the total number of elements is equal to N, = 2616): we observe that the number
of sampled elements grows linearly with N, and ranges from 1% to 4% of the total number for tol = 1078,
and from 1% to 10% for tol = 2.5 x 107!, Here, the tolerance tol is a lower bound on the size of a step: the
active-set iterative procedure terminates at the k-th iteration if ||p°@*+1 — p®d:*||y < tol. In Figure 7b, in the
case of continuous approximations, we show the relative L? error

1 Titest Hﬁ/ﬂ . ﬁuj ||
j=1 ”U;Lj ”

: (5.2)

for the hyper-reduced ROM, and we compare it with the error E}l“fg (hf quad) obtained with J = 2N (same
as magenta curve in Fig. 6a). Figure 7c shows the average online computational cost of Algorithm 4 with and
without hyper-reduction; in Figure 7d, we report the average speedup of the hyper-reduced ROM with respect
to the ROM with hf quadrature and the average speedup of the hyper-reduced ROM compared to an explicit
Runge-Kutta DG (RKDG) time-marching scheme with Ny = 450 spatial degrees of freedom?. Note that hyper-
reduction reduces online costs by a factor ten for all N; on the other hand, the speedup with respect to the

explicit RKDG solver ranges from 2.1 x 103 for N =1 to 1.5 x 10? for N = 10.

Finally, in Figure 8, we show the mesh and the reduced meshes for two choices of trial and test spaces: we
observe that most sampled elements are located in the proximity of the shock. Thanks to the registration process,
the position of the shocks is nearly parameter-independent: this explains why the hyper-reduction procedure is
able to achieve accurate performance with a limited number of elements.

3The space-time solver used for snapshot generation relies on a RKDG time-marching scheme to generate an initial guess
and then to a Newton method with approximate line search to compute the space-time solution. Since we have not optimized
performance of the hf space-time solver, we report absolute timings and we provide a comparison with respect to a state-of-the-art
explicit solver with comparable accuracy.
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FIGURE 7. Burgers equation; hyper-reduction for continuous approximation. (A) Number of
sampled elements @ for several values of N, J = 2N and two tolerances. (B) Relative L2
error E,,; with respect to IV for two tolerances. (C) Average computational cost of Algorithm
4 with and without hyper-reduction; (D) Average speedup with respect to the ROM with hf
quadrature (hf quad) and with respect to a RKDG explicit solver (RKDG).
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FIGURE 8. Burgers equation; hyper-reduction. Sampled elements for tol = 10~8, for two values
of N.(A). BYyN=2,J=4. (C) N=6,J = 12.
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FIGURE 9. Shallow water equations; space-time registration. (A) Behavior of the POD eigen-
values associated with the unregistered and registered configurations. (B) Behavior of the out-
of-sample maximum relative projection error (cf. (1.2)) with and without registration.
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FIGURE 10. Shallow water equations: performance of various ROMs (without hyper-reduction).
(a) Continuous approximation. (b) Discontinuous approximation. Projection error —e—, Galerkin
—=, minimum residual ——, approximate minimum residual (J = N -, J = 2N =, J = 3N

5.2. Shallow water equations

In Figure 9, we illustrate performance of space-time registration. The mapping is generated based on nyyain =
100 snapshots through Algorithm 1 with Nypa.x = 5, &€ = 1074, My = 128, tolpod = 10~%. We recall that
the algorithm is applied to the filtered height hi and that the initial template space is set equal to Ty =2 =
span{h%, hi:}. The resulting map consists of a five-term expansion (M = 5). Figure 9a shows the behavior of
the L? POD eigenvalues associated with the snapshots {U, kb pes™ and with the mapped snapshots {ﬁ"uk Jirain
Figure 9b shows the behavior of the out-of-sample relative projection error based on miest = 20 snapshots
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FIGURE 11. Shallow water equations; hyper-reduction for continuous approximation. (A) Num-
ber of sampled elements ) for several values of N, J = 2N and two tolerances. (B) Relative L?
error E,y, with respect to N for two tolerances. (C) Average computational cost of Algorithm 4
with and without hyper-reduction; (D) Average speedup with respect to the ROM with hf
quadrature (hf quad) and with respect to a RKDG explicit solver (RKDG).

{U, Y1k with ph oL et u Uniform(P) (c¢f. (1.2)). We observe that the approach is extremely effective to
reduce the linear complexity of the solution manifold for moderate values of V.

In Figure 10, we illustrate performance of projection-based ROMs without hyper-reduction. Similarly to the
Burgers equation (cf. Fig. 6), we empirically find that Galerkin projection might lead to instabilities; on the
other hand, our approximate minimum residual approach is effective, provided that the size of the test space

satisfies J 2 2N. Furthermore, the continuous approximation introduces an additional error that is negligible
for N <7.

In Figure 11, we illustrate performance of the hyper-reduction procedure. Figure 11a shows the number of
sampled elements @ for several choices of N, J = 2N, and two different tolerances (the total number of elements
is equal to N, = 2364). Note that as for the Burgers model problem the number of sampled elements grows
linearly with V. Figure 11b shows the behavior of the relative L? error (5.2) for the hyper-reduced ROM, and we
compare it with the error of the ROM based on the truth quadrature. Note that for tol = 2.5 x 10~!! the hyper-
reduced ROM guarantees the same accuracy as the non-hyper-reduced ROM, for all values of N considered.
Figure 11c shows the average online computational cost of Algorithm 4 with and without hyper-reduction;
in Figure 11d, we report the average speedup of the hyper-reduced ROM with respect to the ROM with hf
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quadrature and the average speedup of the the hyper-reduced ROM compared to a explicit Runge-Kutta DG
time-marching scheme with Nps = 900 spatial degrees of freedom. Note that hyper-reduction reduces online
costs by roughly a factor ten for all N; on the other hand, the speedup with respect to the explicit RKDG solver
ranges from 4.4 x 102 for N =1 to 7.2 x 10! for N = 10.

6. CONCLUSIONS

In this work, we developed and numerically validated a model reduction procedure for hyperbolic PDEs in
presence of shocks. The approach relies on a general (i.e., independent of the underlying PDE model) data
compression procedure: given the snapshot set, we first perform space-time registration to “freeze” the position
of the shock; then, we resort to POD to approximate the registered (mapped) field. To estimate the registered
field, we resort to an hyper-reduced approximate minimum residual formulation: our statement is based on the
introduction of a low-dimensional empirical test space [45] and of an empirical quadrature rule [16,54] to reduce
online assembling costs.

Numerical results demonstrate the effectiveness of the space-time registration-based compression strategy to
construct a low-dimensional representation of the solution manifold for the two model problems considered.
Furthermore, by improving the linear compressibility of the solution manifold, registration has also the effect
of reducing the required size J of the empirical test space, and also the number @) of sampled elements.

We aim to extend the approach in several directions. In this work, we resorted to a non-intrusive method for
the computation of the mapping coefficients, and to an intrusive (projection-based) method for the computation
of the registered solution: in the future, we aim to combine our data compression procedure with fully-intrusive
ROMs and non-intrusive ROMs. Fully-intrusive approaches based on projection (see [31]) might help us devise
robust ROMs based on moderate-dimensional snapshot sets. Furthermore, if complemented by reliable a poste-
riori error indicators, they might also lead to the development of adaptive sampling algorithms to dramatically
reduce offline training costs. On the other hand, non-intrusive techniques (see [11,17,20]) might be considerably
easier to implement and also to integrate with existing codes, and — at the price of larger training costs — might
contribute to reduce online costs.

We also wish to investigate the performance of the proposed model reduction technique to a broader class of
PDE models in computational mechanics, in one and more dimensions. In this respect, we wish to consider two-
dimensional steady and unsteady advection-dominated problems that arise in incompressible and compressible
fluid mechanics applications. Furthermore, we envision that our approach might be of interest for solid mechanics
applications such as contact problems.

APPENDIX A. CHANGE-OF-VARIABLE FORMULAS

For completeness, we report here standard change-of-variable formulas used to derive the mapped formulation
of Section 2.1. Given D C €2 and the bijection ® : D — D, we have

/udx: ﬁ(uo@) gdX;
D )
/b-Vudx:ﬁbo@-(G7T6uo<I>)ng (A1)
D )
/ udx:/ uwo®|lg G~T Nl dX; (A.2)
oD oD

for all u,b € C*(£2). Note that (A.1)3 is a straightforward consequence of Nanson’s formula (cf. [29], Chap. 1).
Fluxes F,Se should satisfy

| (¥ Ral@) - 50(0) ax = [ (v-F(©) - 50) ax

D
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for all U € CY(Q;RY). Exploiting (A.1), and the divergence theorem, we obtain that Fig, Se satisfy Fg(-) =
gF(-)G~T and Ss(-) = gS(-), which is (2.3b).

APPENDIX B. ONLINE RESIDUAL CALCULATIONS

We provide some details concerning the online calculation of the residual; we further explain why the CG
approximation reduces the memory cost of the ROM. As in the main body of the paper, we denote by Z.q C
{1,..., N.} the sampled elements over which we perform online integration, and we define X = X N[C(Q)]P.
We also denote by Uyt the scalar DG FE space of order p such that s = [L{hf]D . We define the average operator
{-}, the normal vector average {:}n, and the jump operator J(-) such that

{w) = { L(wT +w™) on 0Ty \ 09, wh —w™ on 0Ty \ 09, (B.1)

_ o+ _
on 8T noQ; (W ={w}-ns jw{w on 0T N 9.

We further denote by 'ty C 9 the Dirichlet boundary for the i-th component of the solution field, i = 1, ..., D;
and we introduce the Dirichlet operators

1=1

(Up); onaﬂlfﬂFD, j[z-)v_{v+v Onaﬂfﬁrba .....D; (B.2)

(D(w)),; = {w on 97T \ T v — (Up); on 8Tps \ Th.

where w € Xy and v € Uy¢. Finally, given the facet ODF, ¢ = 1,2,3, k = 1,..., N,, we introduce the lifting
operator ryy, : [L2(8D§)]d — [Ung)?

zk,:/nk' rop(w) - vde = —/ach w - {v}dz Vv € [Un)? (B.3)

Recalling the expression of RS and R4, we find that Rg®(w,v) = Zkech PS¢ (w,v) and RYe9(w,v) =
S kez.., AT (w,v) with

r,‘;(w,v):/a v~H¢(w+,w*,N)dX7/ Vo - Fp(w) de/ v+ Sp(w)dX
Dk

rd (w, v) <Z Z / (5D {5Vw1}n Jvi + niere (0t T5(wi) bn - Tvi + {EV’UZ}n- le) dX) (B.4)

=1 (=1

—/ E%W'%de,
Dk

for all w,v € Xy¢, where n = 3, 5P = l on interior facets, 6° = 1 on I'ty and 6° = 0 on 9N\ T'Y. Then, exploiting

the consistency of the numerical ﬂux and the fact that if w is continuous, w+ = w™ on interior facets, we obtain

rip(w,v) = /auk lgG I N|s v - (F(D(w)) -n)dX — /Dk Vo - Fp(w) dX — /Dk v+ S (w)dX, (B.5a)

and

D 3

((s?wi + nere,k(njéwi)) ‘nw; + {eVoitn - le) dX) (B.5b)

—/ e Vw - Vv dX.

Dk

Note that the computation of r¢(w,v) and rd(w,v) in (B.5) requires the knowledge of w,v only in D*¥ and can
be performed using element-wise residual evaluation routines implemented in many DG codes.
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APPENDIX C. APPROXIMATE MINIMUM RESIDUAL: ANALYSIS OF THE LINEAR CASE

We study the performance of the approximate minimum residual (AMR) formulation for linear inf-sup stable
problems:
findu* € X: A(u*,v) = F(v) Yove), (C.1)

where (X, ] - || = /() and (P, |||l = /((-,-))) are suitable Hilbert spaces, and A and F are a bilinear and a
linear form, A € £(X,Y’), F € Y'. We denote by v and § the continuity and inf-sup constants associated with

the form A: 4 A
f= inf  osup AWV sy AU
weX\{0} vey\{O} Jwll{lvll” wex\{o} vey\{o} [[wlll[v]]

Given the N-dimensional space Zy C X and the J-dimensional space YV; C Y, J > N, we define the AMR

statement:
A(u,v) — F(v)

i = arg min ||A(u, ) — F|ly» := sup (C.2)
wEZN 7 ey, \{o} [l
Note that AMR reduces to Galerkin for J; = Zy, while AMR reduces to minimum residual for )y = ).
In view of the analysis, we introduce the reduced inf-sup constant
. A(w, v
BN,J = inf ( ) (C?))

up —
weZn\{0} vey,\ (o} [wlllvll’

furthermore, we introduce the supremizing operator S : Zy — Y such that S({) = Ry A((, ), that is
((8(Q); v)) = A(Gv) Vv e,

and the constant

= inf sup s,0)). (C.4)
sevsrt vey, lsllvll

where Y3 = {S(¢) : ¢ € Zn}. Note that V3" is the linear counterpart of the space in (4.8): the constant 555
measures the proximity between the test space )J; and the optimal test space yOPt.

Next Proposition contains the key results of this section. In particular, we obscrvo that the performance
depends on the behavior of 5“’5 and thus on the proximity between ); and yN this motivates the sampling

strategy in Algorithm 3.

6tcst

Proposition C.1. If 3, Bn . > 0, the solution @ to (C.2) exists and is unique. Furthermore, the following hold:

) 1
lall < 57 [PRIRYE (C.5a)

la —wr]| < 5%% inf lu — v (C.5b)

Proof. We first observe that any solution to (C.2) satisfies (the proof is straightforward):
finda € Zy : A(G,v) = F(v) Vv € Vy.y:=span{o) }_,, (C.6)

where ¢ satisfies ((¢;],v)) = A((n,v) forallv € Yy, n = 1,..., N. Then, we observe that A((,n) = A(¢, 11 yN )

for all ( € Zx and n € Y;, where Hy : Y — Yn,s denotes the projection operator on Yy, ; with respect to
the Y norm. As a result, we find that the inf-sup constant 8y ; associated with (C.6) satisfies

Alw,v) . A(w,v)

inf sup  ——— in up o = BN,
weZn\ 0} veyn (o) TN wezn\io} vey oy Tellloll

O,y =
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In conclusion, exploiting a standard argument for inf—sup stable problems, we find that the solution @ to (C.6)
— and thus the solution to (C.2) — is unique and [|@[| < 7.~ [[F[ly+, which is (C.5a).

In order to prove (C.5b), we first exploit the argument in [52] to show that

;
i) < 5T inf .

Towards this end, we define the operator & : X — Zy, 6(w) = argmincez, [[A(( — w,-)[y,. Note that
@ = &(u*). Clearly, 6(¢) = ( for all ( € Zy: this implies that & is idempotent, that is 6(&(w)) = &(w) for

all w € X'. Therefore, exploiting a standard result in Functional Analysis (see, e.g., [44]), we have ||&]|¢(x x) =
|1 — &l g(x,x)- Furthermore, recalling (C.5a), we find

Y Y
S A r < —w|| = |6 < L.
[S(w)]| < H (w, )|y _BN,JH = ||£(X,X)_5N7J

In conclusion, we obtain, for any ¢ € Zy,

e =l = (1 = &)™ = (1 = &)(u” = Ol < 1 = Sl [w” = <l < 5=l = <ll;

ﬂ
which is the desired result. Note that in the second identity we used the fact that (1 — &)¢ =0 for all { € Zy.

It remains to prove that Oy ; > 0%°;3. Recalling the definition of the supremizing operator S and the
projection theorem, we find

A(¢, ) _ ((S(O v)) _ H|H (om V(€ Zn:

A T = A T v

T3, 5[] = o575 llsll Vs € VY

15(¢ )|||>6HCH V(e Zn.
Then, exploiting the previous estimates, we find

= I3, Sl = RTINSOl = B V(e Zy,
ey, ||| |||

which is the desired result. U

APPENDIX D. DERIVATION OF THE ACCURACY CONSTRAINTS (4.10)

We illustrate how to apply the Brezzi-Rappaz—Raviart (BRR, [6,9]) theory to estimate the error between
the solution U™ to (4.6) and the solution U to (4.7), B4 = ||[UM — U|| = ||a™ — @&||5. We omit the dependence
on p for notational brevity. First, we present the following lemma (see [54], Lem. 3.1).

Lemma 1. We introduce the C' function N : RN — RN «a € RN such that the Jacobian DN (a) € RV s
non-singular, and constants €,y and L(r) such that

IM(e)ll2 < e, DNV (a)7H 2 <, sup IDN (w) = DN ()|]2 < L(r). (D.1)

wi|lw—al2<r

Suppose that 2vL(2ve) < 1. Then, for all 8 > 2ve such that yL(B) < 1, there exists a unique solution o* that
satisfies N'(a*) = 0 in the ball of radius 3 centered in . Furthermore, we have

lo* = allz < 29N (@) ]2 (D.2)
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We apply Lemma 1 to analyze the quadrature error F°%. Towards this end, we define
1 - T Cnf
N(e) = 5V Ry j(@)[5 = (IN.s())” Ry s(e). (D.3)
Clearly, any a* satisfying M (a*) = 0 is a stationary point of the objective function in (4.6): as a result, if &
satisfies the hypotheses of Lemma 1 with A as in (D.3), there exists a unique solution a* such that N'(a*) = 0

in a neighborhood of & and ||&a — a*[|2 < 27|V (@)||2-
Since JY ;(@)"RY ;(@) = 0, by straightforward manipulations, we find that

IV(@)[l2 < 1IN (&) = IX ;@)= IRY 5 (@)ll2 + 1IN ,(&)" (RIJI\{J(A) - R??,J(a)> Iz

=:(D) =:(1I)

This estimate shows that the residual [N ()| is controlled by the quadrature errors (I) and (II). Note that (IT)
corresponds to the accuracy constraint (4.10); on the other hand, we choose to exclude the constraints associated
with the Jacobian. The reason is twofold: first, controlling (I) requires N Jngpain additional constraints and is
thus expensive for offline calculations; second, (I) is multiplied by the empirical residual |Ry ;(@)||2, which is
expected to be small for J = O(N).

APPENDIX E. FURTHER INVESTIGATIONS ON DATA COMPRESSION

E.1. Burgers equation

We investigate the compressibility of the manifold Mgpace = {Uu(t) : ¢t € (0,T), u € P} C L*(0,L),
which needs to be approximated in time-marching ROMs. Towards this end, we assess performance of POD
in the unregistered and in the registered case; for simplicity, we here restrict ourselves to the case P = {ji},
i = [1,0.25]. Figure E.1 shows the behavior of U, (t) and the projection Iz, U, (t) for two time instants. Here,
Zy is the N = 20-dimensional POD space built based on n¢,ain = 200 temporal snapshots associated with the
equispaced sampling times {t¥}73". As expected, linear methods are extremely inefficient to capture shock
waves: the projection error is indeed significant despite the relatively-large number of retained modes.

L
ke M*$

n

- 1_‘[ZNU-
0.5 1
G T
(a) (3)
FIGurE E.1. Burgers equation; performance of spatial linear compression for p = [1,0.25]

(unregistered case, N = 20). (A) t = 0.05. (B) t =0.3.

In Figures E.2-E.4, we investigate performance of spatial registration. Here, the mapping is generated based
on Nirain = 200 snapshots through Algorithm 1 with Nyax = 5, € = 1072, Myr = 100, tolpoa = 1074, We
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FIGURE E.2. Burgers equation; performance of spatial compression for p = [1,0.25] with spatial
registration (N = 20). (A) ¢t =0.05. (B) ¢t = 0.3.
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Ficure E.3. Burgers equation; compression for p = [1,0.25] with spatial registration. (A)
Behavior of normalized POD eigenvalues associated with the unregistered and registered tem-
poral snapshots. (B) Behavior of the maximum in-sample projection error EPf°°.

further consider 7Tn,—2 = span{U,(0),U,(T)} as initial template space; the resulting map consists of a four-
term expansion (M = 4). In Figure E.2, we show the behavior of ﬁu(t) and the projection Iz, (7,,(1?), where Zy
is the V = 20-dimensional POD space built based on the mapped snapshots. In Figure E.3a, we compare the
behavior of the normalized POD eigenvalues with and without registration; similarly, in Figure E.3b, we show
the in-sample projection error EPH> = max;—1 _p,... EPH(tF), for registered and unregistered configurations
(cf. (1.2)). We observe that registration improves performance of POD for this model problem.

Figure E.4, which depicts the behavior of the physical and mapped solution for two time steps, shows that the
mapping has the effect of “squeezing” the transition from one shock to zero shock by artificially increasing the

wave speed. In the framework of projection-based ROMs, this poses serious issues for the numerical temporal
integration.

In Figure E.5, we show the unregistered and registered solution fields for two values of the parameter and for
three horizontal slices of €2. In the unregistered case, these slices correspond to the solution for three time instants.
We observe that space-time registration is able to nearly “freeze” the position of the jump discontinuities with
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FIGURE E.5. Burgers equation; space-time registration. Behavior of the solution field for two
values of y and three values of the second coordinate. (A)—(C) Behavior in physical domain for

t =0.05,0.3,0.8. (D)—(F) Behavior in reference domain for X; = 0.05,0.3,0.8.

respect to parameter. These results suggest that the self-similar structures of the present problem can only be

captured by considering the space-time behavior of the solution field.
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(2.9a)) for two values of p and three time instants, with N = 3. (A) ¢t = 0.4. (B) ¢ = 1.5.
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E.2. Shallow water equations

We present further investigations of the space-time registration for the shallow water equations. Figure E.6

shows the unregistered and registered free surface z for two values of the parameter and for three horizontal
slices of Q. As for the previous model problem, the registration procedure is able to nearly fix the position of
the travelling wave with respect to parameter.
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In Figure E.7, we investigate the optimal reconstruction properties of the proposed approximation. Given
U, € M and the POD space Zy = span{(,})_; C X obtained based on the mapped snapshots {U,«}13", we
define

n=1-*

U =Tz, U, where Zy, = span{¢, o &, '} (E.1)

Figures E.7a~E.7c show the solution U, and the approximation U ;’pt (black continuous line) for two values of
1 and three time instants. We here report results for N = 3. We observe that we are able to obtain accurate
reconstructions with an extremely low-dimensional representation.
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