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NUMERICAL UPSCALING FOR HETEROGENEOUS MATERIALS IN
FRACTURED DOMAINS

FREDRIK HELLMAN!, AXEL MALQVIST! AND SIYANG WANG?*

Abstract. We consider numerical solution of elliptic problems with heterogeneous diffusion coeffi-
cients containing thin highly conductive structures. Such problems arise e.g. in fractured porous media,
reinforced materials, and electric circuits. The main computational challenge is the high resolution
needed to resolve the data variation. We propose a multiscale method that models the thin structures
as interfaces and incorporate heterogeneities in corrected shape functions. The construction results in
an accurate upscaled representation of the system that can be used to solve for several forcing functions
or to simulate evolution problems in an efficient way. By introducing a novel interpolation operator,
defining the fine scale of the problem, we prove exponential decay of the shape functions which allows
for a sparse approximation of the upscaled representation. An a priori error bound is also derived for
the proposed method together with numerical examples that verify the theoretical findings. Finally we
present a numerical example to show how the technique can be applied to evolution problems.
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1. INTRODUCTION

A major challenge when solving elliptic partial differential equations with rapidly varying coefficients is
to handle thin highly permeable structures. These structures appear e.g. as fractures in porous materials, as
reinforcements in composite materials, or as conducting parts in electric components. Even without the thin
structures we know from homogenization theory that the heterogeneous diffusion need to be well resolved
globally. Highly conductive thin structures lead to the additional complication of global couplings on a finer
scale that are not seen on coarse discretization levels. This poses problems both for iterative methods like
multigrid, that takes advantage of multiple levels of discretization, and for upscaling or multiscale methods
where a coarse and sparse representation is sought.

Several multiscale methods, addressing the issue of rapidly varying data, have been developed during the
last twenty years, see e.g. [11,12] and more recently [15,18]. In this work, we use the localized orthogonal
decomposition method (LOD) from [15]. See also [9] for a detailed description of the implementation. In this
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method, the solution space is split into a fine scale part, defined as the kernel of an interpolation operator,
and its orthogonal complement, defining the multiscale space. The multiscale solution is given as a Galerkin
approximation of the weak form in the multiscale space. The method is proven to give optimal convergence rate
in the absence of high contrast diffusion. In the recent work [13], a domain decomposition algorithm was proposed
which is related to [15] and gives an alternative iterative approach to upscaling. The methods mentioned so far
cannot be proven to converge if the diffusion coefficient has thin highly permeable structures. The high contrast
diffusion problem was studied in two recent works [10, 19] using diffusion weighted interpolation to define the
fine scales in a way that allows sparse but still accurate coarse scale representations. Still the issue of resolving
the thin structures locally remains.

A common strategy to represent thin structures is to use interface models that give asymptotically correct
representation as the width goes to zero. In [2], an asymptotic model for the case with very high fracture
permeability in Darcy flow is derived. The model is extended to handle both very high and very low fracture
permeabilities in [16]. Well-posedness of the asymptotic model is proved, and the error between the asymptotic
model and the original model is analyzed. In [3,7], an asymptotic model is developed for the case when the
fractures are fully immersed in the porous media. A similar approach is taken in [6] with a focus on the high
fracture permeability case.

In this paper, we apply the localized orthogonal decomposition technique to a model problem with rapidly
varying diffusion and interfaces. Under approximation and stability assumptions on the interpolation operator
defining the fine scales, we prove exponential decay of the corresponding multiscale correctors, also at the
interfaces, and thereby optimal convergence of the full proposed method. We propose a Scott—Zhang type
interpolation operator that fulfills the assumptions when the fracture is a union of coarse element edges. The
construction is related to the diffusion dependent interpolation operator proposed in [10]. When the fracture
cuts through coarse elements, for the nodal variables close to the interface we determine the integration domain
by a computable indicator. This method gives an accurate and sparse coarse scale representation of the problem
that can be reused when solving for different right hand sides or time dependent problems. For the fine scale
discretization we use the simple finite element method proposed in [4].

The outline of the paper is as follows. In Section 2, we present the model problem. We then introduce the LOD
method in Section 3 and construct interpolation operators in Section 4. In Section 5, we prove exponential decay
for the corrected shape functions and an a priori error bound for the proposed method. Numerical experiments
are presented in Section 6 to verify the theoretical analysis, and demonstrate the effectiveness of the proposed
method.

2. MODEL PROBLEM

Let Q be a polygonal domain in R?. We assume that the fracture . € ) separates 2 to two subdomains 1,
5 such that
nglLJQQUQE, legzzw,

with two interfaces
'=01NQ, T'y=02nN0Q,.

Further, we assume that there exists a smooth curve I'" such that the fracture (). can be parametrized as

Q. = {zeQ|z:m+cn(m), zel and ce€ [—%,%H,
where n(x) is the unit normal vector to the interface I at . The normal vector n(x) varies along the interface
I', but the distances from x to I'y and I's are equal. The small constant € represents the width of the fracture.
For a simplified notation, we write n to denote the unit normal vector.
We consider a single incompressible flow described by mass conservation and Darcy’s law in both the bulk
domain and the fracture. The permeability A; 2 in the bulk domain oscillates rapidly and the fracture width
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Q, ), T

FI1GURE 1. Modeling the fracture domain 2 as an interface I'.

€ is on an even smaller scale than the oscillation period of A; 5. The pressure field of the Darcy flow can be
written as
-V AZVul = fi, in Qi, 1= 1, 2, €. (2.1)

We consider homogeneous Dirichlet boundary condition,
u; =0, on 99N, i=12¢. (2.2)
At the interfaces I'y and I's, we impose continuity of pressure and continuity of flux in the normal direction,
u; = e, A;Vu;-m;=ANuc.-n;, on I';, i=12, (2.3)

where n; is the outward unit normal vector of §; on I';. The problem (2.1)—(2.3) is well posed.

In an asymptotic model, the fracture €2 is modeled by an interface I' as illustrated in Figure 1. The new
equation on I' and interface coupling conditions are obtained by averaging (2.1) in .. Examples of asymptotic
models can be found in [2-7]. We refer to [16] for a more detailed discussion and error analysis of asymptotic
models.

When the permeability A ~ O(e~!) is large, the asymptotic model problem can be stated as

—VAzVuZ :fi, in Qi, 1= 1,2,
—Vr-ArViur = fr = [AVu-n], on T, (2.4)
Uy = usg, on T, )
u; =0, on 09, =1,2T,

where the permeability on I' is Ar = €A, ~ O(1). We also have f. ~ O(e71), thus fr ~ O(1). The pressure
field is continuous across the interface and we have ur = u; = ug on I'. The jump term, defined as [AVu-n] =
—AoVug -n|r+ A1 Vuy - n|r, takes the flow interaction between the bulk domain and the interface into account.
The symbol V., and V.- denote tangential gradient and tangential divergence, respectively. The accuracy of
the model is of order €.

We assume that the permeability parameters satisfy

O<a=essinf A; <esssup 4; =: <00, i=1,27T, (2.5)

for some constants « and (3. In particular, we consider permeabilities A; and A, that are highly oscillatory. The
magnitudes of all permeability parameters A;, Ay, and Ar are on the same scale O(1).
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Remark 2.1. An asymptotic model can be derived in the same way for problems in three space dimensions
when the fractures are thin planes.

2.1. Weak formulation

Let H™(w) denote the Sobolev space of functions with weak derivatives of order m bounded in L?-norm over
a domain w, and let H}(w) denote the space of functions in H'(w) that vanish on dw in the sense of traces. We
also define the space V = H{(2) N HY(T'). The L? inner product over the domain w is denoted by (-, -),. The
corresponding L?-norm of a function v is ||v]|,.

To derive a weak formulation, we multiply the first equation of (2.4) by a test function v € V. Applying
Green’s first identity in €27 and 23, and using the homogeneous Dirichlet boundary condition, we obtain

(f1,v)a, + (f2,v)0, = —=(V - A1Vui,v)q, — (V- A2Vug,v)q,
(A1Vu1, V'U)Ql —+ (AQVUQ, V’l))g22 — ([[AVu . TL]], U)p.

The second equation of (2.4) leads to
(f1,v)0, + (f2,v)0, = (A1Vu1, Vo)q, + (A2Vug, Vu)a, — (fr + V- - ArV,ur,v)r.
We then apply Green’s first identity on I', and obtain
(f1,v)a, + (f2,0)0, + (fr,v)r = (A1Vur, Vo)a, + (A2Vuz, Vo), + (ArVrur, Voo)r.

After merging the integration in ©; and {29, we obtain the weak form: find v € V' such that

a(u,v) = F(v), Yv eV, (2.6)

where
a(ua ’U) = (Avua VU)Q + (Al‘v'ru; VTU)IU (27)
F(U) = (fv U)Q + (fl",v)l"- (28)

In (2.6)—(2.8), we do not distinguish notations for w in £ and I'. This is appropriate since u is continuous
across the interface. The bilinear form a(-, -) is an inner product in the Hilbert space V' with an induced energy
norm |||v|| = a(v,v), and a(-,-) is bounded and coercive. It follows from the Lax—Milgram theorem that there
exists a unique solution to the weak form (2.6).

2.2. Intersected and immersed interfaces

The weak form (2.6) can be generalized to the case where multiple interfaces intersect with each other, and
to interfaces that are immersed in the domain. An example is depicted in Figure 2, where all three smooth
interfaces are intersected at one point, and I'; is immersed. To model the intersection, we augment the strong
form (2.4) by imposing the Kirchhoff condition

3

ZAF,LVTiU -7, =0 at I''NnI'yNTy,

i=1
where 7; is the outward pointing unit tangential vector of I'; at the intersection. The Kirchhoff condition is
imposed in the same way when more interfaces intersect [4].

For the immersed interface I';, at the immersed end of I'y, a homogeneous Neumann boundary condition is
applied [3]
Viot-T0 =0,
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FIGURE 2. Intersected and immersed interfaces.

where T is the outward pointing unit tangential vector of I'; at the immersed end.

Following the derivation in Section 2.1, the weak form of the problem with interfaces I'y, I's and I's takes
exactly the same form as (2.6)—(2.8) with I' = I'; UTy U T3, but with the function space V = {v € H}(Q) N
HY(T1)NHY(T2)NH(T3) : v is continuous in I'}. This choice of function space in combination with the Kirchhoff
condition and the homogeneous Neumann boundary condition makes the boundary terms vanish when applying
Green’s first identity. Bifurcating interfaces with smooth branches can be treated in the same way, see [4] for a
more general and detailed derivation.

3. THE MULTISCALE METHOD

In this section, we construct the LOD method for problem (2.6). To start, we consider a coarse scale finite
element discretization. Let 7y be a quasi uniform conforming triangulation of €2 consisting of closed and shape
regular elements with mesh size parameter H. We assume there is a constant v such that

H dr
Z< d <, 3.1
gy S ad e oo <y o

where dr is the diameter of the inscribed circle in element 7.

3.1. Orthogonal decomposition

Let Vi be a standard finite element space with continuous piecewise linear polynomials on 7y that satisfies
the homogeneous Dirichlet boundary condition. The rapidly varying permeability A need not to be resolved in
the coarse space V.

The full space V and the coarse space V are linked by an interpolation operator Zg : V' — V. It defines a
fine space V; as its kernel,

Vi ={veV:Iy() =0} (3.2)
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We return to the exact assumptions needed on the interpolation operator Zy and give examples in Section 4.
The fine space contains fine scale features not resolved in Vg, and will be used to construct a multiscale space
by using correctors for the coarse basis functions spanning Vz. The correctors are defined as follows.

Definition 3.1. For a given coarse function v € Vg, the corrector ¢ € Vi for T' € Ty is the solution to
a(pr,w) = ar(v,w), Yw € V4, (3.3)

where

ar(v,w) = / AVv - Vw + / ArV, v - Viw,
T Ir
and ' =T"NT.

We use a correction operator ), which is defined as

Qu= > ¢r, (3.4)

TeET

to construct the multiscale space
Vs ={Qu—v:v e Vy}. (3.5)

We note that Vs is orthogonal to the fine space V; in the a-scalar product, and the dimension of Vs is the
same as the dimension of V. Using the low dimensional space V.5, the multiscale Galerkin approximation
reads: find uy,s € Vins such that

a(Ums,v) = F(v), Yv € Vs, (3.6)

where a(-,-) and F(-) are defined in (2.7) and (2.8), respectively. The Galerkin orthogonality then follows
a(u — Upms,v) =0, Yo € V. (3.7)

Since the error u — uys € Vi, it satisfies
Zr(u — ums) = 0. (3.8)

3.2. Localization

To construct the multiscale space Vi,s, we need to solve (3.3) for correctors ¢ for every T' € Ty. Since ¢pr € Vi
in general has global support, each solve is computationally as expensive as solving the original problem on a
fine mesh that resolves all fine features. For problems without fractures and high contrast data, corresponding
to Ar = fr = 0 in (2.6), it is proved in [15] that ¢r in (3.3) decays exponentially from its support. The fast
decay allows for a localized computation when constructing a basis for Vi, which is the key to the efficiency of
the LOD method. In the following, we investigate the decay property when Ar > 0.

As an example, we consider the weak form (2.6) when the domain €2 is a unit square with an interface I" at
z = 0.5,0 <y < 1. The permeability on the interface is Ar = 5, and the permeability A in the bulk domain
is piecewise constant with respect to a uniform Cartesian grid of width 277. The values are sampled from the
uniform distribution in [0.1,0.9]. A triangulation 7y of Q is constructed such that the interface I' is a union
of coarse element edges, but A is not well-resolved by 7g. The fine space V; is defined as the kernel of the
Scott—Zhang interpolation operator [20], whose nodal variables on each node of 7y are computed by averaging
the function in neighboring elements or edges.

Let A, be the coarse basis function centered at (0.5,0.5). First, we compute QX\,, by using the standard
element-based Scott—Zhang interpolation operator. In this case, the integration domains are all elements con-
nected to the corresponding node. We observe in Figure 3a that QJ\,, decays slowly in the direction of the
interface I'. If we instead use an edge-based Scott—Zhang interpolation operator, we see fast decay shown in
Figure 3b. Here, for the nodes on I', we only select neighboring edges that are also on I' as the integration



NUMERICAL UPSCALING FOR FRACTURED HETEROGENEOUS MATERIALS S767

14 14
102 1072
10-6 1076
0.5 1 0.5 1
10-10 10-10
04 10—14 oA 10—14
0 05 1 0 05 1

(a) (B)

FIGURE 3. (A) Element-based Scott—Zhang. (B) Edge-based Scott—Zhang.

domains; for all the other nodes, we integration domains are all neighboring elements. In Section 4, we give a
proof for this case to justify that the decay is exponential. It turns out to be crucial to let nodal variables on
and close to the interface to integrate only on the interface. This is in agreement with the observations in [10].

The above observation motivates a localization of (3.3) by restricting ¢ to a patch. For this we need the
element neighbor operator U(w) that maps the subdomain w to a patch of elements that intersect with w and
define

Uw) =T €Ty : Tnw#0}. (3.9)

When applied recursively, we get a multi-layer element neighbor operator U*(w) = U(U*~!(w)), where k is the
patch size. We use the convention U'(w) := U(w) and U®(w) := w,. We also define Ur(T) = U(T) NT.
The restricted fine space V;(U*(T)) C V; is defined as

Vi(UM(T)) = {v € V : Tyv = 0,supp(v) € U*(T)}.

We localize ¢ by defining ¢¥. € Vi(U*(T)) that satisfies

ar(ph, w) = /TAV’U -Vw +/F ArV,v-Vyw, (3.10)

T

for all w € V;(U*(T)). The bilinear form a(-,-) is defined on a patch of size k as
ar (5, w) = (AVS;, Vw)ye(ry + (Ar Vo, Vow)raos (1),
and the values of d)’% outside the patch is zero. We have the best approximation property
o7 = &2l < llor —vlll, v € Va(UH(T)). (3.11)

We define the localized correction operator @y as

Q=3 dh, (3.12)

TeT

for all v € V. By applying the localized correction operator @ to every basis function A; of Vg, we obtain
{QrAi — \;} as a basis for the localized multiscale space V,F_.
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3.3. The localized orthogonal decomposition method

Given the space V¥, we are ready to present the localized version of the method. The LOD method then
reads: find uf . € VX such that
a(uf v) = F(v), YveVEk. (3.13)

: k
Since V¥,

C V, we have the Galerkin orthogonality

alu—uf v)=0, YveVEk

ms? ms?

and the best approximation property
[ = gl < llu = oll, Vo€ Vg

We have intentionally not discretized the restricted fine spaces V;(U*(T)),T € Ty at this stage to allow for
different discretization methods to be used. In Section 6, we present the particular choice made in our numerical
experiments. We choose a simple finite element discretization resolving the interfaces and the rapidly varying
diffusion, see [4]. More sophisticated techniques as CutFEM [5] could be considered using a non-conforming
LOD formulation similar to [8].

4. INTERPOLATION OPERATOR

Our proof for exponential decay of correctors requires the interpolation operator to satisfy a stability bound
and an error bound presented in Assumption 4.1. Throughout the paper, we use C' to denote a constant in the
error bound, and specify its dependence by subscript. Two constants C' with the same subscript need not to be
equal.

Assumption 4.1. For any v € V, the interpolation operator Ty satisfies the error bound
lo—=Zuvlr + v = Zavlle, < CH(IVolluy + IVvlluee), (4.1)
and the H' stability bound
IVZyvllr + [[VeZavlr, < C(IVolluer) + IVeollonm), (4.2)
where C' is independent of H.

We present a node averaging Scott—Zhang type interpolation operator that integrates specifically over the
fracture I in order to satisfy the assumption. In Lemma 4.2, we prove that the interpolation operator satisfies
the assumption when I' is a union of the coarse element edges. The operator can, however, be used also when I"
is arbitrarily shaped, but without guarantees on satisfying the assumption. Both cases are studied numerically
in Section 6.

Following [20], for any free node N and any integration domain o C T with T' € Tz, we define the L?(o)-dual
basis ¥n,» € Vi, such that, for all fixed and free nodes N’, it holds

/wN,o)\N' = ONN's (4.3)

where ¢ is the Kronecker delta and Ay is the finite element basis function for node N’. The integration domain
o can be either d- or (d — 1)-dimensional. In the following, it will be either a subset of I" or a coarse triangle.

The interpolation operator is defined by the choice of the sets (one for each node) 75 (N) C T(N) := {T €
Ty : N € T}. Examples of such sets will be specified below. Based on the definition of 71 (N), we let

NI = (N eN:TV(N) # 0},
N2 ={NeN:T"(N) =0},
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T4 T4
Ty Ts T, T3
TQ T2

FIGURE 4. Integration domains o for a node N (center point) when I' (dashed line) is a union
of coarse element edges. (A) The node N is in AN? since T is not along any edges connecting
with the node, which means that 77 (N) is empty. All adjacent triangles are used as integration
domains o. (B) The node N is in N'T since I contains N and T, T5, T3 € T (N). The integration
domains o are marked in solid red.

be the sets of nodes N that do have, and do not have, respectively, any triangles in their 71 ().
The interpolation operator is defined as

1
T = 3 ey, 2 ([, v A
NeNT

TeTT(N)

Yy, 2 (L)

NeN® reT(N) T

(4.4)

Below, when the node NV and the integration domain ¢ are clear from the context, we discard those subscripts
and let ¢ = Y o and ¥; = Yn;, .

4.1. The fracture is a union of edges

First, we consider the case when the fracture I' is a union of edges. Let £} be the set of all closed element
edges comprising T, i.e. T = JEL. Welet TV (N) ={T € T(N): N € E and E C T for some E € £} }, i.e. the
adjacent triangles with at least one edge connected to the node also intersecting the fracture. With this choice,
NT contains the free nodes that intersect with I' and N'® contains the remaining free nodes. See Figure 4 for
illustrations of the resulting integration domains for a node in each set.

Before providing the proof that Ty satisfies Assumption 4.1 for this case, we make a few notes regarding the
solution of (4.3). If T is a union of coarse element edges, then o is either a coarse triangle or a union of coarse
edges. If o is a coarse triangle, then (4.3) is a (d+ 1) x (d + 1) linear system with the coarse basis mass matrix
integrated over the coarse triangle. If ¢ is a union of n edges then (4.3) is a (n+1) x (n+ 1) linear system with
the coarse basis mass matrix integrated over those edges.

Lemma 4.2. If T' is a union of coarse edges of the elements in Ty, then interpolation operator Iy in (4.4)
with T'(N) ={T € T(N): N € E and E C T for some E € £L} satisfies Assumption 4.1.
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N, N3 . Ny N3
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N

N1 Nl
(4) (8)

FIGURE 5. Tllustration of the geometry when a = 3 in Example 4.3. (A) Shape 1. (B) Shape 2.

Proof. To establish

lo = Zuvllr < CH||Vollucr),
IVZrollr < Cy[IVlluer),

we apply the proof in [20].

Although the integration domains o are only considered to be a single edge (or subsimplex) in that paper,
the proof still holds with ¢ being a union of edges: The argument with an affine transformation to a reference
element can again be applied when ¢ is a union of edges and thus the bound of the L°°-norm of 1) that is
established in Lemma 3.1 of [20] holds also in our case.

In [20], they pick a single triangle or edge per node to be used in the nodal variable, while Zp averages over
multiple triangles. This does not affect the stability and approximability result, since if it holds for all triangles
and edges individually, it holds also for their average. B B B B

We further note that 7y is also a Scott—Zhang interpolation operator from V' to Vi, where V and V are V'
and Vj restricted to interface T', respectively. Therefore, the stability and error bounds in [20] are valid on T
such that

[v =Znoler < CH|[Vrollon ),
IV+Zrvler < CyIV2vllun(r).-

As a consequence, Assumption 4.1 is satisfied with C' = C.,. O

4.2. The fracture intersects with the interior of triangles

Next, we consider the case when the fracture I' is not a union of edges in 7y, but intersects with the interior
of triangles. We will then pick integration domains o to be in the interior of the triangles as well. The shape
of the integration domain influences the dual basis norm ||¢||,, which in turn influences the stability of the
interpolation operator as a whole. For instance, the linear system (4.3) that determines v will be rank deficient
if o is a straight line in the intersection with the interior of T'. For almost straight lines, the dual basis norm
can become very large. In case the system is rank deficient but has infinitely many solutions, it is easy to see
that any two solutions 1 and 1’ have the same L?(o)-norm |¢||, = ||¢'||o. Infinite number of solutions arise,
for example, when o intersects with the interior of T, is a straight line and passes through the node N. Next,
we study an example where this norm is computed for two parametrized shapes of o that degenerate to straight
lines as the parameter increases.

Example 4.3 (Dual basis norm). Let a triangle T" have vertices N1 = (0,0), N2 = (—1,1), and N3 = (1,1).
The fracture I" is defined as a circle with midpoint (0, a) and radius r such that the circle intersects with the
triangle. The intersection of T and T is the arc . For Shape 1, we let » = r(a) be determined by a so that
the arc o connects the two nodes (—1,1) and (1,1). For Shape 2, we let r = r(a) take the value that makes o
connect (—0.5,0.5) and (0.5,0.5). See Figure 5 for an illustration. Note that both Shape 1 and 2 degenerate to
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TABLE 1. Behaviour of dual basis norm when o degenerates to a straight line in Example 4.3.

a Shape 1 Shape 2
191 lo [2lle N1nlls 2]l
2 3.9 2.0 1.8 x 10 2.3 x 10!
20 89 x 10" 2.1 2.6 x 10> 2.6 x 10?
200 9.4 x10% 21 27x10° 2.7x10°
2000 9.5x10° 2.1 3.8x10* 3.8x10*
Ty
T | T
T:
r 2 r

(a) (B)

FIGURE 6. Integration domains o for a node N (center point) when I' (dashed line) is not a
union of element edges. I' is in the node patch but far from the node. (A) ¥ is large so that
T3 € TV (N) and N € N The red solid line will be ¢. (B) X is small so that 77 (N) is empty
and N € N2, All adjacent triangles are used as integration domains o.

straight lines as a — oo. Shape 1 degenerates to an element edge, while Shape 2 degenerates to a straight line
in the middle of the triangle. The values of |1 || and |[2]s ( = [|1)3]|s due to symmetry) for a few values of a
and the two shapes are presented in Table 1.

Because of this interplay between the mesh and the fracture geometry, we define 71 (V) to adaptively discard
(by the means of an indicator) integration domains that give rise to large dual basis norms. We recall from [20]
or Lemma 3.4 of [10] how the dual basis for (d — 1)-dimensional o, the norm of ¢ scales with the triangle
diameter as follows

[l < Cy diam(T) = D724) 5,
where 1) is the solution to (4.3) in a transformed coordinate system such that T is transformed to the simplex
reference element 7' of diameter 1. When considering a node N, we define an indicator for all T € 7T (N),

{diam(T)(d_l)/zﬂwN’pT |r, if there is a ¢y, solving (4.3) with o =T'NT,
SN,T = .
400 otherwise.
Given a threshold value X, we let

TY(N)={T € T(N):syr <X} (4.5)

and use this 77 (N) to define Zy in (4.4). See Figure 6 for an illustration of how X affects the choice of integration
domain. For the previously discussed special case that the fracture is a union of edges, we obtain the same set
as in Lemma 4.2 by TV (N) = {T € T(N) : sy,r is finite}.

5. ERROR ANALYSIS

In this section, we derive error bounds for the proposed method. First, we prove that the correctors decay
exponentially fast from the support. Next, we analyze the local and global truncation error. Finally, we derive
an a priori error bound for the full LOD method.
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We state a stability bound for the correctors in Definition 3.1.
Lemma 5.1. The corrector ¢ defined in (3.3) satisfies the bound
1Yzl + Vo712 < Cap(IV0ll3 + [V-0llZ,), (5.1)
with o and B from (2.5).

Proof. From (2.7), we obtain

a(or, ¢r) = (AVor, Vor)a + (ArVrér, Vedr)r
> Co(|Vorld + IVrorl7)-

Using (3.3) with w = ¢ and the Cauchy—Schwarz inequality yields,

a’((z)Ta ¢T) = /TAVU . V¢T + A[‘VTU . VT¢T

I'r
<AV 7|Vér|r + [[Ar Vvl [Vedr (e,
< Cs(IVolrIVoérlr + [IVrolles [V orleg)-

We combine the above two inequalities to obtain

IVr|l§ + IVrorllp < Cap(IVullzIVorie + IVrvlr, [Vrdriie,).

It then follows that,
IVorlE, + V-orlE < Cas(IVolF + I Vo0lIE,).

5.1. Exponential decay of the correctors

We define the closure of the complement of U¥(T) as U¥(T) := Q\U*(T). In the error analysis, we will
frequently restrict functions to patches. It is helpful to consider a Lipschitz continuous cutoff function n% : Q —

[0, 1] such that
0 in UKT)
k _
= {1 in UMYT), (5.2)

and satisfies
V0|l o) < CoH ™' (5.3)

An example of such a cutoff function is % € Vg with nodal values 0 in U*(T) and 1 in UF(T).
The following theorem states that the correctors decay exponentially fast away from the corresponding
support.

Theorem 5.2. The corrector ¢ defined in (3.3) decays exponentially fast away from element T in the sense
that the following bound holds for k > 5,

IVorllurry + IVrorlvnus ) < Ca,pm exp(=CE)([[Vollr + [V2o|rs),

with «, B from (2.5) and v from (3.1). Here, C is a constant independent of k.
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Proof. We define a related cutoff function 6, = 17%73, and note that 07 and VOp have support

supp(fr) = UF3(T) and supp(Vér) = UF2(T)\UF=3(T).

For convenience, we define R}*(T) := U™(T)\U!(T) for integers m > [ > 0, and write supp(Vér) = RE~2(T),
which is a ring-shaped domain. As will be seen later, the cutoff function 61 has the desired support region to
derive the exponential decay of correctors. We have

IVrlFery + IVrorlFapry < CallAY2Vér|fu e + ||A11“/2VT¢T“%‘OU§(T))
< Co((AV 7,00V dr)a + (ArVr o7, 07V dr)r).

The last inequality can be justified by 07 = 1 in U¥(T), and 67 > 0 in U*(T). By using

07NV or =V (0ror) — ¢rVor
=V -Ig)(0ror)+ VIg(Oror) — $7VoT,
we obtain
INorl sy + IV 07 B () < CallMi] + | M| + |Ms)),

where

My = (AVor, V(1 = Iu)(0r¢r))a + (ArVaeor, V(1 = Zy)(0rér))r,
My = (AN o1, VIg(Or¢r))a + (ArVaeor, V- Ir(0r97))r,
Ms = (AVor,orVlr)o + (ArVoér, vV 07)r.

In what follows, we derive bounds for My, My and Mjs separately.

My : We note that (1 — Zy)(0r¢r) € Vi because Iy (1 — Iy )(0rdr) = Zu(0rdr) — IuZup(frér) = 0. As a
consequence, we obtain

My = a(¢r,w) = / AVv - Vw Jr/ ArV, oV w,
T r

T

where w = (1—-Zg)(07¢r). Since supp(Or¢r) = UF=3(T'), we have supp(Zgfrér) = UF~#(T) because the
interpolation operator uses neighboring elements. Consequently, supp(w) = U*~4(T) and supp(w)NT = (.
Hence, we have M; = 0.

Ms : In the region, where the cutoff function 6 is constant, we have Zy(0r¢r) = 0 for ¢ € V;. From
supp(Vér) = Ry~2(T), we have supp(VZg (0767)) = Ry~:(T), because the interpolation operator uses
neighboring elements. With the notation I'7*(T) = I' N R*(T), and by Cauchy-Schwarz inequality, we
have

M,y = (AVor, VZH(9T¢T))R§:}1(T) + (ArV-or, VTIH(GTQbT))Fz:}I(T)
< 1991 gy IV 060 -y
1AV e orlpr-1 o) V2 Za (07 ¢r) 61 o)

1 ) ,
< 5 (HAV¢T”R2:4§(T) + ||AFVT¢THF2:}L(T)

+ ||VIH(9T¢T)||32Z;11(T) + ||VTIH(9T¢T)||§::31(T)) :
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Next, we use the H'! stability property (4.2) to obtain
IVZu O 601 oy + IV Zor O ) s o

Cy (IVron)2s ooy + IV 0rm) 2 )

< C, (10r90rli2s oy + 160V07] 22 )
100V 61 ls iy + 107V o00 )22 )

< Cyn (IVorly ry + V20Tl
+ B2 (lor) ey + o722, ))) .

In the last step, we have used ||07| () < 1, [|[VO7| 1) < CpH ™ and | V07| L= o) < CpH . Then,
using that Zgér = 0, the error bound (4.1) gives

2 (1972 ) + 6722 )
=H? (||¢>T —IHngIIRk ~2(py T 07 — IH¢T”pk z(T))
< C, (IVorls o +1V=0rlZ )
By combining the bounds above, we get
M; < Cayn (IV072s__ oz + 920712 1)) -
M3 : In the derivation of the bound for M, we have already derived a bound for M3 such that
My < Cary (I907l%y oy + IV-07ly_ )
With the bounds of M7, Ms and M3, we have
IV6r 2z + 19267 W) < Carvn (IV671s oy + V67l 7)) (5.4)
To see that the left-hand side of (5.4) decays exponentially fast, we use the relation between patches,
Us(T) URS_5(T) = UE>(T),
and rewrite (5.4) to

IVorlZn ) + IVorlEnme o)

. 1 ) ) (5.5)
(1 + Ca Y n) (HV(ﬁTHUfﬂ%(T) + ||VT¢T||FQU5*5(T)> .
The inequality (5.5) can be repeated so that
||V¢T||?Jk (r) T HVT¢TH12"mU§(T)
(5.6)

<1+ ) (IVorlE + [ Veorll2)

where k5 is the largest integer smaller or equal to k/5. We apply Lemma 5.1 to the right-hand side of (5.6), and
obtain

—ks
IVorlZe e + IVr0rl2ovecr < (14 Caban)  (IV0l3+ IV20l2,)
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Setting (1 + C_ B, 77) S = exp(—2Ck) for some constant C, we see the exponential decay property with

Ck=k5/2log(1+calmn) 0

5.2. Local and global truncation error analysis

The exponential decay of ¢ motivates using a localized version ¢% to reduce the computational cost. We
now analyze the error ¢p — q{)? due to localization.

Theorem 5.3. The local truncation error ¢ — ¢% can be bounded as
IV(ér = )l + IV-(ér — 67) e < Capirin exp(=CR)(IVollz + [ V7v]lr,),
forany T € Ty and k > 7.

Proof. We introduce a new cutoff function

1_ k 1 0 in U({.C(T)
N 1 in UFYTD),

where 7% is defined in (5.2). We use the best approximation estimate (3.11) with v = (1-Zg)(x¢7) € Vi(U*(T)),
and obtain

lor — &%l < llor — (1 = Zer) (xér)|
= (1 = Zug)pr — (1 — Zu)(xo7)ll
=11 = Zu) (1 = x)orll
= |1 = Za) (o) |-

The H' stability of the interpolation operator Zg leads to
llér = 7l < Capallnz " orll
< Cape (1420 01l + AV (0 60)1Ir)
< Capy (14205 Vorlia + |1 AY 05 Vo ir)
+ Cap (1426090 o + | AV 260 V0 Ir)

By using the chain rule, the properties of the cutoff function supp(n?ﬁl) = UF~YT), and supp(Vngfl) =
RE_,(T), we have

IAY 20k Y oo + 1A *0f Ve
< Cory (1907 llus=r (2 + V=2 lruscry ) -
In addition, by the error bound (4.1), we have
1AY 267 Vb o + 1A 27V onf e
< CpnH " (I67llry ) + l67ly ()

< CpnH (||¢T—IH<¢T>||W ) + 167 = Tu(6r)Ing_ )

< Cﬂ;’Yﬂ] (||V¢T”th;(T) + ”VT(ﬁT”Fﬁt;(T)) .
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Combining the two bounds above, we obtain

H|¢T - ¢17€“||| < Coéﬁ/)’m (||V¢THU5_2(T) + vadjTHmef—2(T)) :

Together with the exponential decay property of ¢ in Theorem 5.2 with k—2 > 5, we obtain the desired bound
for the local truncation error. O

With the bound for the local truncation error, we proceed to derive an error bound for the correction operator
applied to any function in Vi, which is referred to as the global truncation error.

Theorem 5.4. For any v € Vi, the global truncation error Qu—Qrv, with Qu from (3.4) and Qxv from (3.12),
can be bounded as

IV(Qu = Qiv)lla + | V+(Qv = Quo)llr < Caypr k' ’* exp(=CR)([Volla + [ V7v]r)
fork>17.

Proof. We define the global truncation error to be

9=Qu-Qw= Y (or—¢}).

TeTH

We also define a cutoff function x = 1 4+ nkt! — 9572, Since (1 — Zp)(rg) € Vi, by (3.3) we have

a(ér(1 — Tar) () = /

T

AVo - V(1 = Tu)(xg) +/P Ar(Vo0) (Vo (1 = Tn) (59)). (5.7)

Next, the definition of the cutoff function 7% in (5.2) gives

g 1 in UF(T)
T 0 in UFYT).

We note that supp(l — nk?) = UF~Y(T), and supp(ni) = UFHY(T). Therefore, (1 — Zg)((1 — nk?)g) €
Vi(U*(T)). Hence,

a(@h, (1= Te) (1 - 1 )g)) = /T AV V(1 - Zn)(1 -1t )g)

+ / Ap(V10) (V2 (1= Ta) (1 - 1 2)g)).
I'r

We also note that (1 —Zg) (5 g) = 0 in U*(T), i.e. it has no common support with ¢%. This leads to

a(¢h, (1—Tu)(nht'g)) =0,

and

/TAvu.vu—IH)(n;“g)Jr : Ar(V0) (Vo (1 = Zy)(nftg)) =0.

Consequently, we have

a(¢'%7(1—IH)(/€g))=/TAVU-V(1—IH)(KQ)+ : Ar(Vz0)(Vo(1 = Zu)(kg)). (5-8)
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Since the right-hand side of (5.7) and (5.8) are the same, we obtain
a(dr — ¢, (1 = Ipr)(rg)) = 0.

The global truncation error in the energy norm can be bounded as

lgll* = a(g, 9)
= Z a(ga¢T - ¢]’1€")
TeTy
= Y alg—Tug+ (1 —Tu)(rg), ér — ¢%)
TeTy
= Y al(1=Zu)(g - rg) 1 — ¢%)
TET
<Cp Y IV —=Zu)(g - rgllallV (6 — ¢5) o
TET
+Cs > V(1 =Zu)(g — 59)lrl|V+ (6 — ¢5) IIr.
TeET

We note that
supp(l — k) = supp(ny 2 —nyptt) = REFS(T).
Together with the H! stability of Zx (4.2) and using that Zzg = 0, we have

IV(1-Zu)(g — kg9)lla + IV+(1 = Zu)(g — kg)llr
<y (IV(g = kg)lla + IV~(g — kg)llr)

=, (IV( ~ w9)llgzszry + V(0 — 50) sz )
< &, (lg¥rll sz + 10— )Vl sz r,)
+ 0 (”gfoHFZfZ(T) +[I(1 - “)VrgHijg(T))
< 0, (Igllggszimy + 19 lpeszr,
—1 o .
+ CynH (Hg Tugllgrz iy + llg IHgHFm(T))
<Cyy (||V9||R’;j§(T) + HVrgllrgfg(T)) .

In the last inequality, we have used the interpolation error estimate (4.1).
Combining the above bound with the local truncation error bound in Theorem 5.3, we have

2
lgll™ < Ca,p,.n exp(=Ck)
IVllgiss oy + IVrgllpess ) (Vollr + [[Vrvlles)
k(1) k—3(T)

TeTy
< Ca,pymk'’? exp(=CE)(|Vollo + [[V-ollr) 9]l
In the last step, we have used that the number of elements in Rﬁfg is proportional to k. Too see this, we note

that Ry 13 is a ring-shaped domain with an area ~ 7((k +3)H)? — n((k — 3)H)? = 12kmH?. Since the area of a
single element is proportional to H?, we have the number of elements proportional to k. In conclusion, we have

IVglla + IVrgllr < Capm k' exp(=CR)([Volle + [ V2v]r),
which completes the proof. O
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5.3. A priori error bound

An error bound for the localized multiscale solution can be established using the global truncation error
analysis. We summarize the result in the following theorem.

Theorem 5.5. The error between the weak solution of equation (2.6) and its LOD approximation satisfies
e — bl < oy (EE + K2 exp(—CR) 1 fll + 1 el (59)
fork>17.
Proof. The best approximation property (3.11) gives
= | <l — vl
< llw — wms + s — vl

< e = sl + f[[emms — o]l

for all v € V,X_. The first term on the right-hand side, e, = % — U, is the error in the non-localized multiscale
solution. By using the Galerkin orthogonality (3.7), we obtain

a(emsa 6ms) = a(emsau) - F(ems) - (emsa f)Q + (emsa fF)F
= (ems - IHemsa f)Q + (ems - IHemsa fI‘)F-
We use the Cauchy—Schwarz inequality, and then the interpolation error bound (4.1), to obtain

2
llemsll™ < llems = Zuemsllallfllo + llems — Zaemsllrll flle
< CyH||Vemsllall fllo + CyH|[Vrems|loll fllr-

Therefore, we have
lle = wmslll < Co H (|| fll2+ lfrllr)-

To bound the second term, we pick a particular v = (1 —Qx)Zyu € VE, and use the relation uy,s = (1—Q)Zgu
to obtain

s = v[1* = (1 = @) Zru — (1 = Qk)Tarul|”
= 1QZxu — QuZyul”

= |AYV2V(QTru — QuZuu)||} + | A Vo (QTru — QiuZru)||2.

By using the global truncation error in Theorem 5.4, we have
|||ums - ’U||| < Ca,ﬁ,'y,nkl/Q eXp(—Ck)(HV(IHU)”Q + ||VT(IHU)HF)
The H' stability of the interpolation operator Zp in (4.2) gives
—Ck)([Vulla + IVrullr)
< Ca gk exp(=CR) (|| flla + [l frllr)-

This completes the proof. O

)
Iltsns = vl < Co gk exp(
(

We recall from Theorem 5.2 that Ck = k5/2 log(1+C’;}37 %n)' For optimal convergence and efficient computation,
the patch size k shall be chosen proportional to log(H ~!). The theorem holds only for k& > 7, suggesting that
there is a minimum required size of the patches for the method to be accurate. However, for the problems
studied in the numerical experiments section below it was sufficient to use patch sizes in the range 1-4 to obtain
accurate solutions. It is not clear if the theorem is sharp with respect to the bound on k for the class of problems

studied or if it can be improved.
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6. NUMERICAL EXPERIMENTS

We present three numerical experiments. In the first experiment, we verify the a priori error bound derived in
Theorem 5.5 by considering two interfaces composed of piecewise line segments. An unstructured mesh is used
to align the interfaces with the element edges. In this case, the assumptions on the Scott—Zhang interpolation
operators are satisfied, and Theorem 5.5 is valid. We then proceed with the second experiment where both
intersected interfaces and immersed interfaces are present in the domain. We investigate how the accuracy of
the LOD method depends on the number of layers in the patches. In the third experiment, we apply the proposed
LOD method to the upscaling of the spatial discretization of the wave equation.

In Section 3, the LOD method is described using the full space V. In computer implementation, we discretize
V to a fine scale finite element space, with a mesh size small enough so that rapid oscillation in the permeability
is well-resolved. The computed solution uy in the fine scale finite element space is considered to be the reference
solution. To measure the relative error in the LOD solution up,op, we use the formula

lun — uLonl|
llun — urobll,e = ———> (6.1)
[l

where the energy norm is induced from the scalar product in (2.7).

In [4], a simple finite element method (SFEM) is developed for simulation of Darcy flows in fractured media,
which is also applied to a coupled flow and transport problem [17]. With the bilinear form (2.6), the SFEM can
be written as: find uy, € V}, such that

a(up,v) = F(v), Yv €V,

where the fine scale finite element space V}, consists of piecewise linear functions that vanish on 9. In the
SFEM, interfaces do not need to be aligned with the fine mesh and may cut through the fine scale elements
in an arbitrary fashion. When the variation of permeability in the bulk domain and geometry of the fracture
are resolved, optimal first order convergence in the energy norm is obtained with a locally refined mesh near
interfaces; otherwise the convergence rate is 0.5 with immersed interfaces. This is because continuous elements
are used in the entire triangulation. However, SFEM is very easy to implement, and is well-suited to test the
proposed LOD method in this paper. Since V;, C V it is straightforward to replace V' by V} in the analysis
resulting in an error bound for u, — upop. For these reasons we use SFEM for the fine scale discretization in
the following experiments. We note that the proposed LOD method is not restricted to this particular type of
discretization.

6.1. Verification of convergence rate

We consider two interface as shown in Figure 7a, that are union of coarse element edges. We pick this mesh
as the coarsest, and refine it five times to obtain the reference mesh associated with V},. The number of nodes
in the coarsest and the finest meshes are 237 and 219 345, respectively. In a mesh refinement, each triangle is
divided into four triangles by using the midpoints of the three edges.

The permeability A, plotted in Figure 7b, is a sample of a random field in [0.1,0.9] with a variation on the
scale of the second finest mesh. We use different random fields for the subdomains divided by the two interfaces,
modeling a layered structure of the porous media. On the interface, the permeability Ar = 2. The forcing
functions are 9 + sin(x 4 y) on the left interface, and 9 + cos(z + y) on the right interface. In the bulk domain,
the forcing function is 1 in [0.4,0.6], and 0 elsewhere. The reference solution, computed on the finest mesh, is
shown in Figure 8a. The effect of the two interfaces is clearly visible.

In Figure 8b, we plot the relative error for several mesh resolutions. The z-label denotes the number of mesh
refinements from the coarsest mesh. We observe the convergence rate is higher than first order. In contrast, the
solution by the standard finite element method does not converge when the rapid oscillation in the permeability
is not resolved.
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FIGURE 7. (A) Two interfaces on the element edges of an unstructured mesh. (B) The coefficient A.
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FIGURE 8. (A) Reference solution. (B) Error.

6.2. Intersected and immersed interfaces

Next we investigate the proposed LOD method with intersected and immersed interfaces, and interfaces that
are not on the element edges in the coarse mesh. The five interfaces are shown in Figure 9a, together with
the permeability A, which is piecewise constant varying on the scale 2~7 with values sampled from a uniform
distribution in [0.1,0.9]. The permeability on the interfaces is 2. The forcing functions are f = 2 and fr = 10.
As presented in Section 2.2, the weak form of the governing equation takes the form (2.6) to (2.8).

We are interested in how the error behaves with respect to the patch size used in the computation of correctors.
To this end, we use a coarse mesh with mesh size H = 275, and a fine mesh with mesh size h = 279. The five
interfaces are constructed such that they are on the element edges of the mesh with mesh size 277. Therefore,
all interfaces are on the element edges of the fine mesh, but some interfaces are not on the element edges of the
coarse mesh.

We consider a small threshold value ¥ = 10 and a large threshold value 500, where 3 is used in (4.5) in the
definition of the interpolation operator. As shown in Figures 10a and 10b, the threshold influences the selection
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FIGURE 9. (A) The permeability A. (B) Error.

(a) (B)

F1GurE 10. (A) ¥ = 10. (B) ¥ = 500.

of interface nodal variables marked by black circles. With a small ¥, interface nodal variables are only computed
for the nodes on the interfaces. When ¥ is increased to 500, interface nodal variables are computed on all nodes
in the elements that overlap with the interfaces. Note the difference for the nodes not on the coarse edges.

In Figure 9b, we plot the relative error (6.1) versus the patch size. We observe that with the proposed Scott—
Zhang type interpolation operator, the error with threshold value 500 is smaller than the error with threshold
value 10. This observation suggests to use a large threshold. We also observe that two patches k = 2 is adequate
to obtain fast decaying multiscale basis functions for this problem. Since the degree of freedom of a local problem
is proportional to k2, a small patch size k leads to a small computational cost. For two layers and more the
discretization error depending on H is dominating. In contrast, with a standard element-based Scott—Zhang
interpolation operator, the error does not decay with increased patch size, indicating a lack of decay of the
multiscale basis functions.
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FIGURE 11. (A) The solution of the wave equation at ¢ = 0.1. (B) Error at t = 0.1.

6.3. The wave equation

We consider the wave equation with weak form: for each ¢ > 0 find v € V such that
(Bii,v)q + (Bri, v)r = —=(AVu, Vv)o — (ArV-u, Voo)r + (f,v)e + (fr, 0)r,

for all v € V. The symbol ii denotes the second derivative of u in time.

We choose a highly oscillatory wave speed by using the same coefficient A and interfaces as in the previous
numerical example, that is, A is sampled from a uniform distribution in [0.1,0.9] with a variation on the scale
277, and Ar = 2. The coefficient A and interfaces are depicted in Figure 9a. The wave propagation starts from
rest with homogeneous initial conditions and Dirichlet boundary conditions, and is driven by external forcing.
In particular, we choose f = 1 in the domain Qy = [0.375,0.625)%, and f = 0 in Q\Qq. For the forcing on the
interfaces, we use fr = 1in Qo NT, and fr = 0in (Q\Qy) NT. With B = 1 and Br = 0.1, the wave speed in the
fractures is higher than in the bulk domain. We note the the data is well-prepared according to Definition 4.5
in [1].

For spatial approximation, the SFEM is used to compute the reference solution on a fine mesh with mesh size
279, We then use the proposed LOD method for the upscaling of the spatial discretization on coarse meshes
with mesh sizes 273, 274, 275, 276, The solution is integrated in time by the Crank-Nicolson method. We note
that explicit time integrator such as the leap-frog method can also be used [1, 14].

The reference solution at ¢ = 0.1 is shown in Figure 11a. We observe that the wave propagates faster in the
interfaces than in the bulk domain. The relative error of the LOD solution, shown in Figure 11b, gives a first
order convergence rate.

In Figure 12a, we show the reference solution at ¢t = 1, when the wave has interacted with the outer boundary.
The relative error in the LOD solution has the same behavior, and converges at first order, see Figure 12b.
This experiment demonstrates that the proposed LOD method works well for the upscaling of the spatial
discretization for the acoustic wave equation.

The computation of the basis spanning the localized multiscale space require solution of O(H ~2) local prob-
lems (3.3). The computational cost of each local problem is O((k*(H/h)?)*), where s > 1 gives the com-
plexity N* of solving a linear system with N unknowns and depends on the method used, and k is the
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FIGURE 12. (A) The solution of the wave equation at t = 1. (B) Error at t = 1.

patch size. Consequently, the offline computational cost of the LOD method is O(k** H?*=2h=2%). Let m be
the number of time steps, then the total computational cost of the LOD method for the wave equation is
C1k**H?*72h=25 + ComH~2%. The computational cost of the standard finite element method is Cymh™2%,
which is much higher than the LOD cost if m is large and h is small. In addition, the offline computational
cost in the LOD method, C1k2°H?*=2h~2%, can be reduced straightforwardly by solving the local problems on
a parallel machine, which further improves the computational efficiency of the LOD method.
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