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OPTIMAL ERROR ESTIMATES OF THE SEMIDISCRETE DISCONTINUOUS
GALERKIN METHODS FOR TWO DIMENSIONAL HYPERBOLIC EQUATIONS
ON CARTESIAN MESHES USING P* ELEMENTS

Yone Liv!, CHI-WANG SHU?* AND MENGPING ZHANG!

Abstract. In this paper, we study the optimal error estimates of the classical discontinuous Galerkin
method for time-dependent 2-D hyperbolic equations using P* elements on uniform Cartesian meshes,
and prove that the error in the L? norm achieves optimal (k + 1)th order convergence when upwind
fluxes are used. For the linear constant coefficient case, the results hold true for arbitrary piecewise
polynomials of degree k > 0. For variable coefficient and nonlinear cases, we give the proof for piecewise
polynomials of degree k = 0,1, 2,3 and k = 2, 3, respectively, under the condition that the wind direction
does not change. The theoretical results are verified by numerical examples.
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1. INTRODUCTION

In this paper, we study the semi-discrete discontinuous Galerkin (DG) method for solving 2-D hyperbolic
equations on Cartesian meshes. The optimal error estimates can be obtained based on tensor-product polyno-
mials for solving hyperbolic conservation laws in previous analysis [7]. We prove optimal error estimates of the
DG approximation based on P¥, the piecewise polynomials of degree at most k under suitable restrictions. We
consider the hyperbolic conservation laws

{ut +f(we+g(u)y, =0, (z,y)€Q, t>0 )
u(:c,y,()) = Uo(:ﬁ,y), (x,y) € Q, '

where () is a rectangular domain in R? and periodic boundary condition or inflow-outflow boundary conditions.
The initial condition ug(z,y) is a given smooth function. For simplicity, in the following we will only discuss the
case with periodic boundary condition, although this is not essential for the analysis; inflow-outflow boundary
conditions can also be considered along the same lines. We assume the exact solution of (1.1) is smooth, this is
true for all time ¢ for the linear case with smooth coefficients, and when ¢ is small for the nonlinear case, since
we assume the initial condition wug(z,y) is smooth.
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The first version of the DG method was introduced in 1973 by Reed and Hill [13] in the framework of neutron
linear transport. It was later developed into the Runge-Kutta DG (RKDG) methods by Cockburn et al. [3,5-7].
For one-dimensional and some multidimensional cases, optimal a priori error estimates of order k 4+ 1 can be
obtained for the DG schemes when upwind fluxes are used [4, 8,14, 16]. In [11], Meng et al. obtained similar
optimal a priori error estimates when upwind-biased fluxes are used. For higher order equations by utilizing
and fully making use of the so called Gauss—Radau projections, Xu and Shu [15] introduced a general approach
for proving optimal error estimates.

However, for multidimensional Cartesian meshes, the above optimal results are based on using Q*, the space
of tensor-product polynomials of degree at most k in each variable. The numerical results show that the optimal
accuracy (k + 1)th convergence order holds true using the P*¥ space. The number of degrees of freedom of the
space PF is (k + 1)(k + 2)/2, which is only about half of that for the space QF for large k. The most critical
point to obtain the optimal error estimates is to construct a suitable projection. The projection can help us
to deal with the troublesome terms in the analysis. However, since the number of degrees of freedom of PF is
only about half of that for @)y, a suitable projection is elusive for this case. Recently, we have constructed a
special projection to obtain the optimal error estimate for the central DG scheme by using a shifting technique
[10]. We continue to use this technique to construct a special projection to obtain optimal error estimates for
the DG methods based on the P* space over uniform Cartesian meshes. We separately give the analysis of
optimal error estimates in three cases, namely the case with linear constant coefficients, the case with linear
variable coefficients, and the nonlinear case. First, the optimal (k + 1)th order is proved for smooth solutions
of linear constant coefficient conservation laws when upwind numerical fluxes are used. This proof holds true
for uniform meshes and for polynomials of arbitrary degree k > 0. For linear variable coefficient and nonlinear
equations, we give the proof of optimal convergence results for £k = 0,1,2,3 and k = 2, 3, respectively, under
the condition that f'(u), ¢’(u) do not change sign. Let us emphasize that this restriction appears to be artificial
due to the limitation of our techniques in the proof; the optimal (k + 1)th order convergence appears to hold
true for nonlinear conservation laws with general flux functions; see our numerical results in Section 5. As far
as we know, this is the first optimal error estimate proof for DG methods applied to time-dependent nonlinear
hyperbolic equations using P* elements on Cartesian meshes. To deal with the nonlinearity of the flux, Taylor
expansion and an a priori assumption about the numerical solution are used.

The remainder of the paper is organized as follows. In Section 2, we give the proof of the optimal error
estimates for the semi-discrete DG scheme solving linear constant coefficient hyperbolic equations. In Section 3,
we provide the proof of the uniform boundedness and superconvergence properties of a special projection and
the proof of the optimal error estimates for linear variable coefficients case. In Section 4, we analyze nonlinear
hyperbolic equations. Some numerical examples are provided in Section 5. Finally, we conclude and give a
few perspectives for future work in Section 6. Some technical proof of the error estimates is provided in the
Appendix.

2. LINEAR CONSTANT COEFFICIENTS

In this section, we consider the two-dimensional scalar linear constant coefficient conservation law equation

{ut+au$+buy0, (z,y) €Q, t>0 (2.1)

w(z,y,0) = uo(z,y), (v,y) €,

with periodic boundary condition, where a and b are constants. Without loss of generality, we assume Q = [0, 1]?
and a,b > 0.

We recall the two-dimensional formulation of the DG scheme in [7]. Let {K; j = [z;,_ 1, @ 1] x [y;_1,y;,1]}
i=1,...,N1, j = 1,...,N; be a partition of Q into rectangular cells. Let V}, := {v € L*(Q) : v|x,, €
P*(K; ;) Vi,j}, where P*(K; ;) denotes the space of polynomials of degrees at most k defined on K; ;; no
contimllity'is assumed across cell boundaries. We denote hl = @iy 1 —@i_1), hi = (Y41 —y;—1) and h =
max(h,, hj). We also introduce some standard Sobolev spaces notations. For any integer m > 0, let W™ (D) be
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the standard Sobolev spaces on sub-domain D C 2 equipped with the norm || - ||, »,p and semi-norm |- | p.p-
When D = Q, we omit the index D; and if p = 2, we set W™P(D) = H™(D), || - llmp,p = || - llm,p, and
| lmp.0 =" |m,p-

The semidiscrete DG method with the upwind flux is described as follows: We seek an approximate solution
up, € Vj, such that for all admissible test function v € V}, and K ;,

((uh)tv v)Ki,j - (uh’ Uﬁ)Kz‘,j

Yi+d _ _ _ +
+/ a(uh(as. 1,y)v(x4 1,y)—uh(x, 1,y)v(x, 1,y)> dy
" its it35 i—3 i—3

+ /+ b (o (g ) o (g = (g ) o () ) @ =0 22

i3

Nl=

where (+,-) denotes the L?(K; ;)-inner product. Here we have used the notation vg for the (unnormalized)
directional derivative of v with respect to 8 = (a,b), namely vg = av, + bv,, and,

up, (m,yﬁ_%) = El_i%h up, (m,yj+% :Ea) , Vxe (:I:F%,:EH%) , (2.3)
up, (xﬁ%y) = lim uy (fv1;+% + &y) , Vye (yj_%,yﬁ%) : (2.4)

For the initial condition, we simply take u(0) = Pjug, where P, is the L? projection into V},, and we have
l[uo — Pruol| < CR* |lug|li1, (2.5)

where the constant C' depends on k. Here and below, an unmarked norm || - || denotes the L? norm.
The DG scheme using the upwind numerical fluxes for the two-dimensional linear conservation laws satisfies
the following L2-stability (e.g. [11]).

Proposition 2.1. The solution of the semidiscrete DG method defined by (2.2) satisfies
Na Ny
1d 5 a Yi+d N 3 2
5&”%” +§Z/ Z(Uh (IH%,Z/)*W (CEH%,Q)) dy
j=1"Y;-1 =1
b Ny Iv+l No 2
2 + - _
+22/I Z(uh(x,yﬁé)—uh(aj,yﬁé)) dz = 0. (2.6)

i— -1 =1

[N

2.1. A priori error estimates

Now, we only consider uniform meshes, i.e. hy = h; and hy = hj. Let us now state our main result as a
theorem, whose proof will be given in the next subsection.

Theorem 2.2. Suppose uy, is the approximate solution of the DG scheme (2.2) using uniform meshes for (2.1)
with a smooth initial condition u(-,0) € H**2 and u is the evact solution of (2.1), then the scheme satisfies the
following L? error estimate:

lu(,T) —un(, T)|| < CR*, (2.7)

where k is the degree of the piecewise polynomials in the finite element spaces Vy,, and the constant C' depends
on the (k + 2)th order Sobolev norm of the initial condition ||u(-,0)|k+2 as well as on the final time T but is
independent of the mesh size h.
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Let us first introduce a few notations. We define

B; j(un,v;a,b) = ((un)e, v)k, ; — (un,vp) K,

T, - - - 1)) d
O A Y Cy E CUey B CY i K C 7S
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Clearly, we have:
Bi’j(uhav;avb) =0, (210)
for all 4, j and all v € Vj,. It is also clear that the exact solution u of the PDE (2.1) satisfies
B, j(u,v;a,b) =0, (2.11)

for all 4, j and all v € V},. Subtracting (2.10) from (2.11), we obtain the error equation

B, j(u—up,v;a,b) =0, (2.12)
for all 4, j and all v € V},.
2.2. Proof of the error estimates

In this subsection, we divide it into several steps to prove Theorem 2.2. First, we construct the special local
projection P* and prove the projection is well defined and has the optimal approximation properties. Next,
we prove a few propositions and superconvergence properties of the special projection. Finally, the proof of
Theorem 2.2 is completed in Section 2.2.3.

2.2.1. The special projection P*

We now define P* as the following projection into V},. For each Kj ;,

/ P*w(z)dz :/ w(z)dz, (2.13a)
Ki)]‘ Ki,,j
E(P*w,v;a,b)i,j = P;L(w,v;a,b)i,j Yo € Pk(Km), (2.13b)

where ﬁ;(w, v;a,b); ; is defined as follows

— T 1
Pp(w,v;a,0); 5 = —(w,v8) K, , "’/ " bw (x’y;—&-%) (U (x’yj;é) -v (x’yj—%» dw
x

-1

Yi+3
—|—/ * aw (a:;r%,y) (v (x;r%,y) —v (x;%,y)> dy. (2.14)
Y.

-

[N

Next, we prove the projection P* is well defined. Note that P* is a local projection, so we only consider the
projection defined on the reference cell [—1,1] x [—1,1].
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Remark 2.3. We could also similarly define the projection P* for different signs of a,b, by simply changing
the definition of Py (w,v;a,b); ;. We list the other cases below for completeness:

—~ IH_; _ 3
Prlwviabhy = = @eowe, + [P b ey ) (o () o (n,)) ao

Yith + - + :
—|—/ aw (xi_l,y) (U (;vi ) —v (xi_l,y)) dy, ifa<0andb>0; (2.15)
Y. 2 2

)

f’;(u),v;a,b)m = — (w,v8)K,,; + /:H% bw (m,y;__%) (U (l‘,y]»_+%) —v (xvy;__%)) dx
) fv(x;t%,y)) dy, ifa>0andb<O0; (2.16)
)

— Tipl "
Pp(w,via,b);; = — (w,v8)k,, + bw (:U,y,

(o(s) -+ (ef))

" /yyj+$ w (e ) (v (sippw) =0 (e yw)) du fa<Oadb<o (@17

i-3

Lemma 2.4. The projection P* defined by (2.13) on the cell [—1,1] x [—=1, 1] exists and is unique for any smooth
function w, and the projection is bounded in the L> norm, i.e.

[P*wl[oc < C(k, a,b)|wl|oo, (2.18)
where C(k,a,b) is a constant that only depends on k,a,b but is independent of w.
Proof. The proof of this lemma is provided in the appendix; see Section A.1. O

Since the projection is a kth degree polynomial preserving local projection, standard approximation theory
[2] implies, for a smooth function w,

lw = Pwll g, ) < CR g i (2.19)

[FL

where C' = C(k, a,b) is independent of the element K; ; and the mesh size h.
We also recall that [2], for any wy, € V3, there exists a positive constant C' independent of wy, and h, such
that
|18zwn ]| < Ch7Hlwnll,  Nlwnllz2or. ) < CR V2 l|wnlls  flwnlloo < Ch™"|wnll (2:20)

where 0K ; is the boundary of cell Kj ;.
Remark 2.5. In fact, we can prove the bounding constant C' only depends on k and is independent of a, .
Hence the projection P* is uniformly bounded for (a,b). We give the proof of this property in Section 3 for
k=0,1,2,3.
2.2.2. Properties of the projection P*

To obtain the optimal L? error estimate, we need the following lemmas.

Lemma 2.6. Assume that uw = x*t1=7ly! 1 =0,1,..., k+ 1. Let Ui 5) = P}(Uu. Then V(z,y) € K;; we have
following relationship:

gl

— )PP — gy (2 — Ry, y)

U(LJ)(I’,y) = (
= 2FT 1y — ) — w1y (T y — hy), (2.21)

Y
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where ]P’}( ,u means that the projection of u is defined on the element K;; and ui_1j)(x — he,y), ug 1)

(,y—hy) refer to the projection of u on the element K;_1 ; and K; j_1, respectively, since (x,y) € K; ; implies
(x — hw,y) €K,_1, and (z,y — hy) € K; j_1.

Proof. The details of the proof for this lemma are provided in the appendix; see Section A.2. O

Besides the standard approximation results (2.19), we also can prove the following superconvergence result
of the special projection P*.

Proposition 2.7. Assume that u is a (k-+1)th degree polynomial function in P**(Q). For a uniform partition
on the domain ), we have

Bi,j (P*u,v;a,b) = Bi’j (u,v;a,b) Yo € P”“(Ki’j)7 (2.22)
where B is defined by (2.9).
Proof. The proof of this proposition is provided in the appendix; see Section A.3. O
2.2.3. Proof of Theorem 2.2
We now take
E=Pu—up; n=Pu—u (2.23)

From the error equation (2.12), we have

Bi;j<§7v;a’7b) = Bi,j(ﬁavéa7b)~ (224)
For the left-hand side of (2.24), we can use the stability result (2.6) to obtain

ZBm‘(f»f;a,b) 2dt”f”2 Z/J 2; zJrlay) §(x;+%,y)>2 dy

i, 7%
b N, zi+% Na 2
a2 [ (e () e mny) e 22)
i=1"%-1 j=

here we have already taken the test function v = £ € V},. From Proposition 2.7, we know that on an arbitrary
element K; ;, we have the following results

BZ](P u,v;a b) ZJ(U v;a b) Yu € Pk+1(K¢7j U Ki—l,j @] Ki,j—l)- (226)

Next, on each element K; ;, we consider the Taylor expansion of u around (z;,y;):

u = Tu + Ru,
where
k+1 1 .
1 O'u(z;, yj) _
Tu = 2y J) _ il m o _7n7
Y ;mgz:o(l—m)!m! 8xl—m8ym(x )"y )

k+2 L Nk+2-m(, _ . oym [l OF 2y (a8, ys
Ruz(k+2)z(x %) (= y;) /(1—8)(“yJ)ds.
(k+2—m)m! 0 Orkt2—moym
m=0
with xf = z; +s(x — ), Y5 =yj +5(y—y;). Clearly, Tu € Pk"’l(Ki,j UK;_1,;UK; 1), Note that the operator
P* is linear, and thus P*u = P*Tu + P* Ru. From (2.26), we then get
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B, j(n,v;a,b) = B; j(P*Tw — Tu,v; a,b) + Bl-,j(]P’*Ru — Ru,v;a,b)
= B; ;(P*Ru — Ru,v;a,b). (2.27)
Again recalling the Bramble-Hilbert lemma in [2], we have

|Rull (i) < CWF ful i (2.28)

03)"
Next, using the simple inequality
Lo oo, 2
w < S+ 0?) (2.29)
and standard approximate proposition of the projection (2.19), the property (2.28) for Ru, and the inequality
in (2.20) for &, we have

> Bij(m,&a,b) < Ch¥*2Julfpcs + ClIE)° (2.30)
%
Combining (2.24), (2.25), and (2.30), we obtain
1d
5 g€ < ClEl® + Ch* 2 uffes. (2.31)

An application Gronwall’s inequality together with the approximation result (2.19) give us the desired error
estimate (2.7).

3. LINEAR VARIABLE COEFFICIENTS

In this section, we consider the two-dimensional scalar variable coefficient conservation law equation

{104 oy s Oy =0 () e 420 .
u(z,y,0) = uo(,y), (z,y) € Q :

with periodic boundary condition. The functions a(z, y), b(x, y) are smooth periodic functions in 2. The semidis-

crete DG method with upwind flux is described as follows: We seek an approximate solution uj, € V}, such that
for all admissible test functions v € V3, and K j,

J,

@Mw®®:/ a2,y unvs + b(@, y)unvy de dy

i K;,j
Yi+l R B R X
- a (xi-}-%ay) Uh (1'14-%’9) v ($i+%vy) —a (1'1‘_%724) Uh (mi—%ay) v (‘ri_%vy) dy
Y1
(131+l B _ B
L ) ) () () ) )
i-g3
(3.2)
where the upwind fluxes iy, uy are defined as follows
N ( ) uh($i+%7y)? if a($i+%7y) Z 0 (3 3)
Up\Tj4 L, = .
Wit Y uh(x++1 ), A aia,y) <0
i ) uh(:L’,yj_ %), if bz, y;41) 20 5.0
Up x,y<+; = T . .
it uh(x,yﬁ%), if  b(z,y;41) <0.
For the initial condition, we simply take the L? projection into Vj,, uy(0) = Prug, and we have
[[uo — Pruol| < CR*|lug|li1- (3.5)

The DG scheme satisfies the following L2-stability,



712 Y. LIU ET AL.

Proposition 3.1. The solution of the semidiscrete DG method defined by (3.2) satisfies

1d
5&”%”2 < Cllun?, (3.6)

where the constant C' = max{||az| oo, ||byl|oo }-

Proof. The proof is similar to that for the linear constant coefficient case (e.g. in [11]), by taking the test
function v = uy and applying integration by parts. O

3.1. A priori error estimates

Firstly, we state the a priori error estimates as a theorem whose proof will given in the next subsection. Here
we assume that a(z,y) and b(z,y) do not change sign. Without loss of generality, we assumed a(z,y) > 0 and
b(z,y) > 0.

Theorem 3.2. The numerical solution up, of the DG scheme (3.2)-(3.4) using uniform meshes for (3.1) with
a smooth exact condition u(-,t) € H*2 satisfies the following L? error estimate:

Hu('vT) - uh('7T>|| < Chk-‘rl’ (3'7)

where u is the exact solution of (3.1), k = 0,1,2,3 is the degree of the piecewise polynomials in the finite element
spaces Vi, and the constant C' depends on the (k + 2)th order Sobolev norm of the solution ||u(-,t)| k+2, the H?
norm of the coefficients a,b and the final time T, but is in dependent of the mesh size h.

3.2. Proof of the error estimates

To prove Theorem 3.2 for the k = 0,1,2,3 cases stated in the previous subsection, we proceed as follows.
First, in Section 3.2.1, we prove the uniform boundedness properties with respect to the coefficients a,b of
the projection P* which is defined in (2.13) and a superconvergence result of the special projection. Then, we
complete the proof of Theorem 3.2 in Section 3.2.2.

3.2.1. The special projection

Notice that the definition of the special projection P* in (2.13) depends on the constants a,b. Thus, we use
the new notation ]P’Z’b to denote this projection. To obtain the optimal L? error estimate, we need the following
results.

Lemma 3.3. For k = 0,1,2,3, the projection ]P’Z’b defined by (2.13) on the reference cell [—1,1] x [-1,1] is
uniformly bounded in the L° norm with respect to the coefficients a,b, i.e.

B3 w oo < C(R)|wlloos (3.8)
where C(k) is constant that only depends on k and not on a,b.
Proof. The proof of this lemma is provided in the appendix; see Section A.4. O
From Lemma 3.3, we have the straightforward corollary as following.

Corollary 3.4. For k =0,1,2,3, the projection PZ’Z’ has the optimal approzimation, for a smooth function w,
o — B wll o, ) < COMR T e, (3.9)

Besides the standard approximation results (3.9), the special projection ]P’Z’b also has the following supercon-
vergence result.

Proposition 3.5. For k =0,1,2,3, if ajas > 0, biba > 0 and |a1 — as| + |by — b2| < Ch, then the projections
le’bl, 1 =1,2 defined by (2.13) on the rectangular cell K; ; have
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b b k
mlax(|al|,|bl|)||IP’7Ll lw—]P)Zz 2(,()HLoo(KiJ.) S Ch +2|W‘H’“+1(K7ﬂ,,j)~ (310)

Proof. The proof of this proposition is provided in the appendix; see Section A.5. O

Remark 3.6. Lemma 3.3 shows that the projection is uniformly bounded with respect to a, b. Since IP’Z’bw is a
polynomial of degree at most k, we only need to check that the coefficients for a particular set of basis functions,
such as the Legendre polynomials, are uniformly bounded by w. Also, the coefficients should be homogeneous
rational functions in a,b. Thus Proposition 3.5 can be viewed as a corollary of Lemma 3.3. We will give more
details in Section A.4.

Remark 3.7. Here, we only provide the proof of the uniform boundedness of the special projection for k =
0,1,2,3. In fact, it is straightforward to verify this property for any finite k. We have verified this until k£ = 7,
without giving details here to save space. For a general proof for arbitrary k, it is challenging to find a unified
general formula of the coefficients for a particular set of basis functions.

8.2.2. Proof of Theorem 3.2

Now, we begin the proof of Theorem 3.2. Let us first introduce a few notations. We define

Austuno) = [ Gunyodady— [ aeg)unes + ey, dedy
K

i,j Ki
Y+l _ _ _
O A ) R oty R ) B ey P e FT e B
i=3
$i+L _ _ _
) () o () = (o) () o ()
-3

We also define

&m%w:f/ ale, y)unve + bla, yyunv, de dy
K .

J
Y1 B B -
o ) () (5 o) o s ) () (57

“)
Y1
f, rwea)m (o) v(m) b (mue)m(m oy ) v (may) o
)
Thus,
A; j(up,v) = / (up)vdady + A; j(up,v). (3.11)
K’L,]
Clearly, we have
Ai,j (uh, ’U) = 0, (3.12)
for all i, j and v € Vj,. Tt is also clear that the exact solution u of the PDE (3.1) satisfies
A; j(u,v) =0, (3.13)

for all i, j and v € V},. Subtracting (3.12) from (3.13), we obtain the error equation
AiJ(u — Uh, U) =0, (314)

for all 4,5 and v € Vj,.
We now define P as the projection into V. We denote a;; = a(z;,y;), bij = b(x;,y;), then, for cell K, ;

Pulk, , = Py, (3.15)
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Remark 3.8. Under our assumption, we have a;; > 0, bj; > 0. If a;; or b;; = 0, then [la|[z~(k, ;) = O(h) or
[0/l o< (k. ;) = O(h). We can just set a;; = h or b;; = h to make sure that all a;; and b;; > 0 and then apply the
projection IP’Z”’b”.
We now take the test function v = Pu — uy, in the error equation (3.14) and define
n=Pu—u (3.16)

to obtain

Aij(v,v) = A j(n,0). (3.17)
For the left-hand side of (3.17), we use Proposition 3.1 to conclude

1d
5 stllol? < Il + |3 a0 (315)
2]
We then write the right-hand side of (3.17) as a sum of two terms
Ai:j (777 U) = Azl,j + Azz,ja (319)

where
A},j :/ (n)¢v dz dy,
K

A7 = A i(n,v),
and we will estimate each term separately.
By using the simple inequality (2.29) and the special projection properties (3.9) for d;n, we have

1
1ALl < glol? + onte2, (3.20)
%]
For A7 ;, from Taylor expansion,
||a(-T, 3/) - ainLoc(Ki,j) = O(h)7 ||b(337 y) - binLoo(Ki,j) = O(h’)7 (321)
then
42 == [ (alow) — aim + (0Gw9) = gy dady
i
Yitd _ _ _
L (o) ) ()5 0) - o () )0 o ) o)
Y1
$1f% B B B n
[ () v n () v (rry) - (eip) b)) o (mgy o (my) ao
i1
+ Bz‘,j u — Pzij7biju, v; (lz’j, bl])
Yj+d b @by
+/ "y (Pil_“’bz_“u - ]P’h”’b”“) (mf_;ay) v (mf_;ay) dy
yJ7% 2 2
xi‘*’% Aij—1,bi5—1 aiibii _ +
+ bi; (Ph] T u =P Ju) (x,yjil)v(x,yjfl) dx
z. 1 2 2
-3
S Oh’2k+2||u||£+2,Ki7jUK¢71,jUKi‘j71 + H’UHg,Ki‘j’ (322)

where we have used the inequalities (2.29), (2.20) and (3.21) for the first three terms. For Bi’j, we have used
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the same argument as for the linear constant coefficient case. Finally, for the last two terms, we have used the
superconvergence result of the special projection (3.10). We now sum over all %, j to obtain

D A < ChPRTE 4|2, (3.23)
%]
Combining (3.20), (3.23) with (3.18), we obtain

1d
3 lIvl” < Clvl + CR*F 2 Julli 2,0 (3.24)

This together with the approximation results (3.5), implies the desired error estimate (3.7).

4. THE NONLINEAR CASE

In this section, we consider the two-dimensional scalar nonlinear conservation law equation

u+ f(u)z +g(u)y =0, (z,y)€Q, t=0
{“(x7yv 0) = uo(z,y), (x,y) € Q (4.1)

The semidiscrete DG method with upwind fluxes is described as follows: We seek an approximate solution
up, € V3, such that for all admissible test functions v € Vj, and K ;:

/ (Uh)t’U dx dil/ = HZ,] (uha ’U), (42)
Ki
where
Hog(unso) = [ flun)os + guno, dody
K
Y1 B .
- / ’ fun) (xi+%>y) v (fi_,_%ay) — flun) (mz;%ay) v (x:r_%ay) dy
Z/j,%
(El+% B B ~ +
[ ) () o ()~ ()0 (o) an o
T
where

o s ) = (o 2 .0) o (5 0)) - 900 (231) =3 o () o 50,

are upwind monotone numerical fluxes that depend on the two values of the function u; at the element interface
point. For more details, see, for example, [12].

4.1. A priori error estimates

Let us state the a priori error estimate for the two-dimensional nonlinear equations. Here we assume that
f'(u) and ¢'(u) do not change sign. Without loss of generality, we assume f/(u) > 0 and ¢’(u) > 0. In this case,
all upwind monotone fluxes become f(u~,u") = f(u~) and g(u~,u") = g(u~). To deal with the nonlinearity
of the flux f(u) and g(u), we could adopt the a priori assumption that, for e = u — wuy,

llefloo < A, (4.4)

which holds for h small enough. We will justify this assumption for piecewise polynomials of degree k > 1. This
assumption is frequently used in the DG error analysis for nonlinear problems; see, e.g. [1,11].
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Theorem 4.1. Let u(-,t) € H*2 be the solution of (4.1) with the flux function f(u) and g(u) sufficiently
smooth such that |f0™ (u)] < 1, |g™) (w)|<1 (m = 1,2) and |(In(f'(©))):| <1, |(In(g' (w)))¢|<1. Suppose uy, is the
numerical solution of the DG scheme (4.2) using uniform meshes satisfying the error assumption (4.4). If the
initial discretization satisfies (2.5) then

I(w — wn)(-, T)|| < CR*HY, (4.5)

where k = 2,3, and the constant C depends on the exact solution u, the polynomial degree k, the final time T,
and the mazimum of |f™], g™ | (m = 1,2) and |(In(f"(w)))¢|, |(In(g’(w)))s| but is independent of h and the
approrimate solution up,.

Remark 4.2. We remark that the bounds we take for |f(™)| and |g("™| are over [m — h, M +h], m and M are
the minimum and maximum of the initial condition ug(z,y) respectively.

4.2. Proof of the error estimates

As before, we have the error equation,

/K (u—up)wdedy =H,; ;(u,v) — H; j(un,v). (4.6)

(2%

We now define the projection Pu into V3. We denote w; j = u(z;,y;,t), then, for the element K ;

Pu

Ky, = Pf (a9 (iady, (4.7)

Now, we take the test function v = u; — Pu in the error equation (4.6) and denote n = u — Pu. Then the error
e = n — v. To deal with the nonlinearity of the flux functions f, g, we used the Taylor expansion for f(u) and

g(u),

£

) = Flun) + 7)ot~ ) — 2 ),

=1
9(u) = glun) + g/ (w)(u = un) = % (u— ), (4.8)
where f = f"(61u+ (1 — 01)uy) and g’ = g"(Oou + (1 — O2)uy) with 0 < 61,6, < 1. Then, we have
Hi j(u,v) — Hi j(un,v) = Bi j(e,m;v) — By j(e,v;v), (4.9)

where

B; j(e,m;v) = /
K

By the assumption (4.4) and ||f'(v) — f'(u;;)|| = O(h), |¢'(w) — ¢'(w; ;)| = O(h), we have

Bij(e;mv) < Ch**2|ulliy k., + 1018 k., — Big (.03 £ (uig). 9 (ui )
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2k+2 2 2
< CP ulligo e, + 0116,k 5 (4.11)

where for the last inequality we have used the same argument as that for the variable coefficient case (3.22).
For B; ;(e,v;v), we have the following estimate

Vil B 2 B 1 2
=B, j(e,v;v) < C||v\|37Ki)j = (i) /y : 3V (xH%,y) —v (%,%ay) v (:c;t%,y) + 3V (z;t%,y) dy

-}
T, 1 2 2
/ . it3 1 — — + ]- _
o ([ o) ooy ) ot )+ oo )
T

Summing over i, 7 and using the periodic boundary condition,

(aig) [k [
> Buslecvs) < Ol = S L0 [T (e - (o7 ,0))
47 o y;

) i—3
/ .. T, 1 2
,ZM/ " (U(x,y,_l)—v<x,yf 1)) dx
— 2 " I—3 =3
.7 i-1
< Clvl?, (4.12)

where we have used the inverse inequality (2.20) and the fact |f'(w; ;) — f/(wi—1,;)] = O(h) and |¢'(u; ;) —
g'(u;j—1)] = O(h). For the estimation of ||n||, we denote a = f’(u; ;) and b = ¢'(u; ;) and take time derivative
on the both sides of (2.13) to obtain

Pu((PYu)y, v3a,0).5 + Pr(PoPu, w5 a0, by)i j = P (g, v5a,b)i 5 + Po(u, v; a0, b )i g

= IDVh(PZ’but,U; a,b);;+ rﬁh(u,v; ag, be)ij (4.13)
then
Pu(PPPu — (P9Pu)s, 030, b); 5 = Pu(PePu — u, v; a0, by)i - (4.14)
From the proof of Lemma 3.3, there holds
1P e — (B el < 1P — ul] < 1FH (4.15)
if [%¢] <1 and \%ﬂ < 1. Thus
el < llue = Py el + [P ur — (B o]l S BEHE (4.16)
Combining (4.6), (4.11), (4.12) and (4.16), we obtain
1d 2 2 2k+2),, 1|2
YT A dzdy < Cllo[|* + Ch™ 7 |lullit2,0- (4.17)
Q

An application of Gronwall’s inequality together with the fact that ||v(-,0)|| < Ch**! give us,
flv(-,t)]| < ChFTL. (4.18)

This, together with the approximation results (3.9), implies the desired error estimate (4.5).
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Remark 4.3. Let us justify the a priori assumption (4.4) for k£ > 1. Actually, we note that we only need to
justify that .
IPu(t) — up(t)|| < h2 (4.19)

holds for ¢t € [0, T1]. If (4.19) holds for ¢ € [0, T], then
[u(t) = un()lloo < [Jut) = Pu(t)lloo + [[Pult) — un(t)oo
< Jlut) = Pu()loc + CLh™|Pu(t) — un(t)]|
< [lu(t) = Pu(t)l| + Crh?

<h, (4.20)

when h is small enough and &k > 1. Therefore, the assumption (4.4) holds for ¢ € [0, T]. In the derivation above,
(' is the constant in the third inequality in (2.20) and C; is the constant for the estimate of ||u(t) — Pu(t)|| o,
which is obtained as follows

[u(®) = Pu(®)[loo < [lult) = Tnu(®)]lec + [IP(u(t) = Inu(t))l
< () — Tnu®lloe + Cllut) — Tu(®)lloo  from (3.5)
< (1+C)Csh* (4.21)

where Iu is the interpolation of u and Cjs is the constant for the interpolation error. Next we justify (4.19).
First, (4.19) is satisfied at ¢ = 0 since uy(0) = Pruy,

IPw(0) — up(0)]| = ||[Pug — Phuo| < CRF < b3 (4.22)

when k > 1 and h is small enough. Define t* = sup{s < T : |[Pu(t) — un(t)|| < h? for all ¢ € [0, 5]}, then we
have ||[Pu(t*) — up(t*)|| = h2 by continuity if * < T’ Clearly, (4.18) holds for t = ¢*. Since k > 1, when h is
small enough we have ChF*+! < %h%, where C' is the constant in (4.18) determined by the time t*. Therefore,
[Pu(t*) — up(t*)|| < ChEFL < %hg which is a contraction. Thus we have t* = T, and the a priori assumption
(4.4) is justified.

Remark 4.4. We should remark that the restriction, k > 1, for the nonlinear case is artificial due to the
technique in the proof. In our numerical Example 5.3, we observe optimal convergence also for k = 0 and 1.

5. NUMERICAL EXAMPLES

In this section, we present some numerical examples to verify our theoretical findings. In our numerical
experiments, we presents the F7, Fs, and F., errors, respectively. They are defined by

E, = /Q (v —up)(z,y, T)|dx dy, (5.1)
E, = (/Q [(u — uh)(x,y,T)Qdmdy> ’ , (5.2)
Eoo = max|(u —un)(z,y, T)|- (5-3)

In our all experiments, we used the DG scheme (2.2) using P* polynomials with & = 0, 1,2, 3 respectively. The
computational domain, [0, 27] % [0, 27], is equally divided into N x N rectangles with N = 10, 20, 40, 80, 160 in our
experiments. To reduce the time discretization error, the seventh-order strong stability-preserving Runge-Kutta

method [9] with the time step At = 0.05h, h = 27 is used.
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TABLE 1. The errors and corresponding convergence rates for the cases k = 0,1, 2, 3.

N x N Fq Rate FE»s Rate Fo Rate
k=0 10x10 5.63E4+00 - 2.09E4+00 - 9.88E-01 —
20 x 20 4.95E4+00 0.19 1.83E+00 0.19 8.76E-01 0.17
40 x 40 3.61E400 0.46 1.34E4+00 0.46 6.35E-01 0.46
80 x 80 2.24E400 0.69 8.29E-01 0.69  3.94E-01 0.69
160 x 160 1.26E4+00 0.83  4.65E-01 0.83 2.21E-01 0.84
320 x 320 6.67E-01 0.91 2.47E-01 0.91 1.17E-01 0.92
k=1 10x10 8.28E-01 - 3.14E-01 - 1.67E-01 -
20 x 20 1.28E-01 2.70  4.94E-02 2.67 2.87TE-02 2.54
40 x 40 2.07E-02 2.63 8.51E-03 2.54  5.80E-03 2.30
80 x 80 3.94E-03 2.39 1.83E-03 2.22 1.79E-03 1.69
160 x 160  9.51E-04 2.05 4.41E-04 2.05 4.91E-04 1.87
320 x 320 2.34E-04 2.02 1.10E-04 2.00 1.28E-04 1.94
k=2 10x10 3.18E-02 - 1.31E-02 - 1.33E-02 —
20 x 20 3.48E-03 3.19 1.57E-03 3.06 1.77E-03 2.91
40 x 40 4.28E-04 3.02 1.96E-04 3.00 2.22E-04 2.99
80 x 80 5.34E-05 3.00 2.45E-05 3.00 2.78E-05 3.00
160 x 160  6.67E-06 3.00 3.07E-06 3.00 3.48E-06 3.00
320 x 320 8.34E-07 3.00 3.83E-07 3.00 4.35E-07 3.00
k=3 10x10 1.52E-02 - 3.67E-03 - 3.38E-03 -
20 x 20 9.66E-04 3.98  2.33E-04 3.98 2.23E-04 3.92
40 x 40 6.06E-05 3.99 1.46E-05 3.99 1.40E-05 3.99
80 x 80 3.79E-06 4.00  9.15E-07 4.00 8.78E-07 4.00
160 x 160  2.37E-07 4.00 5.72E-08 4.00 5.49E-08 4.00
320 x 320 1.48E-08 4.00 3.58E-09 4.00 3.43E-09 4.00

Notes. T' = 27 for Example 5.1.
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Example 5.1. We firstly consider a linear constant coefficient equation with periodic boundary condition:

Up + Uy + uy =0,

u(z,y,0) = sin(z +y),
u(0,y,t) = u(2m,y,1),

The exact solution to this problem is

u(z,y,t) = sin(x + y — 2t).

(z,y,t) € [0,27] x [0, 27] x (0, 27)

u(x,0,t) = u(zx, 2m, ).

(5.4)

(5.5)

Table 1 shows that the order of convergence of the error achieves the expected (k + 1)th order of accuracy.

Example 5.2. Next, we consider the linear variable coefficients equation with periodic boundary condition:

u + (a(z,y)u) + (b(z, y)u)y = f,
u(z,y,0) =sin(z + y),
w(0,y,1) = u(2m,y,1),

(z,y,t) € [0,27] x [0,27] x (0, 2n)

u(z,0,t) = u(z, 27, ).

(5.6)

where a(x,y) = sin(z + ), b(x,y) = cos(z +y) and f = cos(x +y —t) —2cos(z +y — 2t) +sin(2(z + y — 1)).

The exact solution to this problem is

u(z,y,t) = sin(x +y — 2t).

(5.7)
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TABLE 2. The errors and corresponding convergence rates in cases k =0, 1,2, 3.

N x N Fq Rate FE»s Rate Fo Rate

k=0 10x10 1.43E4+01 -~ 2.25E+00 8.22E-01 -
20 x 20 7.67E+00 090 1.23E+00 0.87 5.13E-01 0.68
40 x 40 3.98E4+00 0.95 6.44E-01 0.93 2.84E-01 0.85
80 x 80 2.03E+00 0.97 3.31E-01 0.96 1.51E-01 0.92
160 x 160 1.03E400 0.98  1.68E-01 0.98  7.93E-02 0.93
320 x 320  5.16E-01 0.99  8.46E-02 0.99 4.14E-02 0.94
k=1 10x10 1.97E400 - 3.41E-01 - 2.00E-01
20 x 20 4.92E-01 2.00  8.69E-02 1.97  5.04E-02 1.99
40 x 40 1.20E-01 2.04  2.18E-02 2.00 1.34E-02 1.91
80 x 80 2.95E-02 2.02  5.44E-03 2.00 3.37E-03 1.99
160 x 160  7.34E-03 2.01  1.36E-03 2.00 8.36E-04 2.01
320 x 320  1.84E-03 2.00  3.42E-04 2.00  2.08E-04 2.01
k=2 10x10 2.34E-01 - 4.13E-02 - 2.60E-02 -~
20 x 20 2.60E-02 3.17  4.93E-03 3.07  3.59E-03 2.86
40 x 40 3.12E-03 3.06 6.06E-04  3.03 4.43E-04 3.02
80 x 80 3.81E-04 3.03  7.51E-05 3.01  5.52E-05 3.00
160 x 160  4.73E-05 3.01  9.37E-06 3.00 7.06E-06 2.97
320 x 320  5.90E-06 3.00 1.17E-06 3.00 9.07E-07 2.96
k=3 10x10 2.08E-02 - 3.91E-03 - 3.39E-03 —
20 x 20 1.12E-03  4.22 2.34E-04 4.06 2.32E-04 3.87
40 x 40 6.57E-05 4.09  1.44E-05 4.02  1.44E-05 4.00
80 x 80 4.06E-06  4.02 8.99E-07  4.00 9.02E-07 4.00
160 x 160 2.53E-07  4.01  5.62E-08 4.00 5.57E-08 4.02
320 x 320 1.58E-08  4.00  3.51E-09 4.00 3.45E-09 4.01

Notes. T' = 27 for Example 5.2.

The results in Table 2 show that the order of convergence of the error, ||u — up||[12(q), achieves the expected
(k 4+ 1)th order of accuracy. We note that the coefficients a(z,y) and b(z,y) do change signs in this example,
thus this example is not covered by our analysis. This indicates that probably the restriction in our analysis is
artificial and due to the technique in our proof.

Example 5.3. Finally, we consider the following nonlinear equation with periodic boundary condition:
ug + (u)z + (exp(u)y = f,  (x,y,t) € [0,27] x [0,27] x (0,27)
u(z,y,0) = sin(z + y), (5.8)
u(07y7t) = u(27r7 y7t)7 u(‘r707 t) = ,U/(:I;, 27(-7 t)'
where f = cos(2t —z — y) (=2 + exp(—sin(2t — z — y)) + 3sin(2t — z — y)?).
The exact solution to this problem is
u(z,y,t) = sin(r + y — 2t). (5.9)

The results in Table 3 also show the expected optimal order of convergence.
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TABLE 3. The errors and corresponding convergence rates in cases k = 0, 1,2, 3.

N x N Fq Rate FE»s Rate Fo Rate

k=0 10x10 1.30E+01 - 2.41E+00 8.59E-01 —
20 x 20 7.22E400 0.85 1.42E+00 0.77 6.18E-01 0.48
40 x 40 3.79E4+00 0.93  7.99E-01 0.83 4.30E-01 0.52
80 x 80 1.96E4-00 0.95 4.43E-01 0.85  2.78E-01 0.63
160 x 160 1.02E4-00 0.95 2.45E-01 0.86 1.76E-01 0.66
320 x 320  5.33E-01 0.93  1.34E-01 0.86 1.10E-01 0.68
k=1 10x10 2.84E+00 - 4.54E-01 - 2.16E-01 -
20 x 20 6.14E-01 2.21  1.02E-01 2.16  5.28E-02 2.03
40 x 40 1.35E-01 2.18  2.34E-02 212 1.32E-02 2.00
80 x 80 3.14E-02 2.11  5.62E-03 2.06  3.30E-03 2.00
160 x 160  7.52E-03 2.06  1.38E-03 2.02 8.2TE-04 2.00
320 x 320  1.84E-03 2.03  3.44E-04 2.01 2.07E-04 2.00
k=2 10x10 2.34E-01 - 4.56E-02 - 3.70E-02 -
20 x 20 2.78E-02 3.08  5.72E-03 3.00 5.18E-03 2.84
40 x 40 3.39E-03 3.03  7.04E-04 3.02 6.24E-04 3.05
80 x 80 4.19E-04 3.02  8.69E-05 3.02  7.58E-05 3.04
160 x 160  5.21E-05 3.01  1.08E-05 3.01  9.17E-06 3.05
320 x 320  6.51E-06 3.00 1.34E-06 3.01  1.12E-06 3.04
k=3 10x10 1.75E-02 - 4.15E-03 - 3.91E-03 -
20 x 20 1.06E-03 4.04  2.43E-04 4.09 2.29E-04 4.10
40 x 40 6.48E-05 4.04  1.49E-05 4.03 1.41E-05 4.02
80 x 80 4.01E-06 4.01  9.23E-07 4.01  8.79E-07 4.01
160 x 160  2.50E-07  4.01  5.76E-08 4.00  5.49E-08 4.00
320 x 320  1.56E-08 4.00  3.60E-09 4.00 3.43E-09 4.00

Notes. T' =1 for Example 5.3.

6. CONCLUDING REMARKS

In this paper, optimal L? error estimates to DG methods applied to 2D hyperbolic equations are proved.
Our analysis is carried out for both linear and nonlinear cases for uniform Cartesian meshes and piecewise
P* polynomial spaces. The result is valid for arbitrary polynomial degree k& > 0 for linear constant coefficient
equations. For variable coefficients and nonlinear equations, it holds true for polynomial degree kK = 0,1,2,3
and k = 2,3, respectively, under the condition that f’'(u), ¢’(u) do not change sign. The main ingredients in the
proof are the construction and analysis of a special projection. The numerical examples also verify the results of
our theoretical analysis. Extension of this work to nonuniform meshes and to arbitrary polynomial degree k for
the variable coefficient and nonlinear equations is interesting and challenging, and constitutes our future work.

APPENDIX A. PROOF OF A FEW TECHNICAL LEMMAS AND PROPOSITIONS

In this appendix, we collect the proof of some of the technical lemmas and propositions in the error estimates.

A.1. Proof of Lemma 2.4

Proof. Note that the procedure to find P*w € P¥([—1,1]?) is to solve a linear system, so the existence and
uniqueness are equivalent. Thus, we only prove the uniqueness of the projection P*. We set w;(z) = P*w(x)
with w(z) = 0, and would like to prove wy(z) = 0. By the definition of the projection P*, we have



722 Y. LIU ET AL.

Ph(U)],’U a,b) / / wrvg dxdy—i—/ bwr(z,1)(v(x,1) —v(x,—1)) da

4 / awr(Ly) (L) ~ (1) dy =0, W € P11, (A1)
and Lo
[1 [le(x,y)dxdyzo. (A.2)
Specially, we set v = w; € P¥([-1,1]?) to get
ﬁh(&)[,&)];@,b) = g/_l(wj(x, 1) —wr(z,—1))% dz + g/_l(wj(l,y) —wi(=1,y))* dy = 0. (A.3)
Thus
wr(z,1) =wr(z,—1), Vze[-1,1]; (A.4)
CU](LQ) = WI(_lﬁy)a Vy € [_17 1]' (A5)

Then, we set v = (wr)s € P¥([~1,1]?) and use (A.4) and (A.5) to obtain

/ / wr) da:dy—O (A.6)

(wr)p = a(wr)g + b(wr)y = 0. (A7)

This, together with (A.4), (A.5) and § # (0,1) or (1,0), implies wy(x,y) = C. Finally, (2.13a) implies w; = 0.
We have now finished the proof of uniqueness.
We now move to the proof of the second part (2.18). We denote

Therefore, we have:

Prw(z,y) = wr(z,y) z:azvZ x,y). (A.8)

where M = W is the number of the basis functions of P¥([-1,1]?), {vi,ve,...,vn} =
{1,z,y,..., Myt ,yk}, then we set the test function v = v;,2 <7 < M. Thus:

E(wuvi;%b)zzaizal, 2<i< M, (A.9)
=1

11 M
/ / wr(z,y)dady = Zallal. (A.10)
-1J-1 =1

It is easy to prove |P,(w,vi;a,b)| < Cllw|lo, and the coefficients ozzl, 1<i< M,1<1< M are independent
of w. We denote ¢ = (a1, as,...,an)T", Ay = ay, and by = f f w(z,y)dzdy, b = Py(w;v),l =2,..., M,
= (b1, ba,...,bar)T. We can solve the following linear system:

AC =~ (A.11)

to get ( = A~!y. Since each component of v is bounded by ||w||s and each component of A is dependent
on the constants a, b, k, each component of ¢ is bounded by ||w|o, i-€. |ai] < [|W|loo, ¢ = 1,2,..., M. Thus
|IPrwlloo < C|lw|loo, where C' is dependent on a, b, k. O
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A.2. Proof of Lemma 2.6

Proof. We just need to prove "™ =lyt —u; o (z,y) = (& — he)"™ 7yt — w1 j)(x — ha,y),V(z,y) € K ;. We
set ¥(x,y) = aFF1-lyl — (2 — hy )k T1=lyl 4 u(;—1,5)(x — hg,y), then we just need to prove u; j(x,y) = v(x,y).

By the uniqueness of the projection ]P’* we just need to check the following equations:

/ O(z,y)dedy = / u(z,y) dz dy, (A.12)
Ki,j Ki,j
E(ﬁ,v;a,b)w = ﬁ;(u,v;a,b)m Yo € Pk(Ki,j). (A.13)

The first equation can be checked as follows
+1
/ ’ (. y) de dy

*5 ity ktl—l,0 | k+1-1,1

U(i—1,5)(T — ha,y) — (. — ha) Y+ y dz dy
% xr
ity i-% Rl l k+1-1 l

ugi—1,5)(,y) — + (z + hy) dzdy

T

B 1Lyl Yitg [ 1Lyl
U1, (,9) - doay+ [ [ da dy
y z, 1

Yl [T
_ it3 / i+ 5 k+1 ! ldxdy
- b

where we have used the definition of projection P* in (2.13a). The second equation can be checked as follows
]th(f)av;aab)i,j = E(U(i 1) (@, y) —u(z,y),v(x + he,y);a,b)im1; + lgjh( Rl v a,b);
= Ph( k1= lyl v;a,b)m- Yv € Pk(KZ',j),

where we have used the fact v(x + hy,y) € P¥(K;_1 ;). Therefore the uniqueness of the projection P* implies
that u; ;(z,y) = 0(z, y). O

A.3. Proof of Proposition 2.7

Proof. We just prove one case Ei,j (]P’*q,v;a, b) = Bm(u,v;a, b), where u = 2**t17ly! as the other cases follow
the same lines. We use Lemma 2.6 to B, ;(P*u, v;a,b):

Bivj (IP)*U/7 v;a, b) = _(P*U,, Uﬁ)Ki,j

- B, (P*u —u,v;a,b),; ; + B j (u,v;a,b)
= B, j(u,v;a,b) Vv e PF(K, ;).
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A.4. Proof of Lemma 3.3

Proof. Without loss of generality, we assume a, b > 0. Firstly, we denote {¢;(z, y)}llg1 as the standard orthogonal

basis functions on [—1,1]%, which are defined as follows for P3,

vi (—3y + 5y°) .

4

p1(z,y) = % pa(w,y) = ?x; p3(w,y) = ?y; pa(w,y) = %xy;
os5(x,y) = ?(3172 —1); e(z,y) = ?(392 —1); pr(z,y) = ?(*3@“ + 52°);
es(,y) = \{Tﬁ( 1+32%)y;  wo(z,y) = @(—1 +3yH)z; prol(z,y) =

Since }P’Z’bw € Pk, we have the following representation,

(k1) (k+2)
2

Prlw=" Y aipi(x,y).

i=1

(A.14)

It is easy to see that we just need to verify the coefficients are uniformly bounded by ||w|/~ with a constant

which does not depend on a,b. Next, we give the coefficients for £ = 0,1, 2, 3.

For k =0,
1ot
= 5/ / w(z,y) dx dy. (A.15)
—1J-1
For k=1,
Jh L w(ey) dedy [ VBw(l,y)dy — 3VB [ 1 w(z,y) dydz
Q] = 2 ; Qg = 3 5
1
V3w(z,1)dz — ,\f (z,y)d da:
az = Joi V3 3 3 Lyt dy (A.16)
For k = 2,
f f dxdy \/gf_ll f_ll rw(z,y) dy dx
a1 = Qg = )
2 2
. VB[ [ yw(ay) dyde
3= )
2
f 3ayw(l,y dy—|—f 3bzw(x x—*f f (bx + ay)w(z,y) dy dz
= 3( +b) ’
2\ff V3w(l,y)dy — 3<f f xydydx—i—?)f flxwacy)dydx)
Q5 = 6\/5 ;
fo V3w(z,1)dz — 3 (f f xydydx+3f flywxy)dydx)
ag = . (Al?)
6v5
Since —¢3 <1 and 23 <1, ay is uniformly bounded by [|w||so-
For k =3,
f f dxdy o \/gf_ll f_ll zw(z,y)dydz

o= 2 2= 2
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VB[ L ye(,y) dyda

a3 = 5
1 2 [ o 1 2
= 36a°b 1,y)dy — 30ab —-1+3 1,y)d
“ (5a3+3a2b+3ab2+5b3)( ¢ /_ yo(l,y) dy = 30a /_1( 37wl y)dy
1
+ 36ab2/ rw(x,1) dx—30a2b —1+32°) w(z,1)dz
— 18ab/ / (b + ay)w(z,y) dy dz + 154> / / 1—|—3J:2) + 6azy) w(z,y) dy dz

+ 1562 / / (Gbxy +a (—1 + 3y2)) w(z,y)dy dz) ;

as = 84{( 42/ / 2.y dydx+63/ / —1+ 52?) (x,y)dydx);
ag = m (—42/1/1w(x,y)dydx+63/1/1 (—1+5y2)w(x,y)dydx>;

ay = I \ﬁ“‘;(l’y) dy _ 4\3ﬁ (2 /11 /11 aw(z,y) dy dz + /1 /1 (-1 +52%) w(z,y) dydx) ;

1 1
= 12 1,9y)dy — 10V/15a%b —1 2 w(l. ) d
e 12(5a3+3a2b+3ab2+5b3)( \ﬁ“/ ye(l,y) dy = 10v15a / (—1+3y*) w(l,y) dy

-1

1

1
+ 2V/15b (3a’ +3ab+5b2)/ (-1 4 327%) w(z, 1)dx+f<12a2b/ zw(z, 1) dw
1
—Ga// (bx + ay)w xy)dydm—(?)a —&—3ab—|—5b2 // 1+3x)+6a:vy)w(:v,y)dydx

+ E)ab/_l/_1 (6bmy+a(—1+3y2))w(x,y)dydx)>;

1 1 1
= 12v/15ab? 1,y)dy — 10 b2/ —1 4+ 322 1)d
ao 12(5a3+3a2b+3ab2+5b3)( @ /_19”( ,y) dy — 10a _1( +32%) w(x, 1) dz

1 1
+ 2V15a (5a* + 3ab + 3b°) / (=1+3y*) w(l,y)dy + V15 (121)3 / zw(x,1)dx
-1

-1

1 1
— 6b2/ / (bx + ay)w(z,y) dydx+5ab/ / (b (—1+3z2) +6axy) w(x,y)dydz
—1J-1 —-1J-1
11
— (5a? +3ab+362)/ / (6bxy + a (—1 4 3y°)) w(z,y) dydx)) ;
-1J-1

Qi = f \ﬁw?x Dd 4\3ﬁ (2/11 /11 yw(z,y) dydx+/11 /11 (=1 +5¢°) w(z,y) dydx). (A.18)

We just need to check ay, ag, a9 which are homogeneous rational functions of a,b > 0. Thus by the Young
inequality,

alth~t < éak +(1— é)b’“, 0<1<k, (A.19)

these coefficients are uniformly bounded by ||w||ec- O
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A.5. Proof of Proposition 3.5

Proof. We consider the projection on the reference cell [—1,1]%. From the proof of Lemma 3.3, we can see that
the coefficients are the homogeneous rational functions of a, b > 0 and the denominators of the rational functions
are positive. By the Young inequality (A.19), we can prove

max(a, b)a—o(; <C, ‘max(a, b)a—oli <C, (A.20)
where C' is constant which depends on ||w||eo. Thus, we have
leg?é(al, by) (PSP w — IP’Z2’b2w)H = leg?é(al, by) (PSP (w — Tw) — P22 (0 — Iw))H
< Chl|lw — w0, (A.21)
where Iw € P¥ is the interpolation approximation of w. We finished the proof by the scaling argument. O
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