ESAIM: M2AN 53 (2019) 1871-1891 ESAIM: Mathematical Modelling and Numerical Analysis
https://doi.org/10.1051 /m2an/2019023 WWW.esalm-m2an.org

FINITE ELEMENT METHOD WITH LOCAL DAMAGE OF THE MESH"*

MicHEL DUPREzY*, VANESSA LLERAS? AND ALEXEI LOZINSKI?

Abstract. We consider the finite element method on locally damaged meshes allowing for some dis-
torted cells which are isolated from one another. In the case of the Poisson equation and piecewise linear
Lagrange finite elements, we show that the usual a priori error estimates remain valid on such meshes.
We also propose an alternative finite element scheme which is optimally convergent and, moreover, well
conditioned, i.e. the conditioning number of the associated finite element matrix is of the same order
as that of a standard finite element method on a regular mesh of comparable size.
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1. INTRODUCTION

We are interested in the finite element method on meshes containing some isolated degenerate cells. The
meshes of this type can be encountered in bio-mechanical applications, where the objects with very complicated
geometry (as a human face) should be meshed, and the mesh generators or mesh morphing techniques are not
always able to satisfy the usual regularity constraints (see e.g. [8], p. 3). Our work is a preliminary study in
which we propose a suitable finite element approximation in such situations without requiring to reconstruct a
high quality mesh everywhere. We restrict ourselves to the simplest model: the Poisson equation with Dirichlet
boundary conditions

—Au=f in Q,
{ u=0 on 09, (1.1)

where ) is a bounded polygonal (resp. polyhedral) domain in R™, n = 2 (resp. n = 3), 9 is its boundary, and
f € L%*(Q) is a given function. We only consider the standard piecewise linear continuous finite elements on
a simplicial mesh without hanging nodes. The formal (quite usual) definitions of the exact and approximated
solutions to (1.1) in the appropriate functional spaces are given in the beginning of Section 2.

The first goal of the present work is to highlight that we can recover the optimal convergence of the finite
element method even if the mesh contains several isolated almost degenerate simplexes. More precisely, we
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shall assume that the majority of the simplexes in the mesh are regular in the usual Ciarlet sense [11] but
there are some distorted simplexes that are typically adjacent to regular mesh cells and well separated from
one another by layers of regular cells. The formal assumptions will be given in the beginning of Section 2. To
prove the optimal convergence of the standard finite element method, we shall construct a modification of the
nodal interpolation operator replacing the standard interpolating polynomial on a degenerate cell by another
one obtained by averaging the interpolated function on a patch of cells surrounding the degenerate one.

Although the standard finite element method turns out optimally convergent on the locally damaged meshes,
as outlined above, it can suffer from bad conditioning of the stiffness matrix. Indeed, the gradient operator
can have an arbitrary large norm on the space of piecewise polynomial functions on a mesh containing very
elongated cells even if all the cells are of approximately the same diameter h. In the present paper, we inspire
ourselves by [9,10,13] to propose an alternative finite element discretization in which we avoid excessively high
gradient jumps either by redefining the approximation on bad elements by an extension of the polynomial on
a good adjacent element, or by an interior penalty stabilization. We are able to prove that such a scheme is
optimally convergent and well conditioned, i.e. its conditioning is of the same order as that of a standard finite
element method on a usual regular mesh of comparable size, provided the number of degenerate cells remains
uniformly bounded.

The present article is a contribution to the already rich literature studying the influence of the mesh cell
geometry on the convergence of finite element approximations. The optimal H!-convergence has been proved
in [22] for second order elliptic equation and in [21] for linear elasticity equations under the minimum angle
condition in 2D: there exists o € (0, 7) such that for each considered mesh 7; and any mesh cell K € 7y,

0 < ag < ag, (12)

where aj is the minimum angle of K. In [5, 6], this condition was generalized to the higher dimensions. If we
denote by hg the diameter of K and px the diameter of the largest ball contained in K, then (1.2) is equivalent
to already mentioned Ciarlet condition [11]: there exists ¢y such that for each considered mesh 7, and any mesh
cell K € 7,

hK/pK < Cop- (13)

The conditions above were further relaxed in several ways. Three groups (see [3,4,14]) have proposed inde-
pendently in 1976 a weaker assumption called the mazimum angle condition: there exists 5y € (0, 7) such that
for each considered mesh 7; and any mesh cell K € 7y,

Br < Po <, (1.4)

where Ok is the maximum angle of K. The first condition (1.2) implies the second (1.4). The second condition
was generalized for higher dimensions in [15,18].

Furthermore, it is shown in [12] that even the maximum angle condition may be not necessary. More precisely,
if a degenerate triangulation is included in a non-degenerate one, then optimal convergence rates hold true. The
convergence on appropriate anisotropic meshes is studied in [2]. A sufficient condition for convergence (not
necessarily of optimal order) was derived in [16] under the name of the circumradius condition: maxyx Rx — 0
as h — 0 where Rk is the circumradius of the mesh cell K. Both the maximum angle and circumradius
conditions for O(h%) convergence are generalized in [17]. It is proved that the triangulations can contain many
elements violating these conditions as long as they are isolated in a certain sense. However, one cannot hope
for an optimal convergence on completely arbitrary meshes: an example of a heavily distorted mesh family
stemming from [3] has been recently analyzed in [20] showing rigorously that the finite element method may
fail to converge at all. The present paper propose yet another choice of assumptions on the mesh in the spirit
of, but different from [12] and [17], guaranteeing the optimal convergence.

The rest of the paper is organized as follows: in Section 2, we prove that one can allow degenerate cells, which
violate condition (1.2) or (1.4), if they are isolated in some sense. We shall establish in Section 2.1 the optimal
L?- and H'-convergence of the standard finite elements method on such meshes. We also recall, in Section 2.2,
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the well known fact that the presence of degenerate cells may induce a large conditioning number of the stiffness
matrix. We then propose in Section 3 a modified finite element method that preserves the optimal convergence
while ensuring a good conditioning. We conclude with some numerical illustrations in Section 4.

2. APPROXIMATION BY LINEAR FINITE ELEMENTS UNDER LOCAL MESH DAMAGE
ASSUMPTION

Let us first recall the notions of the weak and approximated solutions to system (1.1). We call a weak solution
in V := H}(Q) to system (1.1) a function u € V such that

a(u,v) =1(v) for all v €V, (2.1)

where the bilinear form a and the linear form [ are defined for all u,v € V' by

a(u,v) ::/QVU-Vvdm and [(v) ::/vadx.

It is well known that system (1.1) admits a unique weak solution thanks to Lax-Milgram lemma.

Consider now a simplicial mesh 7;, on € without hanging nodes. This means that Q = Uge7, K with each
mesh cell K € 7, being a simplex (triangle in 2D, tetrahedron in 3D) and every two mesh cells Ky, Ky € Ty,
being either disjoint or sharing a vertex, an edge, or a face (in 3D). We recall that px denotes the diameter of
the largest ball contained in a mesh cell K. Moreover, h,, will denote the diameter of any bounded domain w
and we set h = maxge7, hix. As mentioned in the Introduction, we will assume that the cells of mesh 7;, satisfy
Ciarlet condition (1.3) up to some isolated cells.

Assumption 2.1. We suppose that there exist M € N and cg,c1,ca,c3 > 0 such that the following holds for
each considered mesh Ty, :
The mesh contains I degenerate cells K{%,... K (I > 0) wiolating Ciarlet Condition (1.3), i.e. for
ie{l,...,I}
K{*® € Tp, and h yacs | pyeacs > co.

There exist patches P; for j € {1,...,J}, i.e. some unions of mesh cells, star-shaped with respect to a ball of
diameter pp; such that
hp,;/pp, < c1 and hp; < cah.

We denote by 73j D P; the larger patch composed of mesh cells sharing at least a vertex with P;. Then

— The patches 75]- are mutually disjoint, i.e. 75]- and Py, have no common cells forj #k.
— The number of cells in each P;\P; is bounded by a constant M.

The intersection of boundaries OP; and 0N is either empty, or reduced to a point, or to a line segment of length
> c3hp;, or (in 3D) to a polygon containing a circle of radius > c3hp;.

We assume that each degenerate cell K?Cg is included in a patch P; (a patch P; can contain several degenerate
cells). As a consequence, all the cells outside of the patches {Pj}j:17.,,,J are non-degenerate.

Notational warning. In what follows, the letter C' will stand for constants which depend only on the generalized
mesh regularity in the sense of Assumption 2.1 (unless stated otherwise). This means that C' can depend on cy,
1, o2, c3, and M, but otherwise independent from the choice of mesh 7;. As usual, the value of C' can change
from one line to another.

An example of patches P; and 731 is given in Figure 1. We illustrate there a typical situation of a degenerate
triangle K f “ (dotted in red) adjacent to a regular triangle K (dotted in grey). The patch P; is then formed of
these two triangles K ? ° and K. ;‘d. It is obviously star-shaped with respect to a ball (for example, the largest ball
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FIGURE 1. Example of configuration: patch P; (dotted), patch P; (all the cells), non-degenerate
cell K (gray) of the patch P;.

inscribed in K»4). Its chunky parameter hp, /pp, is close to that of surrounding regular triangles. We emphasise
that Assumption 2.1 allows for more general configurations, for example, a patch can contain several degenerate
cells and does not necessarily contain a non-degenerate cell.

We now set the finite element space on mesh 7; and the finite element approximation to system (1.1). Let

Vi, = {Uh eVv: Vh|K EI['Dl(K) VK € %}a

where P (K) is the space of polynomials of degree <1 on cell K. Consider the following finite element approxi-
mation to system (2.1): find uy, € V}, such that:

a(up,vp) = l(vp) for all vy, € V4. (2.2)

2.1. A priori error estimate

In what follows, |- |; 4 and || - ||;.4 denote the semi-norm and the norm associated to H®(A).

Theorem 2.2. Let u € V and up € V}, be the solutions to systems (2.1) and (2.2), respectively. Then, under
Assumption 2.1,
|u — uh‘l’g < Ch|’u‘2’Q. (2.3)

Moreover, if Q is convez,
lu—unllo. < CR?|ulz,0. (2.4)

The proof of this theorem is completely standard (cf. [7,11]) provided one has constructed an interpolant to Vj,
satisfying the optimal error estimates. We thus go directly to the construction of such an interpolation operator
which we shall call Z;, and properly introduce in Definition 2.6. The necessary properties of this operator will
be established in the Proposition 2.7. We start with some technical lemmas.

Lemma 2.3. Under Assumption 2.1, for any v € H*(Q) N HE(Q) on any patch P; there exists a polynomial
Q% (v) on P; of degree < 1 vanishing on OP; NN such that

v = Q1 (v)[1p, < Chp, vlops 0= Qh@)lepy < Chy P lolap, . (25)

vlap, o= Qu@)lop, < Chi,

Proof. We consider first the case of the patch P; lying completely inside Q. We take then Qi (v) on P; as
the Taylor polynomial Q?v, cf. Definition 4.1.3 from [7], averaged over the ball of diameter pp, mentioned in
Assumption 2.1. The estimates (2.5) for Qi (v) = Qv are thus given by Proposition 4.3.2 and Bramble-Hilbert
Lemma 4.3.8 from [7].
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We now turn to the case when the boundary 9P; intersects 92 in only one point, say . The polynomial Qi (v)
should vanish at z so that we correct Qv by subtracting from it its value at point. We set thus Q% (v) = Q*v—cy,
where ¢, = Q?v(z). Since v(z) = 0, we have by the above mentioned properties of Qv

len] = 1Q%v(2) — v(@)] < Q% — v]lL=(py) < CR*"2lulzp,

which entails

1Qhv = vllo,p, < 1Q%0 = vllop: + lenl[Pil/? < CR?|u]a.p,

and
1Qhv = vl (py) < 1Q%0 = vllzoe(p,) + lenl < CR* ™ 2|v|ap,.

The H'! semi-norm of the error is not affected by the constant cj, so that the announced estimate for
|Qt v — v|1,p, is also valid.

The last case to consider is when 9P; has a non-empty intersection with a side, say I', of 92, which is not
reduced to one point. We introduce the polynomial c;, of degree < 1 that coincides with Q?v on 9P; N T and
does not vary in the directions perpendicular to I' N 9P;. Setting Q% (v) = Q*v — ¢, we see immediately that
Q}L(v) vanishes on I'. Let IIrP; be the projection of P; on I' (or, in the 3D case when the intersection OP; N T'
is reduced to a segment, the projection of P; on the line containing this segment). Thanks to our geometrical
assumptions and the fact that v vanishes on OP; N T,

2—n/2
llenll oo piy = llenll e qurpy) < ClichllLe@pinr) = ClIQ*v — vl L= (ap,ar) < Chyp, 2 [0]3,p,.

Note that the first inequality is valid thanks to the hypothesis on the intersection between P; and I' given
in Assumption 2.1 as proven in Lemma A.1. We can thus prove the desired estimates for ||Q%v — v|o.p, and
|Q},v =l L= (p,) as in the previous case. Finally, by an inverse inequality (proven in this context in Lemma A.2),

c —n
IVerllzepy < 5 llenllzsiopiry < Chy" ol

i

so that

Qv = vlip < 1Q% — v, + [Ven| Lo (py|Pil/? < Chlols,p,.

O

We also recall the usual interpolation error estimates on regular cells for the standard Lagrange interpolation
operator Zj, to the space of piecewise linear functions, cf. [7,11].

Lemma 2.4. Under Assumption 2.1, we have on each mesh cell K € Ty, outside of patches P;

v —Th(v)1,x < Chlvlak, v —Tn(v)llo,x < CRvl2k, v —Th(v)||Lee(r) < CR* " 2J0)a i,

for any v € H*(K).

Remark 2.5. In Assumption 2.1, we can replace the Ciarlet condition by the maximum angle condition (1.4)
on the cells K € 7; outside of patches P;. Indeed, the inequalities of Lemma 2.4 remain valid in this case.

Definition 2.6. For all v € H2(Q) N HL(Q), let Z,(v) be the function in Vj, that coincides with Q% (v) from
Lemma 2.3 on each patch P;, and with the standard Lagrange interpolation Z,v on all the cells K € Ty, out of
the extended patches P;, i.e. Zp(v)(z) = v(x) at all the mesh nodes x € Q\ Ujeqs,... P
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Note that Zp, (v) is uniquely defined also on the mesh cells from P; \ Pi, i =1,...,I although they are not
explicitly mentioned above. Indeed, all the vertices of such cells are shared either with a patch P; or with a
regular cell from Q\ Ujeqy,... 13 Pi. Since the values of Zj,(v) are given at all these nodes by the definition above,
the piecewise linear function Z, (v) is well defined everywhere.

We now prove the global interpolation estimates for the interpolation operator fh.

Proposition 2.7. Under Assumption 2.1, we have for all v € H?*(2) U H}(Q)

v —Zu(0) 10 < Chlvlg, v = Zu(®)og < Ch[o]20.

Proof. The contributions to the interpolation errors on the patches P; and on the mesh cells outside the patches
P; (where the interpolators 7, and T, coincide) are already covered by Lemmas 2.3 and 2.4. It remains to bound
the error on mesh cells in P; \ P;.

Let K € 73, and K C 72 \ P;. By the triangle inequality and Lemma 2.4,

lv _fh(v)h,K < v —=Zp()1,k + |Zn(v) —fh(v)h,l{ < Chlvlo,x + |rnl1x,

where we have denoted 7}, := Zj(v) —T (v). By a homogeneity argument and the equivalence of norms on finite
dimensional space, we see easily

Il < CR™ 27 Irn | pos ()

Recalling that rj, is a polynomial of degree < 1 vanishing at the vertices of K on 67514, the other vertices
belonging to P;, we conclude

Irall Loy < lIrnllpes@rnopy < v —Zn (@)l (x) + 10 = Zn(0) | Lo () < CRZ2(J0]2,x + [v]2,7,)-
Putting the estimates above together yields
[0 = Zn(v)|,x < Ch([ola,x + [v]2p,)- (2.6)

Similarly,
[v = Zn()llo,x < Ch*(|v]2,x + [v]2,p,)- (2.7)

Taking the square on both sides of (2.6) and (2.7), summing them over all the mesh cells K C P; \ P,
i=1,...,I (recall that the number of such cells on each patch is bounded by a predefined constant M), adding
the estimates from Lemma 2.3 on the patches P; and those of Lemma 2.4 on the mesh cells outside the patches
P; gives the desired result. 0

2.2. Poor conditioning of the system matrix

In this section, we shall recall the well known fact that the presence of degenerate cells can induce an arbitrary
large conditioning number of the associated finite element matrix. In the following proposition, we consider a
particular example of a mesh satisfying Assumption 2.1 and give an estimator for the conditioning number. This
result should be contrasted with the “normal” conditioning number of order 1/h? on a quasi-uniform mesh.

Proposition 2.8. Suppose that the mesh Ty, satisfies Assumption 2.1 and contains a degenerate cell K9°8 such
that

pKdeg - 57 theg 2 C]h (2.8)
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Then the conditioning number k(A) := ||Al|2||A™ |2 of the matriz A associated to the bilinear form a in Vi,
satisfies
C
K’(A) > %7
for sufficiently small h, with C depending only on Cy and Q. Here, || - |2 stands for the matriz norm associated

to the vector 2-norm.

Proof. Denote by N the dimension of V},. Consider ¢, the basis function of Vj, equal to 1 at the node of Kd°
opposite to the largest edge (face) of K98, vanishing at all the other nodes, and ¢ € R the vector representing
én, in the basis of hat functions. Then, denoting by | - |2 the vector 2-norm on R and by (-,-) the associated
inner product,

Au,u
412 = sup (luz) > (A, &) = aldn. én) = |on2e > [6n] seue.
u€ERN 2

By (2.8), the gradient of ¢, is of order 1/¢ on K9°8, and the area of K98 is of order eh”~!. Thus,

hnfl

||A||2 P |¢h|inog = C -

Now take any ¢ € H2(Q) N HL(Q), ¢ # 0 and let ¢ € RN be the vector associated to Zt. Then

2 2 2 f 2
||A—1||2 = sup |’LL|2 2 ‘,¢'|2 _ ~|1/J|%v 2 % ||~hw||20,ﬂ.
uery (Au,u) = (A%, Y)  a(Tyw, )~ M |Tuldg

We have used here the bound
lonllg.0 < Ch"[vl3
valid for any vy, € V}, and the corresponding vector v since all the mesh cells are of diameter < h. Proposition 2.7
implies
{ IZntllo.e = [¢llo.0 — Ch2[Y]2.0 = Cllelo.o;
|Zrv.0 < [+ Chlylea < ClYha,
for h small enough. So that
C
hin.
This gives the desired result. O

ATz >

3. A WELL CONDITIONNED ALTERNATIVE FINITE ELEMENT SCHEME

In this section, we build an alternative finite element method for which the optimal convergence rates (2.3)
and (2.4) hold true and the conditioning number of the finite element matrix is of order C//h? if all the mesh
cells are of diameter ~ h. We start by the observation that such a method could be based on a subspace ‘N/h cV
which is the image of interpolation operator Zy, i.e.

‘7}1 = {Uh eVy: [Vvhhp =0forall F e F;ie {1,...,[}},

where F; is the set of interior edges (faces) of the patch P; and [-]| represents the jump on F. In view of our

interpolation estimates, the problem of finding uy € I~/h such that

a(tp,vp) = U(vy) for all v, € ‘7h
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would produce an approximate solution with optimal error. Moreover, it is easy to see that the matrix would
be well-conditioned since the space V}, ignores the degenerate cells. Such a method is only of theoretical interest
because one cannot easily construct a basis for V}, using available finite element libraries. In what follows, we
use this problem rather as an inspiration in constructing an implementable finite element scheme.

In doing so, we shall impose further restrictions on the mesh:

Assumption 3.1. The mesh satisfies Assumption 2.1. Moreover, there exists ¢4 > 0 and Iyax, M' € N such
that for each considered mesh Tp:

— The number of patches I is bounded by some Iy ax.
— Each patch P; contains a non-degenerate cell KM, i.e. such that hp, /pEma < cy.
— The number of cells in each P; is bounded by a constant M’'.

In what follows, the constants C' will be allowed to depend on the additional parameters in Assumption 3.1, i.e.
¢4, Imax, and M'. B

We shall need the following modification of the previously defined interpolation operator Z;, which makes
sense under Assumption 3.1, ¢f. also Figure 1, and will be incorporated explicitly into our modified finite element
scheme.

Definition 3.2. For all v € H2(Q) N HL(Q), let Z,(v) be the function in Vj, that coincides with the standard
Lagrange interpolation Z,v on all the cells K € 7} out of the extended patches P;, and is given on each patch
P;, not touching the boundary 912, by

Tn(v)|p, := Ext (zh(v)|K?d) , (3.1)

where Z;, stands again for the standard Lagrange interpolation operator on K fd, and Ext stands for the extension
of a polynomial from K C P; to the whole P; without changing the coefficients of the polynomial. If the patch
P; touches 01, then 7 (v) is also based there on formula (3.1), corrected as in Lemma 2.3.

Remark 3.3. The new interpolation operator fh(v) satisfies the same optimal estimates as that for the old
operator fh(v) which are given in Proposition 2.7, the proof of which is based on Lemma 2.3. To prove that
Lemma 2.3 remains valid for Zj,, i.e. redefining in (2.5) the original Q; by Qi = Z1(v)|p, as in (3.1), we refer to
Theorem 4.4.4 and Corollary 4.4.7 from [7]. Following their proofs, one can see that the only thing to check is the
boundedness of operator Ext in (3.1) as a linear map on the space of polynomials of degree < 1 equipped with
the norm of L>(K?) to L°(P;). This, in turn, follows easily from our geometrical Assumptions 2.1 and 3.1.

Remark 3.4. Our construction of the interpolation operator Z, is very similar to that of [17]. The assumptions
on the mesh in [17] are much more refined than ours and are intended to be close to necessary ones. Our proofs,
on the other hand, are significantly simpler. Moreover, we are able to treat 3D meshes, which is not the case in
[17].

We note that our assumptions could be somewhat relaxed (at the expense of readability of the present
paper) so that some mesh configurations from [17], not allowed by our Assumption 2.1, could be recovered. For
example, in Figure 1, we do not really need to include the cells K;g,. .., K; 12 in the patch ﬁi if we define the
interpolation by extension from the non-degenerate triangles as in (3.1). Indeed, fh is different from the standard
Lagrange interpolation only on a part of the patch 751', i.e. on the degenerate triangle and on Kj 1,..., K; 5. Our
construction of the optimal interpolation operator would thus remain valid if Assumption 2.1 were modified so
that P; \ P; only contained the “essential” cells (K;1,..., K;5 in Fig. 1). In particular, Zn provides an optimal
interpolation operator on the band of heavily stretched cells as represented at Figure 13 in [17].

As in [17] (¢f. Def. 25 and Lem. 31), we can also consider some clusterings of degenerate cells (separated from
one another by non-degenerate cells), but we should then stick to our first construction of the interpolation
operator Zp, (v) from Definition 2.6. In this situation, our Assumption 2.1 is even more general than that of [17]
since we do not need to suppose that each patch P; contain a non-degenerate cell.
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3.1. An alternative scheme

We denote by a,, the restriction of a on a subset w of Q, and by (-,-),, the inner product in L?(w). Consider
the bilinear form a;, defined for all uy, v, € Vi, by

~ ~ 1 ~ ~
ah(uh, 'Uh) = CLQﬁd (Uh, Uh) + Z ap; (Zhuh,Ihvh) + Z hT((Id — Zh)uh; (Id - Zh)vh)p“ (3.2)
i i Pi

where Q14 := Q\(U;P;) and the interpolation operator ), is defined by (3.1), i.e. uy, is not used directly inside
the patches in the second term of aj, but rather it is extended from a non-degenerate cell inside each patch. The
third term in aj, will serve, loosely speaking, to penalize the eventual gap between the approximate solution uy,
and the optimal subspace V},, which is here quantified by the difference between u; and its interpolation Zup
in Vh.

We now introduce the following method approximating system (2.1): find up, € V3, such that

ah(uh, Uh> = l(vh) for all vy, € Vj,. (33)

The idea of using the polynomial extension from “good” to “bad” mesh cells in the scheme (3.3) is borrowed
from [13]. We shall also see that the scheme can be recast in a form using the interior penalization on the mesh
facets between “good” and “bad” cells, as in the ghost penalty method [9].

3.2. A priori estimate

The approximation of system (2.1) by (3.3) induces a quasi-optimal convergence rate:

Theorem 3.5 (A priori estimate). Let u € V and up, € Vi, be the solutions to systems (2.1) and (3.3),
respectively. Then, under Assumption 3.1, we have for any e > 0

Z Epl=¢|ju ifn =2
lu — Hhuh|1,Q = |u — U}L|1,Qgd + Z lu — Zhuh|177)i < {é’h”u”! QHZQ Z?’I’L _ 37 (3.4)

1
where puy is equal to up on Q‘,;d and Zpup on P;. Moreover, if Q is convex,

Cp2- -
h* = ||ull2.q ifn=2
— < ) ’
lu=unllo.q < Ce { Chlulsn ifn=3.

Before proving Theorem 3.5, we first give some auxiliary results. Note that the optimal error order (h for
the H'-norm and h? for the L?-norm can be recovered also in the 2D case, assuming more regularity on u, cf.
Remark 3.9.

Lemma 3.6 (Galerkin orthogonality). Consider u and uy, the solution to systems (2.1) and (3.3). Then
P 1 N N
agua(up — U, vp) — Z ap, (u,vp) + Z ap,(Znun, Znon) + Z hT(([d — In)un, (Id = Zp)vn)o,p, = 0,
i i i P

for all vy, € V3.

The proof of Lemma 3.6 is immediate.
We shall need the norm ||| - ||| defined for all vy, € V3 by

2

~ 1 ~
lonlll == an (v, vn)/? = (lvhﬁw + 2 Dwonlip, +2 g llon _I’T”h”%p‘)
i i i

Note for the future use that this norm is also well defined on V N H?(Q).
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Lemma 3.7. Under Assumption 3.1, for all vy, € V},, it holds

> lon = Tnonl} pop, < Clllon I
i

Proof. Tt suffices to prove for each patch

2 ~
1L,Pi\Pi

~ - <
[onl} 5, p, + [ Znvnli p, + h%PH(Id — In)onll§ p,

o — Znon|

c, (3.5)

where the supremum is taken over all the configurations of P; and P; _allowed by Assumption 3.1 and over all
the continuous piecewise linear functions vy, on the extended patch P; such that |vj — Ihvh|1 PP # 0 i.e.

vy, — fhvh =% const on ﬁ\”PZ First of all, we need to verify that the expression to maximize in (3.5) is well
defined on such vy, i.e. no division by zero occurs. In other words, we need to prove that if the denominator
vanishes, i.e.

-~ 1 ~
|Uh\i7si\pi + [Zhonl p, + @H(Id —Zn)onllgp, =0
then vy, — fhvh is constant on ﬁi\ﬂ-. This verification goes as follows: since |Uh|1_7;i\7,i =0 and |fhvh‘17p,i =0

Vp = Ci in 751\'P1, fhvh = Di in ’PZ

with some constants C; and D;. Since ||(Id — fh)vh\ o,p; =0, we deduce that

Vh :fhl}h = Cl = Dz in Pz

so that (Id — fh)vh = 0 on OP;. This entails (Id — fh)vh =0in ﬁi\Pi by construction of T,

The finiteness of the supremum in (3.5) now follows from the fact that both vs|5 and the geometry of the
patch ﬁz\’PZ are governed by a finite number of parameters, which can be assumed to live in a bounded closed
set thanks to homogeneity arguments. More specifically, when maximizing the expression in (3.5), we can safely
assume the following:

— The number of cells in each ﬁl is equal to some m € N (in fact, this number is bounded by a constant M
from Assumption 2.1 so that one can perform the maximization for, successively, m = 1,2,..., M and then
take the maximum of supremums obtained for each m).

— |op — fhvhh,ﬁi\ﬂ = 1. Indeed, the expression to maximize in (3.5) is invariant under the transformation
vp > avp, for any a # 0.

— The diameter of P; is equal to 1 and its barycenter is at the origin of the coordinate system. Indeed, the
expression to maximize in (3.5) is invariant under the coordinate transformations x — ha (homothety with
the coefficient h # 0) and = — x + a (shift by a vector a).

Imposing the constraints above to the maximization in (3.5) we see that the maximum is sought here over a
bounded set in a finite dimensional space, i.e. the space of parameters that give both Uh|ﬁ- and the geometry of

the patch 75¢\Pi. This set is also closed since a converging sequence of patch geometries satisfying Assumption 2.1
tends to a patch geometry also satisfying this Assumption (neither the simplices in 752'\77@, nor the patch P;
can degenerate in the limit to something other than a simplex or a patch, since all of those geometrical objects
should always contain some balls whose radius cannot go to zero). Moreover, the expression to maximize in
(3.5) depends continuously on vp|3, and the geometry of the patch ﬁi\Pi (no division by zero). We conclude
thus that the supremum in (3.5) is attained and it is thus finite.

|
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Lemma 3.8. Under Assumption 3.1, we have for any € > 0

Ccp1
r e ulle,0 if n =2,
(Zlum:w) <{0h||u||2Q ifn =3
for all u € H*(Q2).

Proof. Let P = UL, (P;\P;). Assumption 3.1 implies |P| < Ch™ (recall that the number of patches I is assumed
uniformly bounded). Let us consider first the case n = 3. Using Holder inequality with exponents 3 and 2 5, we

have
: 3
1
(Duhp\p) = ([ 19uR) < 19ullo I < Ol Tuloco

We conclude thanks to the well known Sobolev embedding H'(2) — L%(Q)

%
<Z| |1P\P> < Ch||Vully0.

We now turn to the case n = 2. Using Holder inequality with exponents 4 and q%fl

for any g > 2, we have

(Zwlp\p) ([ 19uP) < I9ulaacr P < 005 9l (36)

3

We now use Sobolev embedding H!(Q2) — L9(£2) with the explicit dependence on ¢ (cf. [19], Cor. 1.57)

”Q)s, Yve HY(Q) (3.7)

q
Iollzecay < 'Sl
with constants C’, C” > 0 depending only on Q. Note that (3.7) is slightly different from the actual statement
in [19] and was adapted here as follows:

— The constant C' in Corollary 1.57 of [19] is not explicitly written, but it is easily restored from the proof. It
is indeed equal to £ in our setting p=n =2, ¢ > 2.

— The proof of Corollary 1.57 from [19] is done for the functions vanishing on the boundary. The only purpose
of this assumption there is to extend v by 0 outside 2 resulting in a function in the same Sobolev space
over the whole R™. In our case of v € H(f2) we can use instead an extension operator H(Q)) — H'(R?)
assuming that the extended functions are compactly supported in a bounded set Q > Q with |Q] < C”|Q].
We thus recover (3.7) with a constant C” which is the norm of the extension operator.

Finally, setting v = Vu in (3.7), we get

1
2 q. a2
Slufip, | O30T VUl

hence the result setting ¢ = 2/q. O

Remark 3.9. In the 2D case, assuming Vu € L™ (), the estimate (3.6) can be improved as

2
1
(Duiﬁ\pi) < [ Vullp () [PI* < CIIVu] 1 o)



1882 M. DUPREZ ET AL.

Thus, following the proof of Theorem 3.5 below, we obtain

lu = Tpunlio < Ch(lulz,o + [|Vul[Le @),
u—unllo < Ch*(|ula,0 + ||Vl L= () (if © is convex).

Proof of Theorem 3.5. Let ep, := fhu — uy,. We remark that

llenlll” = an(en, en)
= Qgna (Ihu — Up, eh) + Z ap, (I;Lu - Ihu;L,Zheh)

i

+ Z h2 1d)up, (Id — Zp,)en)p,

Lemma 3.6 leads to

llenlll® = agpa (Tnu —w,en) + Y ap, (Tnu, Inen) = Y ap,(u,ep)

_ S ! ~ (3.8)
= agpa(Zpu — u, ep) + Z ap,(Zrpu —u,Iner) + Z ap, (u, Znen — ep).

We now estimate each term in the right-hand side. Using Proposition 2.7 for the interpolation operator IAh,
¢f. Remark 3.3, it holds
Agnd (Zhu — u, eh) < |Zhu — u|1,Q|eh|1,de

(3.9)
< Chlulz,0 ||| enll

and

Z ap, (fhu —u, fheh) < Z \fhu —ul1,p, 7
i i (3.10)
< Chlulz,0 llen |l -

Concerning the third term, it holds

Z ap, (u, Then — en) = Z(a’nu Tnen — eno.op, — 3 (Au, Inen — en)op,

i

= Z (Au, They — €n)o pp; — Z(Au,fheh —ep)o,p; + Zaﬁi\m (u, Znen — en).

i

Since hp < Ch, we obtain the Poincaré type inequality

Znen — enllo 5\, < ChliZnen = enlly 5\ p,- (3.11)

By Cauchy—Schwarz inequality, inequality (3.11), Lemma 3.7 it holds

1/2

1/2
D (Au,Then —en)y 5 p, < (Z [ul} 5.5, ) (Z | Znen — eh||§,7;i\7)i> < Chluzalllenll. (3.12)

[ 7

Again, using Cauchy—Schwarz inequality, we obtain

1/2 1/2
S (4w Tuen — en)o, < (Dum) (Z 1Znen —eh%;,p,,) < Chlulaa lllen (3.13)

i
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By Lemmas 3.7 and 3.8, for each € > 0

Zaﬁm’i (w, Znen = en) < (Z |“|i75i\7>7~,> (Z | Znen — 6h|i751,\7>i> < C.h'u

where C. = C/e if n = 2 and C. = C if n = 3. Thus, Proposition 2.7 for the interpolation operator fh and
(3.8), (3.9), (3.10), (3.12), (3.13), (3.14) lead to

=
Nl=

2.0 lllenlll,  (3.14)

e = unlll < e = Zou |l + 1 Znw — wnlll < Ch*~FJuls,0.
Consider now the solution w € V' to
a(w,v) = (u— Tpup,v), Vo€ V.
Observe

a(fhuhthw) = ah(uhjhw) - Za’”ﬁi\p‘i (un — fhuhjhw) = (/. fhw) - Z apA\P; (un — fhuhjhw

so that
a(u — Zpup, Ihw) = Z ap,\p,(un — Inun, Iyw) = Z ap\p,(€n = Inen, Inw)
with e, = up — fhu. Thus,

[l — /I\huhHaQ =a(u— fhuh, w — fhw) + Z aﬁi\ﬂ(eh — fheh,fhw)

7

[N
/ﬁ
t;l)
&
=
el
—
3
~
(S
w0
—
&

< Chlu — Thup |1 olwls,0 + (Z len — fh%ﬁﬁ\@)

i
where we have used the interpolation estimate. Using Lemma 3.6 and (above), we obtain

2

(Z en —zhehﬁﬁim) < C I enlll < C-h'Julag
3

and

Nl

|u — fhuh|1,Q <C <|u - uh‘iQnd + |up, — fhuh‘ignd + Z lu — fhuhﬁ,pi)

K2

< C’ahl_5|u

2
D

i

We also have by regularity of elliptic problem in a convex polygon (polyhedron)

lwl2,0 < Cllu— fhuh| 0,0

and by Lemma 3.8

T 02
(St

1

1
2 2

< Jw—Tnwlio+ (Z Iwi@\p) < Chlwly.o + Ceh' |20 < Ceh'=*|lu—Tyunllo o-
[
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Substituting into (3.15) gives

lu— Znun | o < C-h* > Julzallu — Thunlo.0

which in combination with the triangle inequality and the estimate for ||u, —Zpun llo,p; contained in the estimate
for |[[u — uyl|| gives the announced L2-error estimate. O

3.3. Conditioning of the system matrix

We are now going to prove that the conditioning number of the finite element matrix associated to the bilinear
form ay, of the alternative scheme does not deteriorate in the presence of degenerate cells: it is of order 1/h? if
the mesh is quasi-uniform in a sense specified below.

Proposition 3.10 (Conditioning). Suppose that Assumption 3.1 holds. Then, the conditioning number x(A)
of the matrix A associated to the bilinear form ay in Vy satisfies

k(A) < Ch™2
Before proving Proposition 3.10, we first introduce some auxiliary results:
Lemma 3.11 (Coercivity of ap). Under the assumptions of Proposition 3.10, it holds for all v, € V},
an(va, vn) = Cllvnl§ o-
Proof. Let vy, € V. Observe, using triangle and Poincaré inequalities,
[lonllo,e < ||-,/Z\h'UhHO}Q + [Jop, — fhvh||0,sz

< C'ﬁhvhh,sz + |jv, — fhUh||o,Q

<C <|Uh|igzd + > 1Zwonlp, + Y lon = Inonl; 5\ p, T > llvn — Ihvhllﬁﬁj

[SIE

The arguments similar to those in the proof of Lemma 3.7 entail

(3

> v - fhvhliﬁi\'pi + > v — fh”h”ﬁﬂsi\pi < Cllonlll?.
%

This implies ||vallg o < C ||| vnl|| which is equivalent to the desired result.

Lemma 3.12 (Continuity of ap,). Under the assumptions of Proposition 3.10, it holds for all up, v, € Vi

C
an(un,vp) < ﬁ”uh”()ﬂ”'l}ﬂ 0,Q-

Proof. Let up,vy, € Vj. Since the cells of Qr,;d and the patches P; are regular, we obtain using the inverse
inequality
C
agpa(un, vp) < ﬁ|\uh|\o,ﬂgd“vh||o,ﬂ;;d
and

Tronllo,p;-

P C .
ap, (Znun, Ipvp) < ﬁHIhuhHo,Pi
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K<
F;

Kpd

K2

FIGURE 2. Example of patch P; = KM U Kfeg.

Using the equivalence of the norm in finite dimensional spaces and the fact that P; and K are regular, for
all wy, € V4, it holds

[ Znwnllop, < C’HwhHO,de.

The proof of such inequality is similar to the one used in the proof of Lemma 3.7. We deduce that

I(1d = Z wallop, + 1 Znwnllo.p < C(lwnllop, + llwn

|O,K;‘d) < Cllwnllo,p,
which leads to the conclusion. O

Proof of Proposition 3.10. Using Assumption 3.1, there exists Cq,Cs > 0 such that for all w;, € V}, and w its
associated vector in RV

Clh"/2|w|2 S ||wh||0 S Oghn/Q"lUb. (316)

Indeed, denoting by N, the set of nodes of 7y, by Ny (K) the set of nodes of a simplex K € 7, and using ~
to denote the equivalence with universal constant, as in (3.16), we can conclude

lwnlls ~ > 1KLY Jwn(@)? = Y fwn(@)Plws] ~ h*wl.

KeTy, mGNh(K) zeNR

In what follows, v € RY denotes the vector associated to vj, € V},. Inequality (3.16) with Lemma 3.12 imply

Av,v , , _
||A||2 — sup ( a ) = sup ah(Uh2Uh) < Ch™ sup M;}h) < Cch" 2

vERN |’U|2 vERN |’U|2 VR EVR th”O
Similarly, (3.16) with Lemma 3.11 imply

2 2 2
||1471||2 = sup |’U‘2 = sup |’U|2 S Chfn sup ||UhH0 S Chfn

very (Av,v)  yerny an(vn, vn) on€Vi Oh(Vn,vn)

These estimates lead to the desired result. O

3.4. An equivalent, easily implementable variational formulation with interior penalty

Since implementing the interpolation operator fh is not necessary trivial, we rewrite in this section the
bilinear form a; given in (3.2) in an equivalent form, which introduces the jumps of the gradients over the
interior facets. The resulting method is similar to the ghost penalty from [9].

Lemma 3.13. Under Assumption 3.1, suppose moreover that each patch P; is composed of a non-degenerate
cell K™ and a degenerate cell K. Denote by F; the facet between K™ and K°%, as illustrated in Figure 2.



1886 M. DUPREZ ET AL.

<

h;

4
|
ke x

deg
K’i

F;

FIGURE 3. Degenerate cell K8,

Then, for all up,v, € Vy, it holds

Pi deg 3
an(un, vp) = agua(up, vp) + Z ‘L(D(L|aKnd (un,vp) + Kn Z l|12 |F||2 [Vup]r, - [Von]r, (3.17)
i i %
; — 2n?
with Ry i— m

Proof. Let us assume, without loss of generality, that the coordinate axes are chosen so that the y axis is
orthogonal to F;, as in Figure 3. We also denote by h; the height of the simplex Kf € drawn to the base F}.
We first remark that, for all u; € Vj,

pS Vunlp y on K2
Id—7 _ | Vunp,
(Id = ZpJun {0 on KM,

Hence, we deduce that

((Id Ih)uh, (Id Ih)vh)p = [Vuh] [th] /Kdeg y2.

i

Moreover
h; n—1 deg |3 2
2 2 Y 3 2 K 2n
/K;aegy /0 vIE ( hl> y = IFi n(n+1)(n+2) |F;]2 (n+1)(n+2)
since | K{°¢| = L|F;|h;. This leads to the conclusion. O

4. NUMERICAL SIMULATIONS

In this section, we will illustrate with some numerical examples the sharpness of the a priori estimates of
Theorem 2.2 and the efficiency of the method proposed in Section 3.4 to ensure the good conditioning of the
matrix. The simulations of this section have been implemented using the finite element library FEniCS [1].

We consider problem (1.1) on the domain Q := (0,1) x (0,1) with the right hand side defined by f(z,y) =
272 sin(mx) sin(7y) so that the exact solution is given by u(x,y) = sin(rx) sin(wy) for (z,y) € Q. To construct
the meshes 75 in all our numerical experiments presented below, we start from a uniform Cartesian mesh of
step size h and degenerate certain cells so that for each degenerate cell K9 hyacx = h, pgaes ~ h? (more
precisely, the distance between the longer side and the opposite node will be equal to h?). In doing so, we take
care that each degenerate cell be included in a patch of surrounding cells, and the patches corresponding to
distinct degenerate cells do not intersect each other, cf. Figure 4. Assumptions 2.1 and 3.1 are thus satisfied.

We report in Figure 5 the numerical results obtained on a series of meshes with decreasing h, taking 10
degenerate cells (as described above) for every h. We use here the standard scheme (2.2) to produce the
approximated solution wuj,. The L? and H' absolute errors between u and wuy, are given on the left in Figure 5.
The optimal convergence rates are indeed observed, as predicted by Theorem 2.2. However, the conditioning



FINITE ELEMENT METHOD WITH LOCAL DAMAGE OF THE MESH

o /
// //
/ / /
/ /
/ / S/ 2
/'/ /
Y P
e 7 7
// / g /
/// / 4 &
// 7
/ / /
/ / |/
g / 7
/ 4
e rd /
o i

FIGURE 4. Example of a uniform mesh with 2 arbitrarily chosen degenerate cells K deg, P pcdes ~

h? (left). On the right, the degenerate cells are painted in red, the adjacent regular cells in light

green, and the surrounding patches in dark green. (Color online).

107!

102

1073

1074

1075

—o—[Ju —upllon
—— |Ju —upl1,0

103

F1GURE 5. Errors (left) and conditioning (right) for the standard finite element scheme (2.2)

10!

10!

10°

1071

2

’ —e— Conditioning x #

1071

on a sequence of meshes containing 10 degenerate cells with pjaee ~ h2. (Color online).

Proposition 2.8 is recovered, i.e. k(A) ~ 1/(he) ~ 1/h3, since € = pgacs ~ h>.
We now turn to the alternative scheme (3.3). We have implemented it using the reformulation (3.17). The

1887

number of the associated finite element matrix is much bigger than 1/h%, which would be expected on a quasi-
uniform mesh with step h. This is illustrated by Figure 5, right. The estimate on the conditioning number from

results are reported in Figure 6 using the same meshes containing 10 degenerate cells as above. The errors are
reported on the left. We recall that Theorem 3.5 predicts the optimal convergence in the H' norm only if the
approximate solution uy is post-processed on the degenerate cells, by replacing the actual polynomial giving uy,
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g —— [lu—unllogo | | ]
1075 | 2| e || i 1

F 1 lu — Mpupli,0 | ‘+Conditioning number X %
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FIGURE 6. Errors (left) and conditioning number (right) for the alternative finite element
scheme (3.3) on a sequence of meshes containing 10 degenerate cells with p,.aee ~ h?. The H*
norm is calculated both using the approximate solution wu; directly and exttending it to the
degenerate cells from the adjacent regular cells, as in (3.4). (Color online).

250 | 1 a0l
35
200 b
30 |-
150 B
VWW‘ 251
—e— Num. CG iter. standard scheme —e— Num. CG iter. standard scheme
100 |+~ Num. CG iter. alter. scheme || 20| |—+— Num. CG iter. alter. scheme
| | | |

| | | | | |
10-1% 10~ 107 1077 107* 10°* 10~*® 10" 10='* 107° 107% 1073 10°
szeg/h pKide_q/h

FIGURE 7. The number of iterations of the Conjugate Gradient algorithm (CG) for the standard
finite element scheme (2.2) and the alternative finite element scheme (3.3) on a sequence of
meshes with h = 1072 and containing 10 degenerate cells. Left: CG without preconditioner;
Right: CG with (bjacobi + ilu) preconditioner. In both cases, the algorithms were assumed to
converge when the absolute tolerance of 107! or the relative tolerance of 10~¢ was achieved.
The absence of certain points on the blue curve indicates that the algorithm did not converge
on the corresponding meshes. (Color online).

on such a cell by the extension ITjuy, of uy, from the attached regular cell, ¢f. the definition of |u — ITjup|1,0 in
(3.4). Numerical experiments confirm the optimal H! convergence of the post-processed solution and also the
necessity of such a post-processing. Indeed, the error with respect to the non-processed approximate solution
|u — upl1,0 is not of optimal order h. It is also much bigger than |u — IIyup|1,0. We also note that the optimal
L? convergence is recovered without any post-processing, as predicted by Theorem 3.5. We recall that the
introduction of the alternative scheme (3.3) was motivated by the desire to obtain less ill-conditioned matrices.
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FIGURE 8. Example of a mesh with densely packed degenerate cells (=5.5% of degenerate cells).
Left: The mesh. Right: The disjoint patches surrounding the degenerate cells. (Color online).
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FIGURE 9. Errors on the meshes containing ~5.5% of degenerate cells. Left: The standard
scheme (2.2). Right: Alternative scheme (3.3). (Color online).

The results in Figure 6 (right) confirm that conditioning number for this scheme is indeed no longer affected by
the presence of degenerate cells, in accordance with Proposition 3.10.

To illustrate the efficiency of the alternative scheme, we present in Figure 7 the number of iterations of
the Conjugate Gradient algorithm (CG)?* either without a preconditioner, or preconditioning by Block Jacobi
iteration combined with the Incomplete LU factorization (bjacobi + ilu), on meshes containing 10 degenerate
cells. In the case of the standard scheme, the number of iterations is increasing when pg, /h gets very small and
the algorithm does not converge for pg, /h smaller than 10~% in the case without preconditioner (107! in the
case with preconditioner).

4The other simulations of the present work use Unsymmetric MultiFrontal sparse LU factorization (UMFPACK) as linear solver.
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We recall that the theory of Section 3 concerning the alternative scheme (3.3) is developed under Assump-
tion 3.1 supposing, in particular, that the number of degenerate cells is uniformly bounded. In the numerical
experiments reported in Figures 8 and 9, we wish to check if such an assumption is indeed necessary. We consider
to this end a sequence of meshes constructed as above, but containing an increasing number of degenerate cells,
¢f. Figure 8. We consider namely the densest packing of the degenerate cells allowed by Assumption 2.1 (the
non-intersection of the surrounding patches), which gives approximately 5.5% of degenerate cells. Otherwise, the
procedure for degenerating the cells is as above, in particular, p ez = h2. The results are presented in Figure 9
both for the standard scheme on the left, and the alternative scheme (3.3) on the right. We first remark that
the standard scheme remains optimally convergence in L? and H', in accordance with Theorem 2.2. On the
contrary, the alternative scheme (3.3) does not converge. This observation highlights the sharpness of the results
given in Theorem 3.5.

We conclude that both the standard scheme and the alternative scheme are optimally convergent and give
very similar results if the number of degenerate cells remains bounded. As expected, the alternative scheme
produces better-conditioned matrices. Moreover, if a conjugate gradient algorithm is used to solve the linear
systems, it converges more rapidly when the discretization is obtained by the alternative scheme than by the
standard one.

APPENDIX A. PROOF OF INVERSE INEQUALITIES IN LEMMA 2.3

Lemma A.1l. Let P and Q be two bounded polytopes in R™(n = 1,2,3) such that P C Q and P contains a ball
of radius > cdiam(Q). There is a positive constant C = C(c,n) such that for any polynomial vy, of degree < 1

[vnllze= (o) < CllvnllLee(p)-

Proof. Denote by h = diam(Q) and let Bj,, Bout be two balls such that Bj, C P C Q C Boys. These balls can
be chosen so that p(Bj,) > ch and p(Bout) = 2h (p(B) here denotes the diameter of the ball B). Let us first
prove for any polynomial vy, of degree < 1

VRl Lo (Bow) < Cllvnllzoe (B.) (A1)

with a constant C' > 0 (here and everywhere in this Appendix C denotes constants depending only on ¢ and d).
By the change of variables z — (x — O)/2h where O is the center of By, this ball is transformed into the ball

B; of radius 1 centered at the origin, and By, into some ball Bc B; of radius > ¢/2, so that (A.1) is equivalent
to
lonllLe(By) < CllonllL= gy, Von €Pr.

Considering all the possible positions of the inscribed ball, the last inequality is a consequence of

|| oo <C min Vil ooy, VUp € Pq,
vnllLe(B,) < BcBl,p(B)szH nll Lo () h€Py

which is true by equivalence of norms on the finite dimensional space P;. This proves (A.1) which entails in
turn

lvnllze (@) < CllvallLe (Bow) < CllvallLe (i) < Cllvnllzep)-
O

Lemma A.2. Let P be a bounded polytope in R™(n = 1,2,3) of diameter hp containing a ball of radius > chp.
There is a positive constant C = C(c,n) such that for any polynomial vy, of degree <1

C
V oo <7 oo .
[Vup|| Lo (py < I [vnllLe (P
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Proof. Let Bin, Bout be two balls such that By, C P C Boy and p(Bin) = ch, p(Bout) = 2h. Similar to the
proof of the preceding lemma, we have for any polynomial v}, of degree < 1

C
[Vor| Lo (Bow) < :”UhHLN(Bm)

This entails

C C
[VorllLepy < ClIVUL| Lo (Byue) < E”UhHL“’(Bm) < EHUh”Lx(P)-

O
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