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REPRESENTATION OF CAPACITY DROP AT A ROAD MERGE VIA POINT
CONSTRAINTS IN A FIRST ORDER TRAFFIC MODEL

EpDA DAL SANTO!, CARLOTTA DONADELLO?**, SABRINA F. PELLEGRINO?,
AND MASSIMILIANO D. ROSINI*?

Abstract. We reproduce the capacity drop phenomenon at a road merge by implementing a non-local
point constraint at the junction in a first order traffic model. We call capacity drop the situation in
which the outflow through the junction is lower than the receiving capacity of the outgoing road, as
too many vehicles trying to access the junction from the incoming roads hinder each other. In this
paper, we first construct an enhanced version of the locally constrained model introduced by Haut et
al. (Proceedings 16th IFAC World Congress. Prague, Czech Republic 229 (2005) TuM01TP/3), then
we propose its counterpart featuring a non-local constraint and finally we compare numerically the two
models by constructing an adapted finite volumes scheme.
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1. INTRODUCTION AND MAIN RESULTS

In macroscopic vehicular traffic modeling a particular attention is devoted to the dynamics of crossroads,
as it is the essential building block to the modeling of traffic in a road network. From the mathematical point
of view, the basic model for a crossroad is given by a system of conservation laws on an oriented star shaped
graph. In this setting, the mere assumption of conservation of the number of vehicles through the junction is
not enough to ensure the uniqueness of solutions. Further conditions, depending on the specific situation we
aim at describing, should be imposed. This explains the huge number of such models available in the literature,
see for instance [8,12,19-22] and the references therein.

The aim of this paper is to introduce and compare simple first order models able to reproduce the capacity
drop phenomenon at a merge. We call capacity drop the situation in which the outflow through the junction is
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lower than the receiving capacity of the outgoing road, as too many vehicles trying to access the junction from
the incoming roads hinder each other.

To the best of our knowledge, the first model aiming to capture such phenomenon is the Haut-Bastin-Chitour
(HBC) model introduced in [22]. Roughly speaking, the authors introduce a decreasing function of the sending
capacity of the incoming roads to bound the receiving capacity of the outgoing one. This model suffers two
drawbacks: from the modeling point of view, it can produce a persistent traffic jam even starting from initial
conditions which lead to moderate transient congestion in the unconstrained model; from the mathematical point
of view, this model is not consistent, see Definition 2.6. In the present paper, we first construct an enhanced
version of the HBC model, then we propose a new model in which the capacity drop is reproduced by imposing
a non-local point constraint at the junction, and finally compare numerically the two models.

The non-local model can be seen as the natural generalization to the framework of a merge of the approach
used in [2-5], where the authors developed analytical and numerical tools for the representation of capacity
drop in vehicular and pedestrian traffic models on a single road by means of non-local point constraints on
the flux. One of the main advantages of using non-local point constraints instead of local point constraints, as
it was done in [9-11,13-17], is that the non-local approach allows for a more realistic representation of the
transient behavior between congested traffic and free flow, see for instance [3] where the model presented in [16]
is compared with its non-local counterpart. We stress that the introduction of a non-local point constraint in the
model does not substitute the implementation of a ramp metering strategy to avoid the formation of a traffic
jam, as the description of the traffic evolution and its control are of course separate issues.

We construct a finite volumes scheme by adapting the finite volumes method introduced in [1] to the con-
strained case, similarly to what has been done in [3]. We validate our scheme and implementation for both
the local and non-local constraint case by comparison with explicit solutions here computed. Our simulations
show that, at least in these cases, the method converges numerically and that the implementation of a non-local
point constraint allows for a more regular transition between congested and free traffic situations. Moreover, a
qualitative analysis of the behavior of numerical solutions suggests a simple way to calibrate the parameters
appearing in our non-local operator.

The paper is organized as follows. The next section is an introduction to the basic definitions and notations
used in the paper. In Section 3 we outline the main features of the local model. In Section 4 we briefly comment
on the properties of the non-local model. Section 5 is devoted to the description and validation of the adapted
finite volumes numerical scheme. Section 5.3 presents a numerical comparison of local and non-local models.
Section 6 contains lengthy computations and technical proofs. The last section is devoted to concluding remarks.

2. BASIC DEFINITIONS AND NOTATIONS

In this paper we consider a junction (crossroad) connecting two incoming and one outgoing roads. In terms
of graph theory, we consider a semi-infinite star-graph with two incoming and one outgoing edges.

The incoming roads are parameterized by z € (—o00,0] and numbered by the index ¢ € | = {1,2}, while
the outgoing road is parameterized by = € [0,00) and numbered by the index 3. In both parameterizations
the junction is located at x = 0. We denote the generic road by Qp, h € H = {1, 2, 3}, and the network by
N = HheHQh'

On each road the traffic evolution is described by the Lighthill-Whitham-Richards (LWR) model [24, 27],
namely by a scalar conservation law of the form

Opn + Oxfr(pn) =0, t>0, €y, (2.1)

where py, is the density of vehicles and f, is the flux along the hth road. We augment (2.1) with the initial
condition

ph(07x) = Ph,0($)7 T € Qh7 (22)
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where pp o is assumed to be in L'n BV (Q4; [0, pmax]). We assume that the roads have a common maximal
density pmax > 0 and the fluxes f;, are bell-shaped (unimodal). More precisely we assume that

fr belongs to Lip([0, pmax]; [0, f72*¥]), fa(0) = 0 = fr(pmax) and there (F)
exists ppc € (0, pmax) such that f](p) (pn,c—p) > 0 for a.e. p € [0, pmax]-

Above fi?** is the maximum value of f; in [0, pmax] and we have fi"** = fj,(pnc). Assumption (F) is
compatible with the standard LWR traffic model, see [8,19, 20, 28], and appears in most papers devoted to
conservation laws subject to point constraints [1,4, 6,9, 13] as it ensures the existence of strong traces of
solutions on both sides of the constraint location, see Theorem 2.2 of [6] which is a reformulation of the results
of [25,29]. The same hypothesis has also been used in [22], which is the starting point of our analysis.

Let py, be the trace of p, at x =0, h € H, and v(p") = (p1, p2, p3) the vector of the traces of the densities at
the junction. We use the following definition of weak solution on the network.

Definition 2.1. The vector function g = (p1, p2, p3), where pp : (0,00) X Qp — [0, pmax], b € H, is a weak
solution to (2.1) and (2.2), h € H, in the network A if

Ph € CO((07 OO); Ll(Qiﬁ [O7pmax])> N BVloc ((07 OO) X Qh; [07pmax])a he H;
for i € |, p; is a weak entropy solution to (2.1) and (2.2),—;, namely for every ¢ € [0, pmax] and every
nonnegative test function ¢ € C*(R x (—00,0); R) with compact support

/0°° /Q (|Pz‘ — c| 8¢ + sign(p; — ¢)(fi(pi) — fi(C))am¢> dz dt + /Q 19i0(z) — ¢| $(0,z) da: > 0;

— p3 is a weak entropy solution to (2.1) and (2.2),—3, namely for every ¢ € [0, pmax] and every nonnegative
test function ¢ € C*(R x (0,00); R) with compact support

[ (tos = clawo +signtos = A (1s(os) — £6(0)22) o v+ [ pso(e) =l 60,2) i > 0
0 Q3 Q

3

— the number of vehicles across the junction is conserved, namely

f3(p3(t)) = f1(p1(t)) + f2 (p2(1)), for a.e. t > 0.

Since the above definition does not ensure uniqueness of weak solutions, we need some additional selection
criteria in order to hope for well-posedness of the Cauchy problem. This is achieved by declaring which Riemann
solver we adopt at the junction, see [8,12,19-22]. We recall the following definition of Riemann solver at the
junction.

Definition 2.2. We say that
RS = (RS1, RS2, RS3) : A — BV(N;A), A =10, prmax])®,
is a Riemann solver at the junction if for any constant initial datum gy = (p1,0, p2,0, P3,0) € A the map

(t, &) — RS[po](F/t) = (RS1[p0](z1/t), RS2[p0](w2/t), RSs|po](x3/t))
is a self-similar weak solution to (2.1) and (2.2), h € H, in the network N.

In Definition 2.6 below we state some natural properties for Riemann solvers at the junction. In order to do
so, we have to recall some notation from the literature on traffic modeling.

Definition 2.3 (Def. 2.6 in [8]). We distinguish between good and bad (initial) data as follows:
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FiGURE 1. The equilibrium demand and supply functions.

—foriel, pio €0, pmax) is a good datum if p; o > p; c;
— 03,0 € [0, pmax] is a good datum if p3 o < p3 ;
— for h € H, ppo € [0, pmax] is a bad datum if it is not a good datum.

With a slight abuse of notation, in the following we write pp o € G if it is a good datum, gy = (p1,0, P2,0, P3.0) €
GGG if each component of pj is a good datum, and so on.

Definition 2.4 (Sect. 5.2.3 in [20]). For i € |, the equilibrium demand function (sometimes called equilibrium
sending capacity) of the ith incoming road €; is the map A; : [0, pmax] — [0, f/®*], see Figure 1, defined by

Ailp) = fraxif pis a good datum,
= fi(p) otherwise.

The equilibrium supply function (sometimes called equilibrium receiving capacity) of the outgoing road Qg is
the map X5 : [0, pmax] — [0, f5*¥], see Figure 1, defined by

farexif p is a good datum,
by = 2.3
3(0) { fa(p) otherwise. (23)

Definition 2.5 (Def. 2.5 in [8]). We say that gy € A is an equilibrium for a Riemann solver at the junction RS
if RS[po] = po; as a consequence the constant valued function (¢, z) — po is a stationary solution.

Definition 2.6. Let RS : A — BV(A; A) be a Riemann solver at the junction.

— We say that RS has the property (P1) (see [21], Def. 8) if v(RS[po]) = v(RS[p§]) for any initial data
Po, Py € A such that pp o = pj; o whenever pp, o or pj o is a bad datum, h € H.

— We say that RS is consistent (see [20], p. 72) if for any initial datum gy € A the vector of the traces
Y(RS[po]) is an equilibrium for RS in the sense of Definition 2.5.

— We say that RS is Llloc-contmuous at pp € A if RSy, is Llloc-continuous at ppo for all h € H.

In Definition 2.7 below we introduce the general form of the Riemann solvers at the junction considered in
this paper, namely we introduce the concept of admissibility. We use the following notation:

— for h € H, Ry, is the Lax Riemann solver [7] associated to (2.1);
— for i €1, p; € CU[0, f™*; [pi.c, Pmax]) is the inverse function of f;
— p3 € CO([0, f3*<]; [0, ps.c]) is the inverse function of fsg , -

[Pi,cPmax)
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FIGURE 2. The geometrical meaning of (2.5) for a € {&/, &, '} C [0, 1] such that o, Q(pp) <
Q(po)—Az(p2,0) < ’Q(po) < A1(p1,0) < &’Q(po)- The gray area corresponds to the attainable
values for (I'1,T'2), namely to the region {(I'1,I'2) € [0,A1(p1,0)] X [0, A2(p2,0)] : T'1 + T2 <
Q(po)}. The dot A’ represents the passing flow corresponding to the priority coefficient o/, and
so on. In the figure we let A; = A;(pio), 7 € 1.

Definition 2.7. For any fixed priority factor a € [0,1] and receiving capacity @ : A — [0, fi***] such that
Q(p) < Xs5(p3) for any § € A, we say that a Riemann solver at the junction R; : A — BV(N;A) is admissible
if it has the form

po — (Rilp1,0, p1(T'1(p0 )]s R2[p2,0, p2(T2(p0 )]s R3[ps(T1(po ) + T2(p0 ), p3.ol) (2.4)

where IT'; : A — [0, f®¥], ¢ € |, are the passing flow at the junction from the ith road corresponding to the
receiving capacity @ = @ (p), and are defined by

Aq if A+ A2 <Q,
= Ay if aQ > A4, . = Ay if A1+ As <Q, (25)
= a@ if Q@ — Ay <a@Q <A;, otherwise, >T)Q-T; otherwise, '

Q—Ay ifa@Q <Q— Ay,
where A; stands for A;(p;0), @ € I

In other words, for gy € A, we have that I';(pp), @ € |, are defined as follows:

— if the total sending capacity of the incoming roads Aj(p1,0) +Az(p2,0) does not exceed Q(pp), then I';(5p) =
Ai(pip), i €l

— otherwise, the passing flow at the junction I'1(pp) + I'2(po) coincides with Q(pp) and is split between the
incoming roads in accordance with the priority factor «, see Figure 2.

We observe that I'; defined in (2.5) can be rewritten in a more compact form as follows

_ Al if A1'|‘A2 SQ)
' Y max{Q — As,min {aQ, Ay} if A+ Ay > Q.

Clearly, in the present setting choosing an admissible Riemann solver at the junction is equivalent to choosing
a priority factor « € [0, 1] and a receiving capacity @ : A — [0, f3"®*] such that Q(7) < X5(ps) for any § € A.

Notice that an admissible Riemann solver at the junction R; associates to any road-wise constant initial
condition py € A, the self-similar weak solution R;[po] in the network N realizing the maximum of the passing
flow at the junction because

Ai(p1,0) + Az(p2,0) if Ai(p1,0) + Aa(p2,0) < Q(Po),

2.6
Q(po)- otherwise. (2.6)

I'1(po) + T'2(p0) = {
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Remark 2.8. The output of an admissible Riemann solver at the junction R; can be understood as a “collec-
tion” of solutions to three initial-boundary value problems (one for each road) coupled through their boundary
conditions

Oipi + O fi(pi) =0, t>0, x€Qy, Oip3 + 0x f3(p3) =0, t>0, €,
pi(0,2) = pio, x €y, iel, p3(0,2) = p3.0, x € Qg, (2.7)
pl<t70) = ﬁi(ri)7 t> 0) /)3(t70) = p3(F1 + F2>7 t>0.

We recall that the solutions to the initial-boundary value problems (2.7) coincide with the restrictions to €y,
of the Kruzhkov [23] entropy solutions, constructed via the Lax Riemann solver, to the Riemann problems

Opi + Oz fi(pi) = 0, t>0, z€R, Oip3 + Oz f3(ps) = 0, t>0, r€R,
MR o=y V150
(2.8)
respectively. We observe that, by (2.5) and (2.6), for any gy € A we have
Li(po) < Ai(pio), i€l T'1(po) +T2(p0) < Qo) < Xs(p3,o)-
Therefore the traces v(R;[po]) = (p1, p2, p3) satisfy for a.e. t >0
filpi(t)) =Ti(p0), i€l f3(ps3(t)) =T1(po) +T'2 (o) , (2.9)

but not necessarily p;(t) = p;(I;), @ € I, or p3(t) = p3(T'1 + '), see [7].

With a slight abuse of notations, we denote by Ry, h € H, the Lax Riemann solvers associated to the
initial-boundary value problems (2.7) or to the Riemann problems (2.8).

In Definition 2.9 below we introduce three admissible Riemann solvers at the junction. Each of them is
characterized by a different receiving capacity . From now on, we assume that

S < s pe, (2.10)

and we introduce the constraint function g : [0, fi** + f322¥] — [0, f3**] defined by

i if s < f3,
g(s) = & fym o Bpmli (s — fo) f fE < s <, (2.11)
Ymin otherwise,

where b € (f37, f1" + f3"*] and gmin € (0, f3"*).

Definition 2.9. Let a € [0, 1] be a priority factor and g be a constraint function as in (2.11).

— We denote by R?GP : A — BV(N;A) the admissible Riemann solver at the junction introduced in [12]
and corresponding to the receiving capacity Q@ = X3, where X3 is the equilibrium receiving capacity defined
by (2.3).

— We denote by R]HBC : A — BV(N;A) the admissible Riemann solver at the junction introduced in [22] and
corresponding to the effective receiving capacity QHB€ : A — [0, 12xX] defined by

Q"P%(7y) = min {L3(ps.0), g (A1(p10) + A2(p2,0))} - (2.12)



REPRESENTATION OF CAPACITY DROP AT A ROAD MERGE VIA POINT CONSTRAINTS 7

— We denote by Ré : A — BV(N;A) the admissible Riemann solver at the junction corresponding to the local
effective receiving capacity Q' : A — [0, f*¥] defined by

Q' (o) = min { Q"B (50), Q"BC(T o)), Q™B°(T?[50)) } (2.13)
where 7 = o R?BC.

We observe that by definition Q'(py) < QMBC(5y) < X3(ps30) < fi#*. In particular, this ensures that the
Riemann solvers at the junction introduced in Definition 2.9 are admissible.

Remark 2.10. We stress that, whenever Aq(p10) + Aa(pz,0) is smaller than f357®*, the effective receiving
capacity QB¢ () coincides with the equilibrium receiving capacity X3(ps ) and ’R;{Bc[p_’o] = R?GP [Po]-

The solver R;JGP does not represent any capacity drop effect and for this reason Haut, Bastin and Chitour
introduced RJHBC, see [22]. Roughly speaking, the Riemann solver at the junction R?BC accounts for the capacity
drop effect by taking Q = QB () instead of Q@ = Y3(ps,0) in Definition 2.7.

We list below two drawbacks of R?BC.

(D.I) The main drawback (at least from the mathematical point of view) is that RIBC is not consistent, see
Section 6.1 for an explicit example. Roughly speaking, let v(5) = (p1, p2, p3) be the vector of traces at
x = 0 of the solution g = R;{Bc[p_'o] corresponding to an initial datum gy € BBG such that X3(p30) <
Ai(p1,0) + Aa(p2,0) < b. By definition Q"B (go) = g (A1(p1,0) + Aa2(pa0)) < [ = Zz(ps o). It may
happen that v(p) is not an equilibrium. If, for ¢ € I, p; = p;, which by definition is good datum, then
g (A1(p1) + Az(p2)) < g(A1(p1,0) + Aa(p2,0)) because g is decreasing. Thus the constraint diminishes
and y(p) does not satisfy it.

(D.IT) As already observed in [22], the solution associated to RY¥BY may develop a traffic jam that persists
forever, even if the same initial condition leads to very moderate congestion in the solution associated to
RfGP (without capacity drop representation).

We fix the drawback (D.I) by introducing RY, see Section 3.

In the setting of crowd dynamics, the model proposed in [16], featuring a point constraint depending on a
point value of the density, suffers from a problem similar to (D.II). In [5] the authors showed that this issue can
be overcome by considering a point constraint whose value at each time ¢t > 0 depends on the average value of the
solution on an interval. In this paper we propose an analogous approach to obtain a more realistic representation
of the transient behavior between congested and free traffic at a merge. Roughly speaking, according to the
model we describe in Section 4 the effective receiving capacity of the junction depends on the average density of
vehicles on the incoming roads in an upstream neighborhood of the intersection, and not merely on the traces
of the density functions at = = 0.

In the following theorem we collect the main properties of the admissible Riemann solvers at the junction
introduced in Definition 2.9; the proof is deferred to Section 6.

1 -
loc

Theorem 2.11. - The Riemann solver at the junction R]CGP has the property (P1), is consistent, is L
continuous, but does not reproduce the capacity drop at the junction.
— The Riemann solver at the junction R?BC has the property (P1), reproduces the capacity drop at the junction
but is not consistent.
— The Riemann solver at the junction Ré has the property (P1), is consistent and reproduces the capacity drop

at the junction but it fails to be L] _-continuous.

Remark 2.12. In the proof of Theorem 2.11 we give an explicit example to show that Ré is not L -continuous.
1

1 .~continuous, but we do not address the L}

-continuity

We can observe that in the same situation R]HBC is L ioc

of the solver R?BC in this paper.
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3. THE ADMISSIBLE RIEMANN SOLVER AT THE JUNCTION Rg

In this section we give a more explicit description of ’Ré As already pointed out in (D.I), we introduce Ré
to overcome the non-consistency of the Riemann solver R;IBC. The lack of such property has consequences not
only from a mathematical point of view (as it means that the solver provides non-stable solutions) but also in
numerical simulations. Indeed, if we implement R?BC in a finite volumes numerical scheme we do not observe
the expected solution, as it is destroyed after a few time iterations, but we observe the solution corresponding
to Ré, see Section 5 for the description of our scheme. Therefore, it makes sense to introduce the iterate version
of R?BC and study its properties.

We recall that our analysis, which relies on a case-by-case study, heavily depends on assumptions (2.10)
and (2.11). In particular, we prove that, for R}, Definition 2.9 is equivalent to say that R} = R¥BC o T2, where
7T is the composition of the Riemann solver R?BC and the trace operator v, that is

T:VOR?BC:AA A,

o — A(RIBC ). 3.1)

Moreover, by the same analysis we have the consistency of Rz and a more explicit definition of Ré-, which
associates to any initial condition the corresponding solution without a direct computation of the iterations of
T, see Proposition 3.1.

If assumptions (2.10) and (2.11) are not enforced, three iterations might not be sufficient to achieve consis-
tency, additional cases need to be discussed and, of course, Proposition 3.1 does not hold.

Whenever the following quantities make sense, we denote

ﬁl,g =p1 (gmin - énax)a ﬁQ,g = ﬁ2(9min - inax)a P3,9 = ﬁB(gmin)a
pAl,a - ﬁl(agmin)a pAQ,a - ﬁQ((l - OZ) gmin)v
pa = (P1,g: P2,e» P3.g) 5 B = (P1,0 P2,05 P3,9) 5 po = (P1,e; P2,g, P3.g) -

Notice that by (2.10) and (2.11) we have gmi, < fi"* < fex 4 fiax whence gmin — f3"°° < f** and

Proposition 3.1. The Riemann solver R} : A — BV(N; A) behaves as follows.
() If (pr.0,p2.0) € BG, Q"PC(5) = g (fi(pro) + f5"™) and fi(pro) < aQ"BC(), then
Q'(fo) = Q" (),
and
v o RS[p0) = Tlpo] = (p1.0:h2 (Q'(Ao) — f1(p1.0)) A3 (Q'(40))) -
(b) If (p10; p2.0) € GB, QPC(5) = g ("™ + fa(p20)) and fa(pao) < (1 — ) QUPC(y), then
Q'(fo) = Q"™ (),
and
v o Rjlpo] = T[do) = (p1 (Q'(70) — fa(p2,0)) s P20, 53 (Q'(50))) -
(©) If (p1,0,p2,0) € BB, Q"P(g0) > g (fi(p1,0) + f5*%) and fi(p1,0) < ag (fi(pro) + f3°*), then
Q'(po) = Q"PUT[po)) = g (f1(p10) + [5),

and

v o RY[F0] = T1po] = (p1.0: 2 (Q(P0) — f1(p10)) » 3 (Q'(P0))) -
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TABLE 1. The correspondence between the cases of Proposition 3.1 and those of Proposition 6.2.

Proposition 3.1  Proposition 6.2
Case (a) (BGG.i-1) (BGBi.iii-1)

Case (b) (GBG.i-3) (GBB.iii-3)

Case (c) (BBG.ii-1) (BBB.iii-1) (BBB.iv-1)

Case (d) (BBG.ii-4.a) (BBB.iii-4.a) (BBB.iv-6.a)

Case (e) (GGB.i) (BGB.iv-1) (GBG.iv-2) (BGB.iv-4) (BBB.iv-3) (BBB.iv-4) (BGG.ii)
(BBG.i) (BGB.i) (BGB.ii) (BBB.ii) (BBB.i) (GBG.ii) (GBB.i) (GBB.ii)
(GBB.iv-1) (GBB.iv-2) (GBB.iv-4) (BBB.iv-6.b)

Case (f) (GGG) (BGG.i-2) (BGG.i-3) (BGG.i-4) (GGB.ii) (BBG.ii-2) (BBG.ii-3)
(BGB.iii-2) (BGB.iii-3) (BGB.iv-3) (BGB.iv-5) (BBB.iii-2) (BBB.iii-3)
(BBB.iv-2) (BBB.iv-5) (BBG.ii-4.b) (BBB.iii-4.b) (BBB.iv-6.c) (GBG.i-2)
(GBG.i-1) (GBG.i-4) (GBB.iii-1) (GBB.iii-2) (GBB.iv-3) (GBB.iv-5)

(d) If (p1,0, p2,0) € BB, Q™BC(55) > g (f1** + fa(p2,0)) and fa(p2,0) < (1 — a)g (f*** + fa(p2,0)), then
Q' (o) = Q"B (T[p0]) = g (™ + f2(p20)) ,

and
v o R [po] = Tlgo] = (p1 (Q'(50) — f2(p2,0)) » p2.0. 73 (Q'(70))) -
(e) If X3(ps,0) < min{A1(p1,0) + A2(p2,0), 9(A1(p1,0) + A2(p2,0))}, then

Q'(po) = Q" (o) = Zs(ps.0),

and Rj[po] = RPC( o] = RF [po]-
(f) In all other cases Q'(po) = Gmin and
ﬁA Z.fO‘gmin S [Oagmin - glax] 3
Yo Rg [ﬁO] = T[ﬁO] = ﬁB Z.fOfgmilﬂ € (gmin - max fmwx)
pc if @ gmin € [ e énax]
The proof consists of the case study deferred to Section 6.3. For the reader’s convenience we summarize in
Table 1 the correspondence between the case studies and the points listed in Proposition 3.1.

3.1. An explicit admissible solution for the local model

This section is devoted to the computation of an explicit solution by means of the local solver Rl We use
such solution in Section 5.2.1 to perform a convergence analysis of our finite volumes numerical scheme subject
to a local point constraint.

We consider f(p) = fn(p) = p(1 — p) as the flux for each road. As initial condition, we choose p1,0(z) =
X[=1/2,0](); p2,0(x) = 3/4 X[=1/4,0)(z) and p3o(x) = 0. We fix the priority factor « = 1/2 and the constraint

function
1/4  if s < 1/4,
9(s) = —3/*45 if 1 4</ <
5 if1/4 <s<1/2.

The exact solution in Figure 3 is obtained by an explicit analysis of the wave-front interactions, with computer
assisted computation of front slopes and interaction times. Everywhere in the following we denote by o(ur,ur)
the speed of a shock connecting the left state uy to the right state ur, computed according to the Rankine-
Hugoniot condition.
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1 t P2
P1
%
Cc
s %
Ps
D
A B
1 0 1 0 0
-3 O x -1 o x o X
(A) The solution on €. (B) The solution on Q. (c) The solution on Q3

FIGURE 3. The solution in the (x,t)-plane obtained in Section 3.1.

At t = 0, the local effective receiving capacity Q' is equal to gmi, = g(1/2) = 1/8. Therefore, on ; a
rarefaction Mo 1 starts from O(0,0) and its values are given by

1
%0,1(15,1"):5(1—%), for —t§m<—§t,

On () starts the backward shock ¢ 2 given by
1
Gogo: d(t)=0 (5 <1 + ?) , 3/4) , x(0)=0.

On Q3 a rarefaction starts from O(0,0) and its values are given by

1 2
9%073(@:0):5(1—%), for \/T_t<x§t.

On o, let B(zp,tp) be the point where the shock z(t) = —1 + £ originated from (—1/4,0) interacts with
the shock & 2. As a result, from B starts a shock given by

Gpo: i(t)=0 (0, % <1+ ?)) , z(tg) = xp,

which reaches the junction in z = 0 at time ¢t = t¢ = 3 that corresponds to the time at which the second incoming
road becomes empty. On Qq, in A(—1/2,1/2), the stationary shock originated from (—1/2,0) interacts with the
rarefaction PRp,1. As a result, from A starts a shock & 4,1 given by

Saq: x(t)=0(0, Roa (tx(t), =(1/2)=-1/2.

Let D(xp,tp) be the intersection between G4 and x(t) = —(v/3/2)t. From this point starts a forward

shock
Sp1: it) =0 (o, % <1 + ?))  a(tp) = 2p.

At t = t¢ the local effective receiving capacity Q' is g(1/4) = 1/4 and a rarefaction appears on ;. It is given
by

1
%0,1(75,56):5(1— * ), for —?(t—tc)<x§0.
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Moreover, on {13 at the same time starts a rarefaction SRc 3 given by

X

t—to

2
5 ), for 0§x<g(t—tc).

1
mqg(t,x) = — (1 —

Let F' be the point where &p ; and fRc,; meet together. From this point starts a forward shock &p 1, with
left state p = 0, which reaches the junction at evacuation time tg ~ 4.25, then € is empty. Finally, on Q3 at
time tg starts a shock that interacts with the rarefaction ¢ 3 generating the shock

CleR % .%‘(t) = U(O, Rc s (t,x(t))), .%'(tc;) =0.
4. A JUNCTION MODEL WITH NON-LOCAL EFFECTIVE RECEIVING CAPACITY.

The main difference between the model in this section and the ones presented above lies in the algorithm
used to compute the effective receiving capacity. For any given 5= (p1, pa, p3), with pp, € LL _(Qn; [0, pmax]) we

define the non-local effective receiving capacity Q™ = Q™ (p) by

Q" (7)) = min {3 (p3), g (A1(C1) + A2((2))}, (4.1)

where (; is a weighted average of the density of vehicles on €; in a neighborhood of the junction, namely

0
G= [ wi@)pla)da,
—00
where w; € L>(R_; R, ) is an increasing function with compact support in [~£;,0] and |lw;[[prr_y =1,7 €I
The concept of admissible solution introduced in the previous sections extends naturally in the following
form.

Definition 4.1. Let a € [0, 1] be a priority factor and g’ = (p1, p2, p3), with p, € C°((0,00); L1 (21; [0, pmax])) N
BVioe((0,00) X Q3 [0, pmax]), b € H, be a weak solution to (2.1) and (2.2) in the sense of Definition 2.1. We say
that p'is an admissible solution of the non-local model if the following conditions, involving the vector of traces

v¥(p') = (p1, p2, p3), hold for a.e. t:

Ar(pi(2)) it Aq(p1(t)) + Aa(p2(t) < Q™,
fl (l_)l(t)) _ Al(pl(t)) if ain > Al(pl(t))’
aQ™ if QU — Ag(pa(t)) < aQ™ < Ay(p1(t)), otherwise,
Q™ — Aq(pa(t)) if aQ™ < Q™ — Ag(pa(t)),
_ oy ) DBa(pa(t)) it Av(pi(t)) + Az(p2(t) < Q™,
f2(p2(D)) = {in — f1(p1(t)), otherwise,

where Q" = Q" (p(t)) is the non-local effective receiving capacity, computed on the profile of the solution at
time ¢t and defined by (4.1).

The analytical proof of existence and stability of such admissible solutions for a general Cauchy problem is a
difficult open question. In this paper we limit our attention to special situations in which the initial condition
is road-wise constant or the constraint function g is piecewise constant.

Conjecture 4.2. Given a constraint function g as in (2.11) and fluxes f,, h € H, satisfying (F), we can
associate a unique admissible solution in C°((0, 00); 113 _; L*(Q4; [0, pmax])) N I3 _;BViee((0,00) X Q45 [0, prmax])
to any road-wise constant initial condition in A. We denote by SJ‘»11 : A — CO[0, T); I3 _, LY (45 [0, pmax])) N
13 _  BVioe((0,00) % Q53 [0, pmax]) the solver operator.
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The proof of this conjecture will appear in a separate paper together with an existence result for the Cauchy
problem at a merge subject to piecewise constant time dependent point constraint at the junction.

The operator SJ‘»11 is not a Riemann solver as in general it does not produce self-similar solutions. In fact
the effective receiving capacity might change even if no new wave hits the intersection, just because the value
of the average functions (; is not constant in time. In the next example we see that, if the initial conditions
are road-wise constant and the constraint function g is continuous decreasing as in (2.11), then the effective
receiving capacity is a continuous function of time.

Example 4.3. Consider an initial datum g € BBG such that Q™(5o) = g(A1(¢1(0))+A2(¢2(0))) = g(f1(p1.0)+
fa(p2,0)). If p; = p; for at least one index ¢ € |, the resulting waves are shocks with negative speed o;. In particular
this means that p; > po; and the average (;(t) is strictly increasing in time.

As the speed of propagation of any wave in the solution is finite, there exists § > 0 such that if ¢ < §, then
¢i(t) are still bad data (therefore A;((;(t)) = f:(¢i(¢))) and we have

0
|Gi(t) — Gi(0)] = /_ Wi () (PiX[ost,0) (%) + Pi,0X(— 00,00t (T) — pi0) da:

i

0
= /e wi(z) (i — Pi.0)X[oit,0() dz < |fipio) — fi(pi)lllwllLe@_) t-

Hence, for any fixed ¢ > 0 we get |g (fi(C1()) + f2(C2(1))) — g (f1(¢1(0)) + f2(¢2(0)))] < € as soon as t <
inf {3,/ (fm™wlL=(_))}-

Remark 4.4. Property (P1) basically states that equilibria are determined by bad data, as substituting a
good initial datum with a different good datum does not change the trace of solution. For S]r»‘l we can state an
analogous property

For ¢ > 0 large enough S}“[ﬁo](t,O) :.S;‘l[ﬁa‘](t,()) for any initial data pp, py € A such (P101)
that pno = pj, o whenever pp o or pj o is a bad datum, h € H.

This property holds because the sending capacity of an incoming road which has an initial condition in G
will stay constant forever (with value %), no matter what happens on the other roads. This means that the
effective receiving capacity will only depend on the sending and receiving capacities of the other roads.

We observe that the solution produced by S]r»‘l on the incoming roads can only contain waves with negative
speed. On the incoming roads, any wave of negative speed which has a good datum on the left needs to have
on the right another good datum. The average of two good data is in their convex hull, so it is again a good
datum. Therefore if po; € G then (;(¢) will also be in G, for all ¢ > 0.

The fact that two different initial conditions for the outgoing road in G lead to the same asymptotic solution
is straightforward.

If the function ¢ is piecewise constant, then the solution will be self-similar for a (possibly short) time span.
In this special case S}‘l can be seen as a Riemann solver locally in time, see [2]. The case in which g is piecewise
constant is important in view of future investigation of the Cauchy problem for this model (a combination of the
operator splitting method and the wave-front tracking algorithm leads to the construction of global solutions),
and it is the only case in which a solution can be computed explicitely, as we do in the next section. The
explicit solution we obtain is used to validate a finite volumes numerical scheme and investigate its numerical
convergence in Section 5.

4.1. An explicit admissible solution for the non-local model

In this section we compute an explicit solution by means of S;ﬂ in order to point out its properties.
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1 t o s
P1
%
J
H
1 17 19 v
Ps
B
-1 o x "0 -1 o x "0 o x 0
(A) The solution on ;. (B) The solution on ;. (¢) The solution on 3

FIGURE 4. The explicit solution in the (z,t)-plane obtained in Section 4.1.

We consider f(p) = fun(p) = p(1 — p) as the flux for each road. As initial condition, we choose p1 o(z) =
X[=1/2,0 (), p2,0(x) = 3/4x[-1/4,0 () and p3 o(x) = 0. We fix the priority factor v = 1/2, the constraint function

1/4 ifs<i,

3 e 1 9
g(s) =155 if 7 <s<g5,

1 e 9 1

s g sss<g,

and the weight function w(z) = 8(4x + 1)x[—1/4,0()-

The exact solution is obtained by an explicit analysis of the wave-front interactions, with computer assisted
computation of front slopes and interaction times presented in Figure 4.

Notice that for time smaller than the time in which the non-local effective receiving capacity Q"' becomes
3/20, the explicit solution coincides with the solution computed in Section 3.1, therefore we omit it. With a
slight abuse of notation we denote by ¢ = t¢ & 2.40 such time, which is obtained by solving the equation

9 8
A t A 1) = — t>tp = —0' .
1(C1(1) + A2 (¢2(2) 20’ >tp /3127
At this time a further rarefaction appears in each of the incoming roads. Its values are given by
1 x V3 V70
Realt,x)==(1- . for — L2(t—t <Y (t—to), el
c,i(t, ) 2( t—tc> or 2( c) <z 10( c) 1€

Moreover, on €3 at the same time starts a rarefaction ¢ 3 given by

S)‘tqg,(t,ac):1 1- _:v , for @(t—tc)<x§ Q(t—tc).
2 t—tc 5 2

On €, let F be the point where &p; and R, meet together. From this point starts a forward shock &g 1,
which interacts with the line z(¢t) = —(v/70/10)(t — t¢) in G(zg,te) generating a forward shock

Ga1: i(t)y=o0 (0, % (1 + \{—7_00>> , z(tg) =zq-

On g, let F' be the point where R¢ 2 and G2 meet. From this point starts a forward shock &2, which
interacts with the line z(t) = —(v/70/10)(t — t¢) in H(zp,ty) generating a forward shock

Gpo:x(t)=0 <0, % (1 + \4—7_00>> , x(tg) =xm,
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which reaches the junction at time ¢t; ~ 2.90, then s is empty. At time ¢ = t; the non-local effective receiving
capacity Q" attains the value g(1/4) = 1/4 and a further rarefaction appears on €);. Its values are given by

, for

! (t—ty;)<x<0
t—t, IS ESE

9"&‘]’1(7571‘) = 5 (1 —

10
Such rarefaction interacts with S 1 at I(zy,t;) generating another shock
S i(t) =0 (0, Rya (t,2(2), =(tr) ==r,

which reaches the junction at time ¢ = tx.
On 23, at time t = t; starts the rarefaction 2R ;3 given by

1 1
%J,g(t,x):2<1—t:th>, for O<x§\/T>0(t—t_]),

and finally at time ¢ = tx ~ 4.15 a further shock starts and interacts with JR ;3 generating the shock

6[{32 :i‘(t)ZO'(iRJ’;g (t,l’(t))70), {E(tK):O.

)

5. FINITE VOLUMES NUMERICAL SCHEME FOR THE CONSTRAINED PROBLEM

In this section we describe a finite volumes numerical scheme, which can be used to construct solutions for
the Cauchy problem at a junction with capacity drop representation. Our scheme is developed starting from
the scheme introduced in [1].

In [26] it is shown that the scheme captures the correct solution on a merge where the flux through the
junction is not constrained. Then, we show that our implementation of local and non-local point constraints is
correct by comparison with the explicit solution computed in Sections 3.1 and 4.1.

After that, we turn our attention to the comparison between T\’,HBC T\’,l and Sn1 We reproduce the numerical
simulation made in [22], then we run a simulation starting with the same 1n1t1a1 conditions but using the non-
local constraint at the junction. In this part we can notice that the capacity drop representation based on
non-local point constraint allows to capture a more realistic behavior as the congestion disappears in finite
time. Additionally, for a given constraint function g, we discuss the relation between the qualitative behavior
of the numerical solution and the choice of the weight function w.

5.1. Numerical scheme with constraint at the junction

We fix a constant space step Az. For £ € Z and h € H, we set 2! = (Ax. We define the cell centers

@, +1 = ({+ %)Az for £ € Z and consider the uniform spatial mesh on each

U [.%‘?:L‘Lrl), S |> U[x?’$?+l)’

0<—1 >0

so that the position of the junction x = 0 corresponds to z? for each road. Then we fix a constant time step At

satisfying the CFL condition
Ax
At max Lp, < —
I}Izlel?l( h="om
Where Ly, is the Lipschitz constant of fj,. For s € N we define the time discretization t* = sAt. At each time ¢,

,0 ! °, represents an approximation of the mean value of the solution on the interval [xe , Ty +1) ¢ € Z, along the
hth road
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We initialize the scheme by discretizing the initial conditions

h,0 1 [
Piry = Ay / prolz) dz

foralhe Hand for /< —-1ifhel,/>0if h =3.

For each s € N, at all cell interfaces )} with ¢ # 0, we consider a monotone, consistent numerical flux
Fh(p?’_sl/g, p?fl/Q) corresponding to the flux f,. At the junction z! we take on each road €, the Godunov flux
Gy, corresponding to the solution of the Riemann problem at the junction computed by the appropriate solver.

Then, the finite volumes scheme can be computed by a two-step procedure:

(i) find
(P1,p2,p3) such that  fi(p;) =Ty foriel, and f3(p3) =T1+Tq, (5.1)

where I'y and I'; are defined in (2.5);
(ii) compute

h,s+1 At (

h.s h,s h,s
Prvy =Py~ a, e =% ) ; (5.2)

where
Ey, (p?fl/z,p;fﬁﬂ) ifheland < -1 or h=3and{>1,

Fo =4 Gy (P'i’ZLﬁh) if heland (=0, (5.3)

G (pg,p’;“) ifh=3and ¢ =0,

and F}, (p?’fl /20 pi1 /2) is a monotone, consistent numerical flux, i.e. for all h € H

— Fy, is Lipschitz continuous from [0, pmax]? to R,
— Fy(a,a) = frn(a) for any a € [0, pmax],
— the map (a,b) € [0, pmax)? — Fhr(a,b) € R is non-decreasing with respect to a and non-increasing with
respect to b.
In principle any monotone and consistent numerical flux might be used away from the junction, but we limit
our attention to Godunov flux.

Notice that the choice p’ of the implementation of the local or non-local point constraint happens when we
compute the boundary data in (5.1). In particular, when we deal with the non-local point constraint, we need
to approximate the weighted average of the density (;, ¢ € | as follows

s __ ] .
Z7 = Ax g wi(xH%)pH_%, iel
<0

Moreover, when we implement the local point constraint, we can apply Proposition 3.1 in order to find
the boundary data in (5.1) corresponding to Ré However, in our simulations we implement R;{BC, indeed, as
already observed, after few time iterations we observe the solution corresponding to Ré

5.2. Validation of the numerical scheme

The implementation of the scheme described in [1] for a merge without capacity drop representation has been
done in [26].
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FiGURE 5. With reference to the simulation of Section 5.2.1, the comparison between the
explicit solution g and the numerical one pa at time ¢t = 2.7.

5.2.1. Validation of the implementation of the local point constraint

In this section we validate the scheme subject to a local point constraint. In Figure 5, we can observe a
good agreement between the explicit solution described in Section 3.1 and its numerical approximation at time
t = 2.7. For the simulation, we fix [—3/5,0] as domain of computation for the incoming roads and [0,3/5] for
the outgoing one, and Az = 1074, At = 0.25 x 10~ as space step and time step, respectively.

Additionally, we perform a convergence analysis for this test. We introduce the relative L'-error respectively
for the whole network, for the incoming and for the outgoing roads at a given time t° as follows

3 s h,s 2 s 7,8 s 3,8
Es,N o Zh:1 Zz lon(t°, 2¢) — Py | B = Zi:1 Ze lpi(t*, x¢) — Py | 53 — Ze lps(t®, x¢) — P |
Lt —

Lt — 3 ) Ll — 2 s
Zh:l Zz lpn (22, 20| Zi:l Zz lpi(ts, 0)] Zé |ps(t*, )]

Table 2 depicts the relative L'-error with respect to the space step at the fixed time ¢ = 2.7. The time step is
fixed to At = 0.25 x 107%. We can easily observe that the rate of convergence is approximately 1. This means
that the introduction of a local point constraint does not affect the accuracy of the scheme. We stress that the
rate of convergence related to Ei’f’ is not significant in this case. In fact, due to the choice of the domain of
computation for {13, we are computing the L!-error between two constant values, therefore the error has about
the order of the machine accuracy and the rate of convergence presents some oscillations before stabilizing
around 1.

5.2.2. Validation of the implementation of the non-local point constraint

In order to show that the numerical scheme (5.1)—(5.3) is able to integrate in a coherent way the non-local
point constraint at the junction, we validate it by comparison with the explicit solution computed in Section 4.1.
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TABLE 2. Relative L'-error at time ¢ = 2.7 computed in Section 5.2.1.

17

06

Number Rate of Rate of
of cells Ei’lN convergence Ezll convergence Ei’ls
per road
60 2.9607 x 1072 - 3.7143 x 1072 — 1.6320 x 10712
120 1.9960 x 1072 0.5689 2.4973 x 1072 0.5728 1.6128 x 10712
600 3.9689 x 1072 0.8958 4.9656 x 1073 0.8967 1.5943 x 10712
1200 1.9700 x 102 0.9268 2.4648 x 1072 0.9275 1.5728 x 10712
6000 3.7094 x 10~*  0.9675 4.6409 x 10™%  0.9680 1.3055 x 10712
12000 2.7758 x 10~*  0.9307 3.4728 x 10~*  0.9310 7.5801 x 10716
1 1 1
0.8 0.8 08
0.6 0.6 0.6
04 0.4 0.4
0.2 0.2 0.2
0 0 0
-0.6 -0‘.5 0‘ 4 -0{3 02 -0{1 0 -0.6 d 5 -0‘.4 0‘ 3 0‘ 2 0‘ 1 0 0 0‘1 0.2 0.3 0?4 0.5
z— p1(2.7,x) T p2(2.7, ) x — p3(2.7,x)
1 1 1
1
0.8 0.8 08
0.6 0.6 0.6
0.4 04 0.4
0.2 0.2 0.2
0 0 0
-0.6 -0‘.5 -0‘.4 -0‘.3 -0.2 -O‘.1 0 -0.6 -(; 5 -0‘.4 »0‘.3 »0‘.2 »0‘.1 0 0 0.1 0.2 03 04 0.5 0.6
T = pl,A(2'7> 27) T P2,A(2~77 E) T = P3,A(2-77 x)

FIGURE 6. With reference to the simulation of Section 5.2.2, the comparison between the
explicit solution g and the numerical one pa at time ¢t = 2.7.

For the simulation, we take the space step Az = 0.5 x 10~% and the time step At = 0.25 x 1074,

In Figure 6 we compare the numerical and the explicit solution at time ¢t = 2.7. We observe a good agreement

of these profiles. A convergence analysis is performed also for this test.

Table 3 shows the relative L-error with respect to the space step at the fixed time t = 2.7. The time step is
fixed to At = 0.25 x 1074, We can easily observe that the rate of convergence is approximately 1. This means

that the introduction of a non-local point constraint does not affect the accuracy of the scheme.
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TABLE 3. Relative L'-error at time ¢ = 2.7 computed in Section 5.2.2.

Number Rate of Rate of Rate of

of cells EE;N convergence Ezll convergence Ei’f’ convergence

per road

60 3.0860 x 1072 - 3.0882 x 1072 - 3.0783 x 1072 -

120 24713 x 1072 0.3205 2.7028 x 1072 0.1923 1.6441 x 1072 0.9048

600 5.4311 x 107 0.7874 5.6482 x 1073 0.7792 4.6523 x 1073 0.8143

1200 2.6768 x 107 0.8442 2.6246 x 1072 0.8565 2.8639 x 107 0.7909

6000 9.3434 x 10™*  0.8024 9.4064 x 10™*  0.8115 9.1174 x 10™%  0.7612

12000 5.8915 x 10~*  0.7816 6.0521 x 10~*  0.7867 5.3150 x 10~*  0.7560
3000 16.4

% 100 1443 0

p f(p) x> p1o(z)

FIGURE 7. Flux and initial condition on the first incoming road considered in Section 5.3.

5.3. Local and non-local constraints at the junction

In this section, we perform a simulation analogous to the one made in [22]. We model the incoming roads by
the segment [—12/5,0] and the outgoing road by [0,12/5]. We take

f(p)

T 41055

p (10— p%)7,

as flux for each road, see Figure 7 on the left. As initial conditions, see Figure 7 on the right, we use

P1
b2—p1
@ =0T
P1,0\T) = _ p2—p1
P1— 4=,

P1

where

p1 = 14.5190,  po = 16.2511,

if x < x4,

(x—x) ifzg <z <mo,
(z —x3) ifzo <z < ams,
ifes <2 <0,

ps = 38.0366,

P2,0 = P1, P3,0 = P3,

z1 = —2.3957,  x9=—16588,  x3=—0.9583.
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FI1GURE 8. Left panel: profiles of solution on 2 corresponding to R?GP. Right panel: dynamic
of the shocks on ; in the solution corresponding to the local model Ré and the non-local

model S;l. On the z-axis we represent time and on the y-axis we represent the distance from
the junction.

As constraint function we use

2880 if 0 < s < 2880,
g(s) = { 5760 — s if 2880 < s < 3024,
2736 if 3024 < 5 < 5760,

and we choose the weight function w(z) = 2(1 + x)x[-1,0](x). We take the space step Az = 10~%, the time step
At = (v/5/45) x 107° and the priority factor @ = 1/2. We compute and compare the approximate solutions
corresponding to R?GP, Ré and S;‘l.

Figure 8 shows that, as observed in [22], even if the initial condition leads to a moderate congestion which
quickly disappears in the solution corresponding to RJCGP, the shock in the solution corresponding to Ré is never
reabsorbed and the congestion keeps growing forever. On the other hand, the non-local model S]’?l reproduces a
more realistic behavior, at least in these cases, as the congestion is reabsorbed in finite time and at a smoothly
increasing rate.

5.3.1. Qualitative behavior of the numerical solutions of the non-local model depending on the observation
interval

A natural question on our nonlocal model concerns the role of the weight function w. To clarify the impact
of w on the qualitative behavior of the solution we run simulations using the same setting and data as in the
previous section, but letting the support of w vary. Even if this study does not provide a precise insight of the
general case, it gives some hints on how the calibration of such parameter can be done. We observed that the
qualitative behavior of the solution changes continuously depending on the value of min{supp(w)} and that
only a very small range of values gives the desired dynamics where we can observe capacity drop and capacity
recovery. We performed simulations for values of min{supp(w)} between —0.9 and —1.3, and we noticed that

— if the support of w is too small (essentially min{supp(w)} > —0.95) then the numerically computed solution
is very close to the solution obtained in the locally constrained setting on all of the branches, in particular
we do not observe any reduction of the congestion;
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FIGURE 9. With reference to Section 5.3.1, the profiles of the solution on 23 with varying
observation interval supp(w): in the first line supp(w) = [—0.98, 0], in the second line supp(w) =
[—1,0], in the last line supp(w) = [—1.2,0].

— if min{supp(w)} € [-0.98, —0.95), the capacity of the junction diminishes more gradually, but even in this
case the congestion last forever as in the local model;

— if min{supp(w)} € [-1.2,—0.98), we observe a capacity recovery (which might be interpreted as “self orga-
nization”) shortly after the capacity drop, this is the most interesting situation;

— if min{supp(w)} < —1.2, the capacity drop becomes so small that it practically does not have any impact
on the behavior of solutions. This is due to the fact that while the support of w increases, its L'-norm is
constantly equal to 1, hence the perturbation of the data on €2; becomes negligible.

We plot in Figure 9 the profiles of the solutions on €23 corresponding to min{supp(w)} € {-1.2, —1, —0.98}.
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F1GURE 10. With reference to Section 6.1: The changing of the trace of solutions and the levels
of the constraint g.

6. TECHNICAL SECTION

In this section we prove Theorem 2.11. We recall that the properties of R?GP are already proved in [18,21].
L ~continuity for Ré in Section 6.2, and the
consistency of Ré in Section 6.3. The property (P1) follows from the case studies in Section 6.3. The lack of

self-similarity for S;‘l is already clear from the exact solution in Section 4.1.

We prove the non-consistency of R?BC in Section 6.1, the lack of L

6.1. Non-consistency of ’R,JHBC

In this section we give an explicit example to show that in general is not consistent. We take the
priority factor v = 1/4, the flux f(p) = p(1 — p) on every road, that is f, = f, h € H, the constraint

HBC
R;

and the initial condition py = (1/4,1/3,3/5), see Figure 10.
Clearly fi"** = f™2* =1/4. In this case py € BBB and
Ay = Ar(p1o) = flpro) < [, A1+ Az > Y30 > g(A10+ Azp), (6.1)
Az = Az(p2,0) = f(p2,0) < f5, ag(Aqo+Azp) < Axp,
Y30 = 2s(ps0) = f(ps,0) < f™, (1= a)g(Ar0 + Azp) < Agp,
hence by (2.12) and (6.1)2 we have

QHBC(ﬁo) = g(ALO + Ag)o) ~ 0.2021 < Al,O + AQ)O ~ 0.4097.

As a consequence the passing flow at the junction is Q"¢ (). We determine now the passing flow coming
from each of the incoming roads. By (6.2)2 and (6.3)2 we have

QHBC(ﬁO) - A2,0 < QQHBC(ﬁO) < ALO'

Since 7 = RIBC[5] has the form (2.4)-(2.5) with @ = Q"PC, we have I'; = a Q"BC(5) and I’y = (1 —
a) QBC(py). Moreover the traces v(7) = (py, p2, p3) satisfy

p1 = p1(aQBC(5y)) ~ 0.9466, p2 = p2((1 — ) QB°(f)) ~ 0.8137, p3 = p3(Q™BC(fn)) ~ 0.2811. (6.4)
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We prove now that the traces v(7) are not an equilibrium for R?BC and, as a consequence, that R?BC is
not consistent. By (6.4) we have v(p) € GGG and therefore

Ai(p1) = Az2(p2) = Zs(ps) = [ =1/4.

We have then
Q"PC(v(7)) = g(2f™*) = gmin = 7/40,

because the monotonicity of g and (6.1) imply
Gmin = g (A1 (p1) + D2 (p2)) < g (A1 + Azp) < X3 < f = X3(ps).

Clearly

QM"PC(y(7)) = 7/40 < Ay (p1) + A2 (p2) = 1/2,
QPC(v(p)) — Ax(p2) = —3/40 < a QPC(y(5)) = 7/160 < Ay (p1) = 1/4,

and by (2.5) we have
LiBC((0)) = a Q™ (v(7)). LYEC(3(0)) = (1 — @) Q" (v(7)).

Since QEC(y(p)) < QBC(py), by the definitions of p;, i € |, we have that (7) is not an equilibrium for
RIBC, namely RIPC[(7)] # v(7). Indeed, by (6.4) we have the estimates

(7 (@Q"P(7))) = Q" (o) > a Q" (v(7)) = f1 (1 (« Q"™ (+(p)))) ,
fa(pa) = f2 (P2 (1 = ) QP (7)) = (1 — @) Q" (o) > (1 — a) Q"PC (+(p))

(2 (1 =) Q"™ (1(n)))),
f3(p3) = f5 (3 (Q"BC(50))) = QP (5o) > QPC (7(p)) = f3 (3 (Q™C (v(7))))

which imply that R¥PC[y(7)] has one shock on each road and therefore

7 (RYECH()]) = (b1 (¢ QPC (7(7))) . b2 (1 = @) QP (1(7))) , 3 (QUFC (4(7)))) # 1(5).

6.2. Lack of Li

,..
—~

o e 1
loc-continuity for Rj

In this section we give an example to show that Rl is not L. -continuous in general. Let M > 0, large enough,

€ [0,1], g a constraint function and consider po 6 BBG such that fi(p1,0) = afi"®, fa(p2,0) = (1 — a) f32x
and p3 o = 0. We have

A1(p1,0) + As(p2.0) = fi(p1,0) + fa(p2,0) = f3°F,

then Q'(po) = f3** and T[fo] = (p1,0, 2,0, P3,c)-
Fixe >0 SUCh that poc = (p1,e, 02,6, 03.c) = (p1,0 + € p2,0 +¢,0) € BBG. Clearly

Ai(pre) + ADa(pae) = filpre) + fa(pae) > f3°5, Q"B (o) = g(fi(p1,e) + fapa,e)) = g,
and

fi(p1e) > fi(p10) = afs™™ > age > Agmin, fa(p2,e) > fa(pao) = (1 — ) f3"* > (1 — @)ge > (1 — @) gmin,

therefore, Q'(0o.c) = gmin and T3[0o.c] = (P1,a, P2,0s P3,9), See Section 6.3 case (BBG.ii-2). This means that the
resulting waves are shocks with negative speeds o;, on §2;, ¢ € I, and a rarefaction with positive speed on 23.
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1

ive-horm of the difference of solutions, we obtain

Therefore, for ¢ sufficiently small, if we compute the L
0
/ (|P1,6X(—oo,o1t] (fﬂ) + /31,aX[alt,0] (CU) - P1,0| + |p2,5X(—oc,02t] (x) + ﬁz,aX[mt,o] (ff) - 92,0\) dx
-M

M
+/0 (193,910,155, (&) + (f3) T (@ /)X 115 050.0) 6. 150001 () — (f3) " (@ /D)X[0, 150009 () daz

Pl — P1,0

1
|P1,a — P1,0 — <€|

> e (|out + M| + [oat + M]) + (fl(pl,E) — Ymin)

> a (S5~ gmin)

~ M
P20 — P2, - -
+ falpae) — (1 a)gmin) P20t /0 (P3.0 = ()7 (@/1) Xio. £5050.,) 1 () d -

>(1—a)(f5o% —gmin) A

Remark 6.1. We can observe that in the same setting as above, R?BC does not show a discontinuous behavior.

Indeed we have QUBC = g. = g(fi(p1.2) + fo(pa.-)) and T5o] = (p1(age), (1 - @)g2), fs(g-)), so the resulting
waves are shocks with negative speeds 7;, on €);, ¢ € |, and a rarefaction with positive speed on 3. Notice that,
if we set L = max{Lip(f1), Lip(f2)}, we have

l9e — f5"| < Lip(g) (f1(p1,e) + f2(p2,c) — fi(p1,0) — f2(p2,0)) < 2L Lip(g)e, (6.5)
|f1(p1,e) — age| < Lip(f1)e + aLip(g) (fi(p1,e) + f2(p2.e) — fi(p10) — f2(p2,0)) <eL (1 + 2aLiP(9)()é 6
|f2(p2.e) — (1 — @) ge| < Lip(fa)e + (1 — a)Lip(g) (f1(p1.e) + f2(p2.e) — fi(p10) — fa(p2.0)) (6.7)

<eL(1+2(1—- a)Lip(g)).

Therefore, by (6.5)—(6.7) we conclude that

0
/M (11,6 X (00,5141 () + P1(ge) X[511,0) (%) — pr0] + [P2,6X (—00,526) () + P2((1 — @) ge)X[521,0] () — p2,0]) dz

M
+/O (193(9e)X10, 1535 (9081 (&) + (F3) ™ (/X111 (35 (00t 15 00 (@) — (F3) ™ (@/8) X0, 7500 (2)]) d

pr(age) = p1o
|p1(age) — p1o — €l

<e(lout + M| +[oot + M) + (fi(p1,c) — age) t
—_———

—0as e—0

p2((1 —a)ge) — pa2, iy .
+ (f2(p2,e) — (1 = @)ge) 7a((l = a)ge) — pas . 2 t+ p3(ge) f5(p3(ge))t.

—0as e—0 —0as e—0

6.3. Consistency of ’R,g

In this section we prove that Ré is consistent. We recall that Ré is defined by taking Q = @' in Definition 2.7,
where Q' is given in (2.13). The proof consists in the following steps:

>l

— For any jy € A the traces v(5!) = (pl, pl, pl) of gt = Ré [o] satisfy the following equation
pi =717, hEH, (6.8)
where (77, 73, 75) = T°[f0].

— For any jy € A and k > 4 we have that T*[5y] = T3[p0).
- ’Ré is consistent.



24 E. DAL SANTO ET AL.

The consistency of Ré immediately follows from the previous two steps, that are considered in the following
proposition.

Proposition 6.2. Let o € [0,1] be a priority factor and g be a constraint function as in (2.11). For any po € A
we have that the traces v(5') = (pi,ps,p3) of p' = RL[po] satisfy (6.8), moreover T*[py] = T3[po] for any
k> 4.

Proof. By (2.9) we have

(f1(P1), f2(P3); f3(P3)) = (D10, Ag0, A1 0 + Do) if Arg+ Agp < Q, (6.9a)
(f1(P1), f2(p2), F3(p3)) = (D10, Q" = A1, Q") it Q' — Az < Arp < aqQ), (6.9b)
(f1(P1): f2(P3), f3(p3)) = (2@, (1 — a)Q", Q") if Q' — Ao < aQ' < Ay, (6.9¢)
(£1(p1), £2(P3), £3(PL)) = (@' — As0, Az, Q) if aQ' < Q' — Az < Ay, (6.9d)

where Q' = Q' (pp) and Ao = Ai(pio), i € . We start with a case by case analysis. Below we omit the
superscript “HBC” and write @ in place of QB¢ and so on. We also let (75,75, 7%) = T*[py] for k > 2,

Y30 = X3(p3,0) and fro = fu(pn,o) for h € H.
(GGG) If gy € GGG, then A; g = f*, i el, X3 = f** and therefore

Q(po) — gmln < fmax < fmax _"_fmax.

As a consequence

1max if Gmin > fmax7
Fl(p_b) = A Gmin if Jmin — max < Qgmin < fmax Fg(ﬁo) = Gmin — Fl(ﬁo>7

max max

Jmin — 2 lf A Ggmin S Jmin — 2 )

and therefore

(pl,ca ﬁ2 (gmin - rnax) PS (gmin)) € GGG if QGmin > fmax7
T[ﬁO] = (,51 (agmin) ﬁ2 ((1 - a)gmm) aﬁ3 (gmin)) S GGG if 9min — Inax < QJmin < frnax7 (610)
(,51 (gmin - rnax) P2 cy [)3 (gmin)) S GGG 1f A Gmin S 9min — fmax.

Notice that 7 [pp] depends on the geometry of the problem and not on the actual value of py. By applying the
above procedure to 7 [fy] € GGG, we obtain that it is a fixed point for 7. Thus we have

(pl,m [)2 (gmin - f{nax) , P3 (gmin)) € GGG if QGmin = fmax7
Tk [ﬁO} = ([71 (Olgmin) 7[)2 ((1 - a)gmin) 7[73 (gmin)) S GGG if 9min — max < QGgmin < fmax’ k 2 1.
(ﬁl (gmin - f2max) 7p2,caﬁ3 (gmin)) S GGG if QGgmin S Ymin — glaX,

Since Q(po) = Q(’T[ﬁo]) = Q(’T2 [P0]) = Gmin, We have that Q' = Q(po) and therefore 5 = R;[po]. Hence (6.8)
holds because p} = 7, = 73, h € H.

(BGG) If py € BGG, then Ay g = fi,0, Ao = f3"* and X5 = f3"**. We distinguish the following cases:
(BGG.i) If f10+ f3"* > f3"** then

gmin < g (fro+ f3") = Q(Po) < f5"* < fro+ [

As a consequence

fi0 if aQ(po) > f1.0,
I'i (o) = § aQ(po) if Q(po) — f3"** < aQ(po) < fi,0, [a(po) = Q(po) — T'1(po),
Qo) — 15 if aQ(po) < Q(po) X
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and therefore

(P10, P2 (Q(P0) — f1.0) P (Q(P0))) € BGG if aQ(po) = f1,0,
T[po] =  (p1 (@Q(0)) ; p2 (1 — a)Q(p0)) , p3 (Q(P0))) € GGG if Q(po) — f23"** < aQ(fo) < f.0,
(P1(Q(p0) — f37*) ; p2.c, p3 (Q(P0))) € GGG if aQ(po) < Q(po) SR

Notice that 7 [5y] depends on the geometry of the problem and p; o alone.
(BGG.i-1) If aQ(pp) > fi.0, then we can apply the above procedure to 7 [gy] € BGG and obtain that it is a
fixed point for 7 because Q(7 [po]) = Q(po). Thus we have

T*[po] = (p1,0, P2 (Q(Fo) — f1.0),p3 (Q(f0))) € BGG, k>1.

Since Q(p0) = Q(T[po]) = Q(T2[po]), we have that Q' = Q(jo) and therefore ! = R;[pp]. Hence (6.8) holds
because p} = 1, =73, h € H.

(BGG.i-2) If Q(po) — f3* < aQ(po) < f1,0, then gmin — "™ < Agmin < f1,0 < fi"* and we can apply the
procedure used in (GGG) to T[po] € GGG and obtain that

T [pO] (pl (agmin) a/A)Q ((1 - O‘)gmin) , 03 (gmin)) S GGG, k> 2.

Since Q(p0) = g (fro+ f5™) = gmin = Q(T[0]) = Q(T?[po]), we have that Q' = gmin. Since Q' — Ag <
aQ! < A g, by (6.9c) we have
f1(p1) = Amin, f2(p3) = (1 — @)gmin, f3(P3) = Grmin-

Hence (6.8) holds because p} = 72 = 77, h € H.
(BGG.i-3) If (1 — a)gmin < 3" < (1 — @)Q(pd), then agmin < aQ(pp) < Q(po) — f3™ < f™ — frex <
f1.0 < f"® and by applying the procedure used in (GGG) to T [pp] € GGG we obtain that

T*5o] = (1 (@Gmin) s P2 (1 — @) gmin) » /3 (gmin)) € GGG, k> 2.
Since Q(po) = g (f1.0+ f3"™) = gmin = Q(T[p0]) = Q(T?[po]), we have that Q' = gmin. Since Q' — Az <
aQ! < A g, by (6. c) we have

fl (ﬁll) = QGmin, f2(ﬁ2l) = (1 - a)gmina f3(ﬁ?§) = Gmin-

Hence (6.8) holds because p} = 72 = 7, h € H.
(BGG.i-4) If f3** < (1 — &)gmin < (1 — a)Q(po), then we can apply the procedure used in (GGG) to
T [po] € GGG and obtain that

Tk[ﬁO} = (ﬁl (gmin - fénax) s P2,c5 ﬁ3 (gmin)) S GGG7 k 2 2.

Since Q(po) = g (f1,0 + f3™) > gmin = Q(T[f0]) = Q(T>[y]), we have that Q' = gmin. Since aQ' < Q'—As <
f3® — Ag g < Aq, by (6.9d) we have

fl(ﬁll) = Gmin — 5nax’ f2(ﬁ2l) = f2rnax7 f3(pé) = Jmin-

Hence (6.8) holds because p} = 77 = 73, h € H.
(BGG.ii) If f1 0+ firex < fie*) then

Q(p_'o) mll’l{ IIla)(7 g (fl 0 _"_ fIIlaX)} fé’ﬂax > fl 0 _"_ frna,x.

max

As a consequence I'1 (pp) = f1,0, I'2(p0) = , and therefore

T o] = (p1,05 P2,c, P3 (f1,0 + f2"*)) € BGG.
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Notice that 7 [pp] depends on the geometry of the problem and p; ¢ alone. By applying the above procedure to
T [po] € BGG, we obtain that it is a fixed point for 7 because Q(7 [pp]) = Q(pp). Thus we have

T 5o] = (p1,0s P2,cs P3 (fr0 + f3*)) € BGG, k>1.

Since Q(po0) = Q(T[po]) = Q(T?[pv]), we have that Q' = Q(gy) and therefore ' = R;[g,]. Hence (6.8) holds
because p} = 7, = 73}, h € H. Notice that this case corresponds to (6.9a).

(GBG) The case gy € GBG is analogous to the case (BGG).

(GGB) If py € GGB, then A; g = fM* i el, and Y39 = f30. Moreover

Q(po) = min{f30, gmin} < gmin < f3"° < 175 + f3"
and therefore

1 if aQ(po) = f"™,
L1(po) = ¢ aQ(po) if Q(7o) — fi™ < aQ(fy) < frax, To(0) = Q(70) — T (70).
Q(ﬁo) — fimax f aQ(p_'O) < Q(p"o) — famax

(GGB.i) If f370 < 9min, then Q(ﬁo) = f370 and

(P1,e5 P2 (f3,0 — f1"™), p3,0) € GGB if afso > f1",
Tpo] = § (p1 (afz0),p2 (1 — ) fs0),p30) € GGB if f3 0 — 3" <afso < f1*,
(P1 (f3,0 — f3*), p2,e; p3,0) € GGB if afso < f30 — f3"*.

We can apply the above procedure to 7 [py] € GGB obtaining that it is a fixed point for 7 because Q(7 [go]) =
Q(po) and T [po] depends on the geometry of the problem and p3 ¢ alone. Thus we have

(p1,e, P2 (f3,0 — [1*™), p3,0) € GGB if afso > f1"5,
T po) = { (p1 (afs0),p2 (1 —a)fs0),p30) € GGB if fa0 — fi"™ < afsg < [, k>1.
(P1 (f3,0 = %), p2,c p3,0) € GGB if afso < fa0— f3"5,

Since Q(p0) = Q(T[po]) = Q(T?[pv]), we have that Q' = Q(go) and therefore 5! = R;[g,]. Hence (6.8) holds
because ﬁ}L =T = TE’, h € H.

(GGB.ii) If f30 > gmin, then Q(Po) = gmin and 7T [fy] is given by (6.10), which is a fixed point for 7. Thus we
have

(pl,m ﬁ2 (gmin - {ﬂax) aﬁS (gmin)) S GGG lf A Gmin 2 f{ﬂaxv
Tk[ﬁ(ﬂ = (ﬁl (agmin) 7ﬁ2 ((1 - a)gmin) 7p3 (gmin)) € GGG if 9min — meaX < Ogmin < f{naxv k Z L.
(ﬁl (gmin - f2max) 7P2,m/53 (gmin)) S GGG if Qgmin S 9min — 5nax’

Since Q(p0) = Q(T[po]) = Q(T?[po]), we have that Q' = Q(jo) and therefore 5! = R;[pp]. Hence (6.8) holds
because p} = 1, = 73, h € H.
(BBG) If py € BBG, then A; o = fi0, 1 € |, X359 = f3"* and therefore

Q(po) = min { f3"*, g (fr,0 + f2,0)} = 9 (fr,0 + f2,0) > Imin-

We distinguish the following cases:
(BBG.i) If f1,0+ f2.0 < Q(po), then by Remark 2.10 we have Q(pp) = f3***. Moreover I';(po) = fi0, ¢ € |, and
therefore

T[po] = (p1,0,p2,05P3 (f1,0 + f2,0)) € BBG.
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Notice that 7 [5o] depends on the geometry of the problem and (p1 0, p2,0) alone. By applying the above procedure
to T [po] € BBG, we obtain that it is a fixed point for 7 because Q(7 [po]) = Q(po). Thus we have

T*5o] = (p1,0+ P2,0: P3 (f1,0 + f2,0)) € BBG, k> 1.

Since Q(p0) = Q(T[po]) = Q(T2[po]), we have that Q' = Q(go) and therefore 5! = R;[g,]. Hence (6.8) holds
because p} = 7, = 7, h € H. Notice that this case corresponds to (6.9a).
(BBGii) If f170 + f270 > Q(ﬁo), then

f10 if aQ(po) > f1.0,
I'1(po) = { aQ(po) if Q(po) — f2,0 < aQ(po) < f1,0, ['2(po) = Q(Po) — T'1(p0);
Q(po) — fa,0 if aQ(po) < Q(Po) — f2,0

moreover
(p1,0, P2 (Q(ﬁ) J1,0) 503 (Q(p0))) if aQ(po) > f1.0,

€ BG
T[po] = § (P1 (aQ(P0)) , p2 (1 — a)Q(p0)) , p3 (Q( ))) € GGG if Q(po) — f2,0 < aQ(Po) < f1,0,
(P1 (Q(Po) — f2,0)p2,0, 3 (Q(P0))) € GB if aQ(po) < Q(f0) — f2,0-

Notice that Q(ﬁO) > Q(T[ﬁOD > 9min -
(BBG.ii-1) If ag (f1,0+ f5) > f1,0, then aQ(po) > f1,0 and by applying the procedure used in (BGG.i-1)
to T[po] € BGG we obtain that

T*[50] = (p1.0, P2 (Q(T [f0]) — fr.0), p3 (Q(T [70]))) € BGG, k> 2.

Since Q) > Q(Tl]) = QT[3]) = g (fro + ), we have that Q' = Q(T[ji]). Since Q' < Q() <
fio+ fao=A10+ Agg and aQ! = aQ(T [po]) > fr.0 = A1, we have Q' — Ay g < A1 < aQ' and by (6.9b)
£1(P1) = fuo, f2(p3) = Q" — fio, f3(pd) = Q"

Hence (6.8) holds because p} = 72 = 7, h € H.
(BBG.ii-2) If aQ(po) > fro > ag(fio+ f3"*), then agmin < ag(fio+ f3*) = aQ(T[po]) < fio, (1 —
@) gmin < (1 = )Q(T[po]) < (1 — a)Q(po) < Q(Po) — f1.0 < fo,0 < f3** and by applying the procedure used
in (BGG.i-2) to T [po] € BGG we obtain that

T?[p0] = (p1 (aQ(T[p0])) , 2 (1 — )Q(T[f0])) , 3 (Q(T 4]))) € GGG,

7" [Po] = (P1 (@gmin) , P2 (1 — @)gmin) , A3 (gmin)) € GGG, k> 3.
Since Q(po) > Q(T[po]) > Q(T?[Po]) = Gmin, We have that Q' = gmin. Since (1 — a)Q' < fag = As and
aQ! < f1,0 = A1, we have Q' — Ag g < aQ! < Aq, and by (6.9¢)

fl(ﬁll) = QGmin, f2(/321) = (1 - CY)gmim fB(ﬁé) = Gmin-

Hence (6.8) holds because p} = 732, h € H.

(BBGii'3) If Q(ﬁO) - f2,0 < O‘Q(ﬁO) < fl,Oa then G9min — max < G9min — f2,0 S A Gmin < fl,O < f{nax’ hence we
can apply the procedure used in (GGG) to 7 [po] € GGG and obtain that

T*5o] = (b1 (@Gmin) s P2 (1 — @) gumin) » /3 (Gmin)) € GGG, k> 2.
Since Q(Po) > gmin = Q(T[po]) = Q(T>[po]), we have that Q' = gmin. Since Q' — Az o < aQ! < A; g, by (6.9¢)

f1(p1) = agmin f2(p3) = (1 — @) grmin, £3(P4) = gmin-
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Hence (6.8) holds because p} =72 = 77, h € H.

(BBG.ii-4) If aQ(ph) < Q(po) — f2,0, then we can proceed as in (BBG.ii-1), and we call this case (BBG.ii-4.a),
or as in (BBG.ii-2), and we call such case (BBG.ii-4.b).

(BGB) If ﬁo S BGB, then Al,O = fLQ, AQ’O = fénax and 23’0 = f3’0. Clearly

Q(po) = min{f30,9 (fr,0 + f2)} < g(fro+ f2).

We distinguish the following cases:
(BGB.i) If f30 = fi0+ f3 < Q(po), then by Remark 2.10 we have that g (f1,0+ f3"**) = fi"* and
Q(po) = f3,0- Moreover T'1(fo) = f1,0, [2(po) = f5"**, and therefore

T[po] = (p1,0, P2, P3,0) € BGB.

Notice that 7 [5y] depends on the geometry of the problem and (p1 0, p3,0) alone. By applying the above procedure
to T [po] € BGB, we obtain that it is a fixed point for 7 because Q(7 [5o]) = Q(po). Thus we have

Tk[ﬁo] = (pl,OaPQ,cap?),O) S BGBa k Z 1.

Since Q(go) = Q(T [po]) = Q(T?[fo]), we have that Q' = Q(pp) and therefore 5! = R;[fo]. Hence (6.8) holds
because p} = 7, = 73, h € H. Notice that this case corresponds to (6.9a).

(BGB.ii) If f30 # f1,0+ 5 < Q(po), then by Remark 2.10 we have g (f1,0 + f3***) = f3** and Q(po) = f5.0-
Moreover I'1 (5) = f1,0, T2(po) = f5***, and therefore

T o] = (p1,05 P2.c, P3 (f1,0 + f2"*)) € BGG.

Notice that fi"®* = Q(T[po]) > Qo) = f3.0 > fi,0 + f3"**. By applying the procedure used in (BGG.ii) to
T[po] € BGG, we obtain that it is a fixed point for 7 and therefore

T o) = (p1,0: p2.e5 3 (f1,0 + f5*™)) € BGG, k=1
Since Q(po) = fs0 < fi* = Q(T[po]) = Q(T>[po]), we have that Q' = Q(po) and therefore 5' = R;[fo].

Hence (6.8) holds because p} = 7, = 735, h € H. Notice that this case corresponds to (6.9a).
(BGB.iii) If fio+ f3ex > Q(po) # f3.0, then

f1,0 if aQ(po) > f10,
T'1i(po) = < aQ(po) if Q(po) — f3"* < aQ(po) < fi,0, Ia2(p0) = Q(po) — I'1(po);
Q(po) — f3"* if aQ(po) < Q(po) — f3",
(1,04 P2 (Q(Po ) fi0), 03 (Q(po))) € BGG if aQ(po) = f1,0,
T[po] = 4 (1 (aQ(p0)) » p2 (1 — a)Q(po)) , p3 (Q(f0))) € GGG if Q(po) — f53"™* < aQ(po) < [0,
(01 (Q(Po) — f5™), p2,e, P3 (Q(P0))) € GGG if aQ(po) < Q(Po) 5.

Notice that Q(50) = g (f1,0 + ™) < fa,0 < f5*, whence f1 o+ f3" > firex.
(BGB.iii-1) If aQ(po) > fi,0, then Q(7 [po]) = Q(po), hence we can apply the procedure used in (BGG.i-1) to
T [po] € BGG and obtain that it is a fixed point for 7. Thus we have

T (7] = (pr.0, 52 (Q(B0) — f1.0) » 73 (Q(F0))) € BGG, k=l
Since Q(fo) = Q(T[g o])

Q(72[po]), we have that Q' = Q(py) and therefore 5! = R;[gy]. Hence (6.8) holds
because p, = H.

S‘

Il
§‘
=<

m



REPRESENTATION OF CAPACITY DROP AT A ROAD MERGE VIA POINT CONSTRAINTS 29

(BGB.iii-2) If Q(p0) — 5™ < aQ(po) < f1.,0, then Q(T[H]) = gmin and gmin — f3"* < &gmin < f1,0 < [,
hence we can apply the procedure used in (GGG) to T [py] € GGG and obtain that

Tk[ﬁO] = ([71 (agmin) 7/32 ((1 - a)gmin) 7[73 (gmin)) S GGG7 k 2 2.
Since Q(po) > Q(7 [po]) = Q(T2[f0]) = gmin, We have that Q' = gmin. Since Q' — Az ¢ < aQ! < A; g, by (6.9¢)
fl(ﬁll) = QQmin; f2(f_72l) = (1 - O‘)gmina fB(ﬁ?i) = Y9min-

Hence (6.8) holds because p} =72 =77, h € H.
(BGBL.iii-3) If aQ(po) < Q(po) — f3™*, then Q(T [fo]) = gmin and agmin < aQ(f0) < Qo) — [ < fi,0 <
firax hence we can apply the procedure used in (GGG) to 7 [pp] € GGG obtaining that

k> 2.

( (gmin - fénax) ,p2,cvﬁ3 (gmin)) S GGG if QGgmin S 9min — glax;
Since Q7o) > Q(T[f)) = Q(T2[fo]) = grmim, We have that Q' = gumin. Clearly aQ! < Ay o and Q' < Q(7) <
fro+ 3 = A10+ Az, by (6.9¢c) and (6.9d) we have

f1(P1) = Agmin,  [2(P) = (1 — @)gmin,  f3(P3) = gmin  if Gmin — D20 < AGmin < D10,
D = gmin — Do, f2(pd) = Aap,  f3(P)) = gmin i Amin < Gmin — D20 < Aqp.

,]-k [ﬁo} _ {(,ﬁl (agmin) 7/32 ((]— - a)gmin) ,/33 (gmin)) S GGG lf 9min — fé’nax < QGgmin < f{nax’
14}

Hence (6.8) holds because p} = 72 = 77, h € H.
(BGBiV) If f170 + 5nax > Q(ﬁo) = f3707 then

f1,0 if afzo0 > fi0,
I1(po) = { afso0 if f3,0 = f3"* < afso < fi0, La(po) = f3,0 — T'1(p0);
f30 = [ ifafzo < fao — f30,
moreover
(p1,05 P2 (f3,0 — f1,0),p3,0) € BGB if afso > fi0,
Tlpo] = { (1 (afs0),p2 (1 —a)fs0),p30) € GGB if fz0 — f5" < afso < fi,,
(P1 (f3,0 = £3"*%) , p2,c, p3,0) € GGB if afso < fso0— f3"*.

Notice that 7[pp] depends on the geometry of the problem and (p; 9, p3,0) alone.
(BGB.iv-1) If afs o > f1,0, then we can apply the above procedure to 7 [py] € BGB and obtain that it is a
fixed point for 7 because Q(7 [po]) = Q(po) = f3,0. Thus we have

T*5o] = (p1,0+ P2 (f3,0 — f1,0)  p3,0) € BGB, k>1.

Since Q(po) = f3,0 = Q(T[po]) = Q(7T>[po]), we have that Q' = Q(gy) and therefore 5' = R;[5]. Hence (6.8)
holds because ﬁfb =71, =715, h€H.

(BGB.iv-2) If f30— f3" < afso < f1,0 and f3,0 < Gmin, then we can apply the procedure used in (GGB.i)
to T [pp] € GGB and obtain that

T [po] = (pr (f30) 5 2 (1 = @) f,0) , p3,0) € GGB, k=1

Since Q(fo) = f3,0 = Q(T[po]) = Q(7>[po]), we have that Q' = Q(gy) and therefore 5! = R;[5]. Hence (6.8)
holds because ﬁfb =71, =715, heH.

(BGB.iv-3) If f30 — f3"* < afso < fi,0 and f30 > Gmin, then gmin — 3" < @gmin < f1,0 < fi***, hence we
can apply the procedure used in (GGB.ii) to 7T [py] € GGB, obtaining that Q(7 [po]) = gmin and

T*[po] = (p1 (Agmin) » P2 (1 = @)gmin) , f3 (gmin)) € GGG, k> 2.
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Since Q(f0) = f3,0 > gmin = Q(T [Po]) = Q(T>[po]), we have that Q' = gmin. Since Q' — Az g < aQ' < Ay g,
by (6.9¢)

fl(ﬁll) = QGmin, f2(/321) = (1 - CY)gmim fB(ﬁé) = Gmin-

Hence (6.8) holds because p} = 72 =77, h € H.
(BGB.iv-4) If afso < f30 — f5"* and f30 < Gmin, then we can apply the procedure used in (GGB.i) to
T [po] € GGB and obtain that

T po] = (1 (f3.0 — f3"™) , p2,es p3,0) € GGB, k>1.

Since Q(po) = f3,0 = Q(T [po]) = Q(T>[po]), we have that Q' = Q(jy) and therefore p! = R;[5]. Hence (6.8)
holds because p} = 7, = 73, h € H.

(BGB.iv-5) If afso < f30 — f3"* and f3,0 > gmin, then agmin < afzo < f30 — 3" < fr0 < fi**, hence we
can apply the procedure used in (GGB.ii) to T [py] € GGB, obtaining that Q(7 [po]) = gmin and

k> 2.

max

Tk[ﬁo} _ (A1 (@gmin) 5 P2 (1 — @) gmin) 5 A3 (gmin)) € GGG if gmin — f3™ < Agmin < I,
(,61 (gmin - fénax) y P2,¢y [73 (gmin)) S GGG if QGJmin S Gmin — Jo 3

Since Q(po) = fz.0 > gmin = Q(T[p0]) = Q(T?[fo]), we have that Q' = gmin. Since aQ' < A; o and Q' <
Q(Po) < fr0+ 3 = Ay 9+ Az, by (6.9¢) and (6.9d) we have

fl(ﬁll) = OGmin, f2(ﬁ2l) - (1 - a)gmina f3(ﬁ{§) = Gmin if Gmin — A2,0 < AGmin < A1,0;
J1(P)) = Gmin — D20, f2(p5) = Do, f3(P4) = gmin  if AGmin < gmin — Da2,o < Aq .

Hence (6.8) holds because p} = 77 = 73, h € H.
(GBB) The case py € GBB is analogous to the case (BGB).
(BBB) If py € BBB, then A; g = fi0, 7 € |, and X359 = f3 9. Clearly

Q(po) = min{f30,9 (fro+ f2.0)} < g (fro0+ fo0)-

We distinguish the following cases:

(BBB.i) If f30 = f1,0+ f2,0 < Q(po), then fz o = fi0+ f2,0 = Q(po) and I';(po) = fi, @ € |, and therefore
T [po] = po, whence pp is a fixed point for 7. Thus we have

T"|po) = po € BBB, k=>1.

Since Q(go) = Q(T [po]) = Q(T?[po]), we have that Q' = Q(pp) and therefore 5! = R;[fo]. Hence (6.8) holds
because p} = 7, = 73, h € H. Notice that this case corresponds to (6.9a).

(BBB.ii) If fg’o 7& fl,O + fgyo é Q(ﬁo), then by Remark 2.10 we have g (f170 + fgyo) = é’nax and Q(ﬁo) = fg’o.
Moreover I';(po) = fi0, ¢ € |, and therefore

T [po] = (p1,0, p2,0, P3 (f1,0 + f2,0)) € BBG.

We observe that f3** = Q(7 [po]) > Q(po) = fa,0 > f1,0+ f2,0. We can then apply the procedure used in (BBG.i)
to T [po] € BBG and obtain that

T*5o] = (p1,0+ P2,0, P3 (f1,0 + f2,0)) € BBG, k>1.

Since Q(po) = fs0 < fi*™ = Q(T[po]) = Q(T?[po)), we have that Q' = Q(gy) and therefore g = R;[py].
Hence (6.8) holds because p} = 7, = 733, h € H. Notice that this case corresponds to (6.9a).
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(BBB.iii) If f1 0+ f2,0 > Q(p0) = g (f1,0 + f2,0) # f3,0, then f1 9+ fa0 > f3"**. Moreover

fio if aQ(po) > f1,0,
I'1(po) = { aQ(po) if Q(po) — f2,0 < aQ(po) < f1,0, I'a(po) = Q(po) — T'1(po)s
Q(Po) — f2,0 if aQ(po) < Qo) — f2,0,
and
(p1,0, P2 (Q(P0) — f1,0),p3 (Q(P0))) € BGG if aQ(po) > f1,0,
Tlpo] = § (p1 (aQ(po)) , p2 (1 — )Q(p0)) , p3 (Q(P0))) € GGG if Q(pb) — f2.0 < aQ(p0) < fi,0
(01 (Q(Po) — f2,0) 5 p2,0, P3 (R(P0))) € GBG if aQ(po) < Q(po) — fa,0-

Notice that Q(T[7i]) < Q(70).
(BBBL.iii-1) If aQ(p0) = ag (fi0+ ") = fi0, then aQ(T[po]) = ag (fio + f3") = fio > [§ = foo >
Q(T[po]) — fo,0 and we can apply the procedure used in (BGG.i-1) to T[] € BGG and obtain that

T¥ (0] = (p1,0, P2 (9 (fro + [5*) = fr0) 3 (9 (fro + f5))) € BGG, k> 2.

Since Q(po) > Q(T [po]) = Q(T2[po]), we have that Q' = Q(T[po]) = g (f1.0 + f52¥). Since Q' — Az < A1 <
a@', by (6.9b)

f1(p1) = fro, f2(p3) =g (fro+ f3) = fro, £3(3) = g (fr.0 + f5).

Hence (6.8) holds because p} =72 =77, h € H.

(BBB.iii-2) If aQ(po) > fio > ag(fio+ f5), then agmin < aQ(T[po]) = ag(fi0+ f3*) < f10 and
(1 = a@)gmin < (1 = a)Q(T[p0]) < (1 —a)Q(po) < Q(Po) — fi,0 < fo,0 < f3***. Therefore we can apply the
procedure used in (BGG.i-2) to T[] € BGG and obtain that

T?[po] = (p1 (aQ(T[p0))) » 2 (1 — @)Q(T[0))) , 3 (Q(T [0]))) € GGG,
Tk[ﬁ()] = (ﬁ (agmln) P2 ((1 - Oz)gmm) , P3 (gmin)) € GGG, k> 3.

Since Q(70) = g (f1,0 + f2,0) = g (fro + f5™) = Q(T[fo]) > Q(T?[A0]) = gmin, we have that Q' = gmin. Since
Ql — A270 < OéQl < ALO, by (690)

I
b>

fl(ﬁll) = QGmin, f2(/321) = (1 - CY)gmim fB(ﬁé) = Gmin-

Hence (6.8) holds because p} = 73, h € H.

(BBB.iii-S) If Q(ﬁo) — f270 < OéQ(ﬁQ) < f170, then Q(T[ﬁo]) = Omin and Jmin — max < Gmin — f270 < OYmin <
f1,0 < firax_ Therefore we can apply the procedure used in (GGG) to T [py] € GGG and obtain that

T*[po] = (p1 (Gmin) » P2 (1 = @)gmin) + 73 (gmin)) € GGG, k>2.

Since Q(f0) = g (f1,0 + f2,0) = Q(T[fo]) = Q(T2[Po]) = gmin, We have that Q' = gmin. Since Q' — Agy < aQ' <
Al,Oa by (69C)

fl (ﬁll) = (Gmin; f (p2) (1 - a)gmlna f3(ﬁ?§) = Y9min-

Hence (6.8) holds because p} = 72 = 77, h € H.
(BBB.iii-4) The case aQ(po) < Q(po) — f2,0 can be treated either as in the case (BBB.iii-1), in this case we
refer to (BBB.iii-4.a), or as in (BBB.iii-2), we call this case (BBB-iii-4.b).
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(BBB.iv) If fi0+ f2,0> Q(po) = f3,0, then

f1,0 if afso > fi0,
['1(po) = § afso if f30 — f2,0 < afso0 < f10, T2(p0) = f3,0 — T'1(po),
f3.0 = f20 ifafso < f30— foo,
and
(p1,05 P2 (f3,0 — f1,0),p3,0) € BGB if afso > fi,0,
T[po] = { (p1 (af30),p2 (1 — ) f30),p30) € GGB if f30— fo0 < afso < fio0.
(P1 (f3,0 = f2,0)  p2,0, p3,0) € GBB if afso < f3,0 — fo0.

Notice that Q(7[po]) < Q(po) = f3,0 < fr,0 + f3"* and fi,0 + f2,0 > Q(po) = Q(T [pv]).
(BBB.iv-1) If afs o > ag (fi0+ f3"*) > fi,0, then Q(T[po]) # f3,0 and aQ(po) > aQ(7T[po]) > f1,0, hence
by applying the procedure used in (BGB.iii-1) to 7[py] € BGB we obtain that

T (0] = (p1,0, P2 (Q(T (7o) — fr.0) 3 (Q(T[f0]))) € BGG, k>2.

Since Q(7b) = fa0 > 9 (f1.0 + ) = QT [4]) = QT[] we have that Q' = Q(T[ph)- Since Avo+ Az >
Q' and aQ' > Ay o, by (6.9b)

f1(p1) = fro, f2(p3) = Q(T[po]) — fr.0: f3(p3) = Q(T o))

Hence (6.8) holds because p} = 72 = 7, h € H.
(BBB.iv-2) If afs0 > f10 > ag (fi,0 + f3"*), then (1 — a)Q(T[po]) < (1 — a)Q(p0) < Q(0) — f10 < f20 <
0

2 and aQ(T [po]) < fi,0, hence by applying the procedure used in (BGB.iii-2) to T [gy] € BGB we obtain
T?[po] = (p1 (@Q(T[0))) , 2 (1 = @)Q(T[70))) , 3 (R(T [70]))) € GGG,
T*[5o] = (p1 (gmin) , P2 (1 — @)gmin) » A3 (gmin)) € GGG, k> 3.
Since Q(o) = f3,0 > Q(T[po]) = g (f1,0 + ) > Q(T?[Po]) = Gmin, we have that Q' = gmin. Since Q' —As o <
an < Al,Oa by (69(3)
fl(ﬁll) = QGmin, fz(ﬁzl) = (1 - a)gmina f3(ﬁ?€) = Gmin-

Hence (6.8) holds because p} = 73, h € H.
(BBB.iv-3) If ag (fi,0 + f5™) > afs o0 > fi,0, then aQ(po) = aQ(T[po]) = afs,0 > fi,0 and we can apply the
procedure used in (BGB.iv-1) to 7 [py] € BGB and obtain that

T"5o] = (p1,05 P2 (f3,0 — f1,0) p3,0) € BGB, k>1.

Since Q(p0) = Q(T[po]) = Q(T?[po]), we have that Q' = Q(go) and therefore 5! = R;[gp]. Hence (6.8) holds
because ﬁ,ll =71, =715, heH.

(BBB.iv-4) If Q(p0) — f2.0 < @Q(po) < f1,0 and f30 < gmin, then fz 9 — f2"** < afso < fi"**, therefore we
can apply the procedure used in (GGBL.i) to 7 [pp] € GGB and obtain that

T* (0] = (p1 (afs0) P2 (1 — @) fs0),p30) € GGB, kE>1.

Since Q(po) = Q(T[po]) = Q(T?[fo]) = f3,0, we have that Q' = Q(gy) and therefore g = R;[5]. Hence (6.8)
holds because p} =7, = 77, h € H.

(BBB.iv-5) If Q(f0) — f2,0 < aQ(po) < f1,0 and f3.0 > gmin, then gmin — f5** < gmin — f2,0 < AGmin < f1,0 <
e, therefore we can apply the procedure used in (GGB.ii) to T [py] € GGB and obtain that

T*[po] = (p1 (Agmin) » p2 (1 = @)gmin) , f3 (9min)) € GGG, k> 2.
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Since Q(po) > Q(7 [po]) = Q(T2[0]) = Gmin, We have that Q' = gmin. Since Q' — Az o < aQ! < A; g, by (6.9¢)

fl (ﬁll) = QGmin, f2<ﬁ21) = (1 - a)gmin7 f3<ﬁ?§) = Gmin-

Hence (6.8) holds because p} = 72 = 73, h € H.

(BBB.iv-6) The case afs o < f30— f2,0 can be treated either as in case (BBB.iv-1) or (BBB.iv-2) or (BBB.iv-3).
We refer to these cases as (BBB.iv-6.a), (BBB.iv-6.b) and (BBB.iv-6.c), respectively.

Finally, the above case by case analysis proves also that for any gy € A we have 7%[py] = T3y for any
k> 4. (]

Finally, Proposition 3.1 follows from the above case by case analysis.

7. CONCLUSIONS AND PERSPECTIVES

The numerical simulations in this paper show that the first order traffic model subject to a non-local point
constraint at the junction reproduces in a realistic way the capacity drop phenomenon at a road merge. More-
over, our finite volumes numerical scheme converges numerically to the exact solution. In order to further our
investigation to the study of well-posedness of the general Cauchy problem associated to the model and to
obtain a mathematical convergence proof of the numerical scheme, we need to complete the analysis of the
Cauchy problem at a merge subject to a constant constraint on the receiving capacity at the junction. This
work is in preparation.
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