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CONVERGENCE OF DISCRETE AND CONTINUOUS UNILATERAL FLOWS
FOR AMBROSIO-TORTORELLI ENERGIES AND APPLICATION TO
MECHANICS

S. Arwmit, S. BELz! AND M. NEGRI>*

Abstract. We study the convergence of an alternate minimization scheme for a Ginzburg-Landau
phase-field model of fracture. This algorithm is characterized by the lack of irreversibility constraints in
the minimization of the phase-field variable; the advantage of this choice, from a computational stand
point, is in the efficiency of the numerical implementation. Irreversibility is then recovered a posteriori
by a simple pointwise truncation. We exploit a time discretization procedure, with either a one-step or
a multi (or infinite)-step alternate minimization algorithm. We prove that the time-discrete solutions
converge to a unilateral L2-gradient flow with respect to the phase-field variable, satisfying equilibrium
of forces and energy identity. Convergence is proved in the continuous (Sobolev space) setting and in
a discrete (finite element) setting, with any stopping criterion for the alternate minimization scheme.
Numerical results show that the multi-step scheme is both more accurate and faster. It provides indeed
good simulations for a large range of time increments, while the one-step scheme gives comparable
results only for very small time increments.
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1. INTRODUCTION

In the last years, after [12], the use of phase-field models in computational fracture mechanics has been
constantly increasing (see, e.g., [2] for a review on different models). In the original formulation of [12], for
quasi-static brittle fracture in linearly elastic bodies, the propagation of the crack, represented by a phase-field
function v, is determined by means of equilibrium configurations of the energy

Felu,v) := %/9(1)2 + 1) o(u) : €(u)dr + GC/Q +(v—1)* +¢|Vo|* d, (1.1)

where (2 is an open bounded subset of R, v € HY(Q), u € H'(Q;R") is the displacement, €(u) denotes
the symmetric part of the gradient of u, o(u) := Ce(u), C being the usual elasticity tensor, € and 7. are
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two small positive parameters, and G. > 0 is the toughness, related to the physical properties of the elastic
material under consideration. In particular, in (1.1), the function v takes values in the interval [0, 1], where
v(z) = 1 means that the elastic body is safe at x € Q, while v(xz) = 0 means that the material is fractured
at .

From the computational stand point, the study of the functional (1.1) is very convenient in combination
with the so-called alternate minimization (or staggered) algorithm [12]: equilibrium configurations of the energy
are indeed computed iteratively, minimizing F. first w.r.t. u and then w.r.t. v. In this way, at each iteration
we look for a minimum of a quadratic functional, which leads, in the numerical framework, to solve a linear
system (actually with variable coefficients). Moreover, energies like F¢, defined in Sobolev spaces, can be easily
discretized in finite element spaces or, alternatively, by finite differences.

This phase-field approach raises several questions, of interest both on the theoretical level and for the appli-
cations. First, it is important to understand the relationship between phase-field and sharp crack (or sharp
interface) energies, obtained in the limit as ¢ — 0. Results in this direction are usually framed within the theory
of T-convergence [18] and BV-like spaces [3], in the spirit of the seminal work [4]. In our mechanical context,
the I'-limit of the energy F., as ¢ — 0, takes the form

L o(u): elu)dr n—1 )
b [ ot s etw)dr + G ), (12)

where J,, (the set of discontinuity points of u) represents the crack. Rigorous proofs have been provided by Cham-
bolle [15], in the framework of SBD? spaces [11], and later by Iurlano [26] in the more general setting of GSBD?
spaces [20].

Similar results hold also in the discrete setting, i.e., for finite element discretizations, say F. (h being
the mesh size), of the energy F. (1.1). In this case, the same I'-limit (1.2) is recovered, as ¢ — 0, under the
condition h = o(e) (see, e.g., [10]); the use of small meshes is indeed necessary for an accurate approximation of
the transition layer, of order ¢, of the phase-field function. On a static level, I'-convergence provides a rigorous
way to prove that phase-field energies are indeed “regularizations” of sharp crack energies. As a by-product of
I-convergence, global minimizers of (1.1) converge to global minimizers of (1.2), under suitable compactness
properties. At the present stage not much is known about the convergence of critical points and energy release
(see, for instance, [23]). This is related to the fact that a “good” notion of energy release or slope in BV-like
spaces is still missing (see, e.g., [19]).

Let us turn our attention to the problem of evolution of the phase-field driven by the energy func-
tional F, (1.1). First, we describe the scheme studied in [27]. In dimension n = 2, let [0, T] be a time interval and
consider, for instance, a time dependent boundary condition u = g(t) on 9 and initial conditions ug and vy,
with 0 < vp < 1. As is by now typical in the study of many rate-independent processes (see, e.g., [31,32]
and reference therein), we proceed with a time discretization. For every k € N\ {0}, let 7, := T'/k be a time
increment and denote t¥ := i7y, for i = 0, ..., k. The discrete in time evolutions are defined recursively as follows.

Known uj_; and v}, (at time ¢} ), consider the auxiliary sequences uf; and vf;, for j € N, defined by the
following alternate minimization scheme: Uf,o =ulf vZ’fO =k | and, for j > 1,
ufJ = argmin {fs(u,vf’jfl) cu € HY(Q;R?), u = g(tF) on 00}, (1.3)
vﬁj = arg min {Fg(ufmv) cv€ HY(Q), v < vf’jfl}. (1.4)
Then set
k._ 1; k k. 1; k
Uy = jEToo ug ; and vy 1= jEToo Vi - (1.5)

Once the discrete evolutions are known for every 7, it is natural to investigate their limit as the time
increment 7, — 0. A complete result in this direction has been obtained in [27] characterizing the limit in terms
of BV-evolutions. Describing this result is out of scope here. We only mention that the limit evolution satisfies
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a phase-field version of Griffith’s criterion. Therefore, the time discrete scheme defined by (1.3)—(1.5) provides
an approximation of a quasi-static evolution for brittle fracture. Let us also mention that a discrete version
of [27] in a finite element setting (i.e., for an energy F. ;) has been studied in [1] together with the limit of the
evolutions as the mesh parameter h tends to 0.

We notice that in the minimization (1.4) w.r.t. the phase-field variable v, the irreversibility of the crack is
enforced through the constraint v < v¥ "j—1- In the literature there are other alternatives to impose irreversibil-
ity, such as by sublevel sets [12] or by accumulated traction energy [30]. In the present work, following [35],
we actually adopt a further way, computationally very convenient and still physically correct. In order to
be more precise, we now briefly describe the alternate minimization scheme we are going to study in this
paper. Let us start with the simplest possible time discrete scheme, as proposed in [35], based on a single-step
alternate minimization. With the notation used above, known uf ; and ¥ ; (at time t§ ;), u?
defined by

and v¥ are

:= arg min {F; (u, v” D we HY(QR?), u = g(t¥) on 09}, (1.6)

uF
of = = argmin{fg(ui,v)—&-HHv—vf_lH%z cve HY Q)L (1.7)

= min {o},v¥ ;} where o}

Some comments are due. First of all, irreversibility, in terms of monotonicity of v, is taken into account by
a simple truncation after the minimization w.r.t. v, which is unconstrained. This is numerically very efficient
since it does not require to handle a unilateral constraint and leads to solve a simple linear system in order to
compute 9¥ and v¥. Second, in the minimization with respect to v an L2-penalization appears; this is indeed
the choice in [35] and, as we will see, it will lead us to the construction of a unilateral L?-gradient flow w.r.t. the
phase-field variable. More precisely, we show that, as 7, — 0, the time discrete evolutions converge to an
evolution ¢t — (u(t),v(t)) such that

u(t) € argmin {F. (u,v(t)) : uw € H (Q;R?) with u = g(¢) on 9Q},

v is monotone non-increasing (in time), v(t) takes values in [0, 1], and the following energy balance identity
holds:

Felu(t), v(t)) = =5 l0()|1 72 — 510, Fel* (u(®), v(t)) + P(ult), v(t), §(1)), (1.8)

where |0, F.| is the L?-unilateral slope (see Def. 2.1 and Prop. 2.3), P is the power of external forces, and
the dot denotes the time derivative. We refer to Definition 2.5 and to Section 4 for the precise statements.
Evolutions ¢t — (u(t),v(t)) satisfying (1.8) are, in a suitable weak sense [33], solutions of the system

(t) = [acAv(t) + be(1 —v(t)) + v(t)o (u(t)) : €(u(t))ly,
div (ay(r) (u(t))) =0,

where ac,b. > 0, [-]+ denotes the positive part (which ensures irreversibility), and o, (u(t)) = (v2(t) +
n:)o(u(t)) is the phase-field stress. Unilateral L?-evolutions of this type are frequently employed in compu-
tational fracture, in this form and under the name of Ginzburg-Landau models (see, e.g., [2] and the refer-
ences therein). A system of this type has been studied in [9] and employed, as a regularization, also in [28].
We recall that the vanishing viscosity limit of these rate independent evolutions are indeed quasi-static BV-
evolutions [28,33]. A different approach for a unilateral rate-independent model, coupled with elasto-dynamic,
can be found in [29].

As we have already mentioned, the scheme (1.6) and (1.7) is characterized by a single alternate minimization.
This choice is the simplest possible to provide in the limit a unilateral L?-gradient flow. However, we realized
that computationally it does not provide good enough solutions (at least for reasonable time increments). This

k

is mainly due to the fact that the couples (uf,v¥) are not equilibrium configurations for the energy F.. For
k

this reason, in Section 5 we study also the following infinite-step scheme. Known u? | and v¥ ; (at time ¥ ,),
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consider the sequences uf ; and vl}f ;» for j € N, constructed using this alternate minimization procedure: we set
ufgi=ul_ vf,o =0k | and, for j > 1,
ufj = arg min {fe(u,vf’jfl) cu € HY(Q;R?), u = g(tF) on 00}, (1.9)
vﬁj = min {17%,1}521} where 1712 := arg min {fg(uﬁj,v) + i”v —oF % v e HY(Q)}.  (1.10)
Then set
uf = jEI-iI-loo uf] and of = jEI—iI-loc Uf,j.

Note that in the definition of ﬁf ; it appears, in the L%-penalization term, the function v¥ , (the configuration

at time tf_l) and not ”ik,j—1

definition of vl’f ; we truncate f)f ; with Uf_l, so that, possibly, the sequence {U,’“ j }jen is not monotone, but still

satisfies the constraint vf’ ;i < v¥ | for every j. This choice is again motivated by applications and simulations.
Indeed, using vf j—1, a8 in [27], may lead in some cases to accumulation of numerical errors at each iteration.
As for the one iteration scheme, in the limit as 7, — 0 we obtain a unilateral L2-gradient flow.

In Section 6 we deal with a space discrete approximation of a unilateral L2-gradient flow. We consider a

family of P; finite element spaces on acute angle triangulations 7, i.e.,

(the previous configuration in the alternate scheme). In a similar way, in the

u€ {z € H(Q;R?) : z is piecewise affine on 7} ve{ze H(Q): zis piecewise affine on 73},

and a family of approximating energies of the form

Fen(u,v) = %/

(ITp (v*) + n.) o(u) : €(u) dz + GC/ LT0,((1 = 0)%) +¢[Vo|? da,
Q Q

where II, is the usual Lagrange interpolation operator [1]. We remark that F , is not, strictly speaking, the
restriction of F. to the finite element spaces. Nevertheless, it is not too difficult to show that the I'-limit as
¢ — 0 and with i = o(e) is again of the form (1.2). Moreover, the operator II;, and the acute angle triangulations
allow to prove [1] that the phase-field variable in the space discrete setting takes values in the interval [0, 1].
In this framework, we consider again a time discrete approach in which the incremental problem is obtained
by an alternate minimization procedure, producing this time a finite number of iterations, according to some
stopping criterion. In order to have a general result, including all possible criteria, we only assume that the
number of iterations Jik , possibly depending on k and i, are bounded from above, uniformly w.r.t. k£ and 4, by

a certain arbitrarily large number J. Thus, known u}_; and v}, (at time } ), we consider the sequences u} ;
and vz’f j» for j € N, defined by the following alternate minimization scheme: Uﬁo =k vﬁo = vF |, and,
for j = 1,...7Jf,

upy o= argmin {Fep (u, 0f;_q) s u = g(tf) on 99}, (1.11)

k sk ok ~k ; k ko2
v; ;= min {vi,j, vy 1} where v; ; = argmin {fe,h(ui}j, v) + i”v —vp |72} (1.12)
Then set
uf = uf,Jk and vf = vak.

We prove that in the limit as 7, — 0 and h — 0 we obtain again a unilateral L2-gradient flow. We refer to
Theorems 6.13 and 6.17 for the precise statements.

Finally, in Section 7 we provide a detailed set of numerical examples. Our aim is to show and compare the
efficiency of the one-step and multi (or infinite) step schemes. As we have mentioned above, it turns out that
the multi-step algorithm is more stable and computationally more convenient than the single-step scheme. In
particular, we will see that comparable evolutions are obtained for time step sizes of the order 10~!, using



CONVERGENCE OF DISCRETE AND CONTINUOUS UNILATERAL FLOWS 663

the former algorithm, and for time step sizes of the order 1073, using the latter. For this reason, the multi-
step scheme is computationally faster. We remark again that, from a numerical viewpoint, the power of the
alternate minimization scheme investigated in this work is in the lack of a priori constraints in the phase-field
minimizations (1.7), (1.10), and (1.12). In this way, indeed, we are simply led to solve a linear system.

From the technical point of view it is important to stress that our result employs an argument based on a
fine regularity estimate, proved in [25] and already employed in [28], together with Sobolev embeddings (see
proof of Prop. 2.9) which holds only for Q C R2. Second, the structure of discrete scheme, with unconstained
minimization and a posteriory truncation makes it very difficult, if not impossible, to obtain H' estimates and
apply Gronwall type arguments for the speed of the phase-field variable. We are thus forced to work only with L?
velocities and the energy identity cannot rely on the chain rule. We use instead, for the energy identity, the
Riemann sum argument of [21].

2. NOTATION AND SETTING OF THE PROBLEM

Let © be an open bounded subset of R? with Lipschitz boundary 9. Denote U := H(;R?) and V :=
HY(Q) N L>®(Q). For every u € U and v € V, we define the elastic energy

E(u,v) == %/Q(v2 +n)o(u): €(u)de, (2.1)

where 7 is a positive parameter, €(u) = £(Vu + (Vu)T) denotes the (linearized) strain, o'(u) := Ce(u) stands

for the (linearized) elastic stress, and C is the stiffness matrix. We assume that C is positive definite on ngxrfl
In few cases we will also employ the phase-field stress o, (u) := (v? + 1) o (u).
We introduce the dissipation potential associated to the phase-field variable v € V given by
D(v) := %/ Vo2 + (1 —v)*da. (2.2)
Q

Note that the dissipation (i.e., rate of dissipated energy) turns out to be of the form dD(v)[0] (under suitable
time regularity of v), where the dot denotes the time derivative.
The total energy F: U XV — [0, +00) of the system is given by the sum of elastic energy (2.1) and dissipation
potential (2.2), i.e.,
F(u,v) := E(u,v) + D(v). (2.3)
We notice that the functional F in (2.3) coincides with . in (1.1) for ¢ = 1 and G¢ = 1. This choice is
made for notational convenience and does not influence our analysis.

An important role in the definition of evolution we consider in this work is played by the following notion of
unilateral L?-slope.

Definition 2.1. For v € U and v € V we define the unilateral L?-slope of F with respect to v at the point
(u,v) as

|0, Fl(u,v) := liglsup [F(u,v) — F(u, 2)]+

ZGVT)Z’USU ||U B Z||L2

, (2.4)

where [-], denotes the positive part and the convergence is intended in the L2-topology.

Remark 2.2. The minus sign appearing in the notation |J, F| reminds that only negative variations are
allowed; it should not be confused with a similar notation for the relaxed slope (see, e.g., [5], Sect. 2.3).

For uw € U and v, p € V there exists finite the partial derivative of F with respect to v, i.e.,

0.7 (wv)le] = [

vpo(u): e(u)dr + / Vv-Vo— (1 —v)pda. (2.5)
Q Q

The natural relationship between partial derivatives (2.5) and slope (2.4) is stated in the next lemma.
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Lemma 2.3. Foru el and v € V there holds
|0, Fl(u,v) = sup {—=0,F(u,v)[p] : ¢ € V, ¢ <0, |||z <1} (2.6)
Proof. For all ¢ € V with ¢ <0 and ||¢||z2 < 1 there holds
0y F(u,0)[o] = lim F(u,v) = F(u,v+ sp)

s—0t S

< ey FO0) = Fluv+sp)le () - Pl
o P ) P
Taking the supremum of all ¢ we get
sup{—0uF (u,v)[g] : 0 €V, ¢ <0, |lpll 2 <1} <0, F(u,v). (2.7)

In order to show the opposite inequality, let (z,) in V with 2z, — v and z, < v for all n € N such that

lim [f(uav) 7‘?(“72%)]

n—oe v —znllze

= =10, Fl(u,v).

We can assume that |0, F|(u,v) > 0, otherwise the inequality is obvious since 9, F (u,v)[0] = 0. Hence, for n
sufficiently large we have F(u,v) > F(u, z,). Together with the convexity of F(u,-) there holds

Fv) = F2n) o yiing 9, F(u, 0)[2), (28)

HU—ZnHL2 n—o0

|0, F|(u,v) = lim

where z/, = (z, — v)/||v — 2zp]||z2. Clearly 2], € V, z;, < 0 and ||2}||rz= < 1. This concludes the proof of the

lemma. |

Finally, let us define, for u,z € U and v € V, the functional

Pu,v,2) = /Q(v +n)o(u):e(z)dx = /Q o,(u):e(z)dz. (2.9)

We anticipate here a continuity property of P which will be useful in the forthcoming discussion.
Lemma 2.4. If u,, —u inU and v,, — v in L*(9;[0,1]), then

lm P(tm,vm, 2) = Pu,v, z).

Proof. Remember that
Plu,v,z) = /(v2 +n)o(u): e(z)dx.
Q

Consider a subsequence (not relabelled) such that v,, — v a.e. in Q. By dominated convergence it is easy
to see that v2, €(2) — v? €(2) strongly in L?(Q;R?**2). Clearly o (u,,) — o(u) (weakly) in L?(Q; R?*?). Hence
P (U, Vm, 2) — P(u,v,z). Since the limit is independent of the subsequence, the convergence holds for the
whole sequence. O

We are now in a position to give the precise definition of gradient flow evolution we consider in this paper.

Definition 2.5. Let T > 0 and g € AC([0, T]; WP(Q;R?)) for some p > 2. Let ug € U with ug = g(0) on 99
and let vg € H'(Q;[0,1]) be such that

up € argmin {&€(u, vg) : v € U with u = g(0) on IN}. (2.10)

We say that a pair (u,v): [0,7] — U x V is a unilateral L?-gradient flow for the energy F with initial
condition (ug,vp) and boundary condition ¢ if the following properties are satisfied:
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(a) Time regularity: uw € C([0,T);U) and v € H([0,T]; L*(2)) N L>=([0,T]; H'(2)) with
1u(0) = up and v(0) = vo;
(b) Irreversibility: t — v(t) is non-increasing (i.e., v(s) < v(t) a.e. in Q for every 0 < ¢t < s < T) and
0 <w(t) <1 for every t € [0,T7;
(¢) Displacement equilibrium: for every t € [0,T] we have u(t) = g(t) on 02 and

u(t) € argmin {€(u,v(t)) : uw € Y with u = g(t) on IN};
(d) Energy balance: the map t — F(u(t),v(t)) is absolutely continuous and for a.e. ¢t € [0, 7] it holds
Fult), o) = — L5122 — 2105 FI2(u(t),v(t) + Plult), (), 3(1)).
Remark 2.6. Note that P(u(t), v(t), g(t)) provides the power of external forces. Indeed, by equilibrium of w(t),

Pu(t), v(t), (1)) = —/Qdiv(av(u))g(t) dz + (o (u) () v, 9(t)) = (o0 (u)(t) v, §(1)),

where (-,-) denotes the duality between H~'/2(9Q;R?) and H'/?(9Q;R?), and v stands for the exterior unit
normal vector to 0€2. Hence P(u(t), v(t), g(t)) gives a weak formulation for the “classic power”

/ (o0 () (t) v) - §(t) dH".
o0

Remark 2.7. If (u,v) is a unilateral L?-gradient flow in the sense of Definition 2.5, then v € C([0,T]; H*(Q)).
Indeed, if t, — t then u(t,) — u(t) (strongly) in & while v(t,) — v(t) (weakly) in H(£2). It is not difficult to
check that, by the displacement equilibrium (c¢), €(u(t,),v(tn)) — E(u(t),v(t)). Hence, the energy balance (d)
implies D(v(t,)) — D(v(t)), and, since v € C([0,T]; L3(£)), it follows that

/QWU(tn)|2d$—>/Q|Vv(tn)|2dx.

From this we deduce, together with weak convergence, the continuity of ¢ +— v(t) in H* ().

Our first goal is to prove the convergence to a unilateral L?-gradient flow of the time discrete solutions
obtained by a couple of iterative schemes (see Sects. 4 and 5) based on the “unconstrained” version [35] of the
alternate minimization algorithm [12]. Our second aim is to show, in the spirit of [1], that the same convergence
result holds true for the corresponding space and time discrete scheme, i.e., when also a space discretization
is considered, inspired by Finite Element approximation. We refer to Section 6 for the detailed presentation of
this last topic.

Before starting any discussion about the construction and convergence of a unilateral L2-gradient flow, let us
comment on the energy equality (d). In particular, we show in Proposition 2.9 that only an energy inequality
is sufficient. The proof is based on a combination of a quantitative regularity estimate proved in Theorem 1.1
from [25] and a Riemann sum argument inspired by Gianni Dal Maso [21].

Next lemma provides the regularity property needed in our setting. For a more general statement we refer
to [25].

Lemma 2.8. Let g € AC([0,T]; WhP(Q;R?)) for p > 2. Fort € [0,T] and v € H*(Q;10,1]) denote
u(t,v) ;= argmin {€(u,v) : u € U with u = g(t) on 9N}.

Then there exist an exponent 2 < r < p and a constant C' > 0 such that for every ti,ts € [0,T] and every
v1,v9 € HY(Q;1]0,1]) it holds

lu(tz, va) — u(ts,vi)llwrr < C(llg(te) — g(t1)llwrr + gl Lo (0,1 wrwy lva — v1l|La),

where 1/qg=1/r —1/p.
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Next proposition shows that the energy inequality (2.11) is actually equivalent to the energy identity (d) of

Definition 2.5.

Proposition 2.9. Let T,g,up and vy be as in Definition 2.5. Assume that the pair (u,v): [0,T] — U x V

satisfies properties (a)—(c) of Definition 2.5 and that for every t € [0,T]

F(ult),v(t)) < F(uo,vo) — / 105 F I (u(s), v(s)) + [lo(s)]7- d5+/0 P(u(s), v(s), g(s)) ds.

Then, (u,v) also fulfills the energy balance (d) of Definition 2.5.

(2.11)

Proof. In order to prove the proposition we need to show the opposite inequality of (2.11). We exploit here the
Riemann sum argument proposed in Lemma 4.12 from [21]. Since by (2.11) the slope |0, F|(u,v) is in L*(0,T),

for every ¢ € [0, T there exists a sequence of subdivisions, denoted (by abuse of notation) by ¢/,
with ‘ ‘ ' ‘
O:t%<t]1<...<t]1jzt7 lim max{(wl t1):0<i<I;—1} =0,

j—oo
and such that the piecewise constant functions
1

Fi(s) =3 10 (8)105 Fl(u(t), o(t]))

=0

converge to |9, F|(u,v) strongly in L?(0,t).
By the quadratic structure of the functional F, we can write

Flu(t]), v(t]41)) = Flult]), o(t]) + (o(t]1) — v(#)))
= F(u(t]), v(t])) + 0uF (u(t]), v(t])o(t] 1) — v(t])]

+3 /Q(v(tf;l) —o(t])*o (u(t])) : e(u(t])) de + 3 /QIVv(tZH) — Vo(t)|* dz

i1 /Q (0(t],,) — v(t]))? da

> F(u(t]), v(t])) + uF (u(t]), ot )t 1) = v(ED] + 50(41) — o) -
Reordering the terms in (2.13) and recalling Lemma 2.3, we get that
Fu(t]),v(#])) < Fu(t]),v(t]1)) = 0F (w(t]), v(E)[0(H1) = 0] = Sllo(t) — o) |17
" g () = o) e
< Flu(ti),v (1514,1))+/tg |0, Fl(u(ti), v(t;)) W )
= 3llo(t 1) = ()17
For every j € N and every ¢ € {0, ...,I; — 1}, we have that
F(u(t]), v(t]y)) = Flu (tj)+g( 1) = 9(t]),v(t1))

- iass<u<tz>+g<s>—g<tz> v(tl,)) ds,

o

ds

where

B.E(u(t]) + g(s) — g(t), v(t],1)) = DuEu(t]) + g(s) — g(t), v(t, 1)) 3 (s)]
- /Q (1) + ) o (u(t) + g(s) — g(£])) - e(d(s)) da

= P(u(t]) +g(s) = 9(t]),0(t]1), §(5)).

(2.12)

(2.13)

(2.14)

(2.15)
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Next, we know that u(t) € argmin {E(u,v(t)) : u € U, u = g(t) on 9N} for every t € [0,T]. Hence,
/Q(UQ(t) +n)o(u(t)) : e(¢p)dz =0 for every ¢ € Hi(Q,R?).
As a consequence, if w = g(t) on 9 we get
F(w,v(t)) = F(u(t),v(t)) = /9(02(75) +n)o(w+u(t)) : e(w—u(t)de

= [0*0) +n oo = ut) s ew— u(e)) da
< Cllw = u(®)| 7

Choosing t = t{_ﬂ and w = u(t!) + g(tgH) — g(t)) we can write

Flut]) +g(t]11) = 9(8]),0(t]1)) < Flult]yy), v(t],))

j INE: i INE (2.16)
+Cllg(ti 1) — 9(t) Iz + Cllultyy ) — w5
Joining (2.14)—(2.16) we obtain
. _ . . tli . . Y — ot e
Fluled) o6)) < Fultlen) o) + [ 107 A o) ’j;) vif))”L ds
t i1 T U
t] , (2.17)

— [ TPt + g(s) — g(t), v(t, ), 3(s)) ds

g
— 3l ) — o) + Cllg(tlr) — 9D + Cllu(t]yy) — u(t]) |7

We now estimate the term ||u(tg+1) - u(tf)”%ll in (2.17). By Lemma 2.8, we have that there exist C' > 0 and
q > 2 independent of ¢ and j such that

lu(t] ) — w7 < Cllg(thy) — 9tz + Cllo(tly) — o)1
By interpolation inequality, we can find 0 < a < 1 and ¢ > 2 such that

_ , _ , . —
[o(t1) = o) Fe < ot 10) = o(E) 135 () —v@)II7 .

Applying a weighted Young inequality, we get that for every § > 0 there exists Cs > 0 such that
lo(tly1) = o) e < 8llo(t 1) = v(t)ITa + Csllo(t]1) — v(t])]|7--
In view of Sobolev embedding, we can continue with
[o(t]s1) = o(E)ITe < Collo(t], ) — v(t])IFn + Cosllv(thiy) — v(E)|Ze-
Combining all the previous inequalities we get
lu(ti 1) —wt)lE < Cllg(tyr) = gD + Collo(ty) — vt Fn + Collv(tly) —v(tDIZ2 (218)
Substituting (2.18) in (2.17) and choosing § > 0 small enough so that C§ < %, we obtain that

Flu(e), oft])) < Aol + [ 10, Fllule).o(ed) ””(ti(:;) - ”S;”'”
t] i1 b

_ /t.a,+173(u(tg) +g(s) — g(t)),v(tl 1), 4(s)) ds (2.19)

J
i

= Cllo(t] 1) = ()l + Cllg(tl1) = gt + Csllo(t] ) —v(E)IIZe,
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for some positive constants C, C independent of ¢ and j.
Iterating inequality (2.19) for i = 0,...,I; — 1 and neglecting the terms with the H'-norm of the phase-field
variable (which are negative), we finally arrive at

f(uO,’U()) < F(u(t),v(t)) + Jlﬁj + Jg’j + Jg)j + J4’j (2.20)

where

Jij = Z/t |8 F| (u(t]), v(t! ))HU( z+1) “(?3)”1:2 ds,

(th = t])

Tay i Z / PG + 9(s) — g(t]),v(t11). 9() 0,

-1 I;-1
=C X lotele) ~ oGl iy = C X Ioten) ~ vl
i=0
We now prove the followmg:
Jm = /Ot |0, Fl(u(s), v(s))[[o(s)] > ds, (2.21)
jlggo Jo ;= /Ot Pu(s),v(s), g(s))ds, (2.22)
jlirgo J3j = Jlggo Ja,j = 0. (2.23)

As for (2.21), we first rewrite Jy ; as

t
lej:/ F;(s)Vj(s)ds,
0

where F; has been introduced in (2.12) and V; is defined by

I;—1

v(t! v(t
YL 1 o
= 2 e )

We already know that, by the particular choice of the sequence of subdivisions of the interval [0,¢], the
sequence Fj converges to |9, F|(u,v) in L?*(0,t). Hence, in order to get (2.22) it is enough to show that
V; — ||o]| 2 weakly in L?(0,t). Since v € H([0,T]; L?(£2)), we have that V;(s) — [|0(s)||p2 for a.e. s € [0,¢].
Moreover, V; is bounded in L?([0,]). Indeed,

2 t )
Lo ds < /0 [[9(s)]172 ds.

V200 = Z/

Therefore, we conclude that V; — ||9]| 2 weakly in L2(O,t) and (2.21) holds true.
For the limit in (2.22) let us fix s € (0,¢). For every j € Nlet s € [ti ,tf +1), so that tJ — s and tl S
Since u € C([0,T};U) and v € H([0,T]; L?(Q2)), it is clear that u(tfj) + g(s) — g(tzj) — u(s) in U and

U(tgjﬂ) — v(s) in L*(Q). By Lemma 2.4
P(ult]) +g(s) = 9(t]),0(t]1), 4(5)) — Plu(s), v(s). 9(s)).
We get (2.22) by dominated convergence.

The limits (2.23) involving Js ; and Jy ; follow, respectively, from the fact that the boundary datum g €
AC([0,T);U) and the phase-field v € H*([0,T]; L(£2)). This concludes the proof. O

—o(#])
_ t]
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3. LEMMATA
We collect here some technical results that will be useful in the next sections.

Lemma 3.1. Let Uy, u €U and vy, v € V. If Uy, — u in U and vy, — v in HY(Q), then

F(u,v) < liminf F(thy,, vm).

m— 00

Proof. The lower semi-continuity of D is obvious, by convexity. The lower semi-continuity of £ follows for
instance from Theorem 7.5 of [22]. O

Now we prove a semicontinuity property of the slope |0, F|.

Lemma 3.2. Let tup,u €U and vy, v € V. If Uy, — u in U and v, — v in HY(Q), then

|0, Fl(u,v) < liminf |0, F|(tm, Um)- (3.1)

Proof. Let us fix ¢ € V with ¢ < 0 and ||¢||zz < 1. Let us also assume, without loss of generality, that the
liminf in (3.1) is a limit and that Vu,, — Vu and v,, — v pointwise a.e. in 2. Then, by Lemma 2.3 we have
that

lim |0, F|(tm, vm) > liminf —0, F (Um, vm)[¢]

m—0oQ0 m— 00

=liminf [ —vnpo(um) : €(up)de — / Vum -V — (1 —vp)ede.
Q

m—00 Q

By (generalized) dominated convergence, for the first integral, and weak convergence, for the second integral,
we get

rr}il}loo |0, F|(tm, Um) > /Q—vcp o(u): €(u)dr — /Q Vo -V — (1 =v)pdr = —0,F(u,v)[p].

Passing to the supremum with respect to ¢ in the previous inequality, we get (3.1). (]
Finally, we will prove the following minimality properties.

Lemma 3.3. Let g, Joo, Um, Uso € U and let vy, v0 € HY(Q;[0,1]). Assume that gm — goo (strongly) and
Um — Uso (weakly) inU, vy, — v (weakly) in HY(Q), and that

U, € argmin{E(u, vp,) : v € U with u = g,, on 0N}. (3.2)

Then
Uso € argmin {€(u, voo) 1 u € U with u = goo on N} (3.3)

and Uy, — Us Strongly in U.

Proof. Let u € U be such that u = goo on I, then v — goo + gm = gm on I By minimality, see (3.2), and by
the lower-semicontinuity of £, see Lemma 3.1, we get

E(Uoo, Voo) < liminf € (Up,, vp) < liminf E(u + g — Joo, Um)- (3.4)

m— 00 m— 00

Let us check that lim,, o0 (U + gm — Goos Um) = E(U, Vo) from which (3.3) follows. Write

5(U+gm _goo;'Um) = /(qu+77)o'(u+gm _goo) : e(u+gm _goo>dx-
Q
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Extract a subsequence (not relabelled) such that v, — v and Vg, — Vg a.e. in Q. Then
(02, +0) o (U + gm — goo) : €U+ Gm — Goo) — (Voo + 1) (1) : €(u) a.e. in Q.

Since 0 < v, < 1 and g, — goo (strongly) in U we can apply dominated convergence. We conclude because

the limit is independent of the subsequence.
Rewriting the previous argument for u = u.,, we deduce that

Hm E(tm, Vm) = E(Uoos Voo)-

For Um € H'(;[0,1]) let us consider the space L?(€;R2%?) endowed with the weighted norm |[¢[|Z, =
fQ + n)¢ : C¢dx where C is the stiffness matrix. Since C is positive definite in RSVXH? and n > 0, it

follows that there exists ¢,C' > 0 (independent of k) such that ¢||¢]] < ||¢||m < CJ|C]|, where || - || denotes the
standard norm in L2(€); RS;HQI) We will prove that ||€(um — too)||m — 0, from which €(u,) — €(us) strongly
in L*(Q; RZ%Y). Write

el = )l = [ (04 1) @y = ) s €l = ) o
= /Q(vfn +11) 0 ()  €(um) + (v5, +1) 0 (usc) : €(uss) = 2(vp, + 1) (um) : €(uso) da.
By convergence of the energies
/Q(vfn + 1) o (tum) : €(ty)dr — E(Uoo, Voo)-
By dominated convergence
/Q(v?n + 1) 0 () : €(tio) dz — /Q(vgo + 1) 0 (too) : €(tUoo) AT = E(Uso, Voo )-

Finally, o (um) = o(us) in L*(;RZ%2) while (v2, + n)€(uss) — (v, + n)€e(us) in L2(QRZ%2), again by
dominated convergence. Hence

/(vi +1) o (um) : €(us) dz — / (V3 +1) 0 (o)  €(ting) Az = & (tisg, V).
Q Q

Therefore ||€(um —toso)||2, — 0. Since gm — goo inU, we deduce that €(tm, —gm) — €(Uoo—goo) in L*(; ngxnf)
Since both (U, — gm) and (Us — goo) belong to H}(Q;R?), Korn’s inequality implies that Vu,, — Vus, in
L?(Q;R?). As a consequence u,, — Uy, strongly in U. O

4. A ONE-STEP SCHEME

In this section we present a first time-discrete scheme, proposed in [35], converging to unilateral gradient
flow, in the sense of Definition 2.5.

Given the time horizon T' > 0, for every k € N\{0} we define the time step 7, := +. For every i € {0,...,k}
we set the discrete time nodes tk := i1}, and we define recursively u} € U and ¥ ,’UZ € H'(Q) as follows: for
i=0let uf := ug and 9§ = vk := v, while, for i > 1, we define

uf = argmin {€(u,vf ) : weU, u=g(tF) on 6O}, (4.1)
o .= arg min {F(uf,v) + %Hv —oF )% v e HY(Q)}.
oF := min {oF,vF | }. (4.3)
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We notice that the solutions of the minimum problems (4.1) and (4.2) exist and are unique by the strict convexity
of the involved functionals. In particular, by the usual truncation argument, we have that 0 < o¥ < 1 in Q
whenever 0 < v¥ | < 1 in Q. By induction, this is guaranteed by the restriction 0 < vy < 1 on the initial
condition.

Remark 4.1. We stress that the minimum problem (4.2) for the phase-field variable is unconstrained, that is,
we are not imposing any a priori irreversibility constraint of the form v < v¥ |. The latter condition is instead
imposed a posteriori by (4.3). Therefore, at the discrete level, the “non-increasing” phase-field variable v¥ does
not satisfy any equilibrium condition, while the “unconstrained” phase-field 4¥ is not monotone, with respect to
1 € N. As discussed in [35], from a numerical viewpoint the approach described by (4.1)—(4.3) is computationally
very convenient since, at every discrete time tf, we have to solve a couple of unconstrained minimum problems
for quadratic functionals.

We now show some consequences of (4.1)—(4.3).

Proposition 4.2. For every k € N\{0} and everyi € {1,...,k} let u¥, 5F and vF be defined as in (4.1)-(4.3).
Then

vk — ok
H 3 zleL2 — |8,U_]:|
Tk

(uf
OuF (uf, v ) vf = vi 1] = OuF (uf, 0] )[f via] = =105 Fl(wf, o) |vf = vi |z (4.5)

Proof. By minimality of ¥, we have that
O F (uf, 58) ] + 2 / (oF —oF Npdz =0  for every p € V. (4.6)
Q

Then, by Lemma 2.3, by the density of V in L%(Q), and since vF — v¥ | = —(8F — 0¥ |)_, we have that

07 Ik, %) = sup {0, (b, #)lg] - 0 €V, ¢ <0, gl < 1)
= max {2 [ @ =k e s g€ 220, <0, lele <1
(0F —vf )-
o T )T

= %H(@f - Uzkfl)*”lzz = %Hvz - vi*lHLzﬂ

<

dx

which proves (4.4). In particular, since (vF — o ;) € V, we also deduce the second part of (4.5), i

—0uF (uf, 0 )vf — vy = 18, Fl(uf, o) |of — vfy | e (4.7)
Let us now define Q_ := {o¥ <oF |} and Q. := {0F > v¥ ;}. Then, we claim that
0.7 )igl+ & [ (o =0k )pdo =0 (45)

for every p € V with ¢ = 0 on Q. Note that the partial derivative of F is computed in v¥ and not in 9%, as in
(4.6). Being ¢ = 0 on Q, we have

/ vFoo(ul) : e(ul)dx + va~V<pdx—/
Q4

(1= thpdot+ L [ (@F= ok pde=0.
Q4 *Ja,

Q4
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On the other hand, by (4.3), on Q_ we have v¥ = #F. Thus, in view of (4.6),

O:&ﬂﬁﬁﬂﬂ+é4@hw Dede

:/ f)f(pa(uf):e(uf)dx—i-/ Vﬁf-Vgpdx—/ (1—oF Jodx + = / (oF — vk
¢ Q. Q. ¢

=/1%wthme+
Q

_ Q_ _

Hence (4.8) is proved.
Using now (4.6) and (4.8) with ¢ = vF —vF | we get

B, F(ub oE)t — b ]+ L / (3 — v )(of — b ) dz =0,
Q
0, F(ufohlet — ol ) + L [ (of — ok 2o =0,
Q

It is easy to see that
[ =tk =k de = [ of = o)
Combining (4.9)—(4.11), we obtain

OuF (uf, 5) [0 — v ] = OuF (uf o) [0} — vfl 4],

177

which, together with (4.7), concludes the proof of the proposition.

wf.wdx—/ (1—v§“)sodff+i/ (v — vy
Q_

pdx

Yo dx.

(4.9)

(4.10)

(4.11)

O

Remark 4.3. In view of the equilibrium condition (4.6), we could define 9,F(u¥, o¥) as an element of L?(Q)

177

by the relation
Dy F(ul o8) o] = =L [ (@F —vF edz  for every p € L*(Q),
Q

Tk
that is, 0,F (uf, o) = — 2 (0f — vf_;) in L*(Q).

We now define the following interpolation functions:

k
[T — -
op(t) = of 4 Lt —tF)  for every t € [th 1R ),

ap(t) ==uf, T(t):=0F, o) :=0F, t(t):=tF  forevery t e (tF |, t¥],
k k
K3 Z

i—1 %4

for every ¢ € [tF,tF ).
Next, we study compactness and energy balance for the sequences introduced just above.

Proposition 4.4. The following facts hold:

(a) The sequence vy, is bounded in L>=([0,T]; H(2)) and in H*([0,T); L*(2));
(b) The sequences vy, Uk, and vy are bounded in L>([0,T); HY(Q));

(¢) The sequences iy and uy are bounded in L ([0,T];U);

(d) For every t € [0,T] we have

g (t) € argmin {&€ (u, v (1)) : u €U, u = g(tx(t)) on ON};

(4.12)

(4.13)
4.14)

—~
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(e) There exists a constant C > 0 (depending only on the stiffness tensor C) such that for every t € [0,T

t (t)

F(uk(t), vk (t)) < F(uo, vo) — %/0 1o ()13 + 105 FI* (@x(s), e (s)) ds

t(t) I,
+ [ Plun(s)vn(s), §())ds +C Y llgth) — g(ti_y)lI,

0 i=1

(4.15)

where Iy = min{l e N | I > é} In particular the energy F(ux(t), v (t)) is uniformly bounded, w.r.t. t and
k.

Proof. We will start proving the energy estimate (e). Let us fix £ € N\{0}, t € (0,7], and i € {1,...,k} such
that ¢ € (t¥_;,t¥]. By convexity of v — F(uf,v), we have that

Fluka) 2 Flulof) + O oty of )
F(uf,vf) = 0o F (uf, o] ) [on (1))
Recalling Proposition 4.2, we can continue in (4.16) with
F(uf vig) = Fluf,vf) — medoF (uf, 57) [0r(1)]
= F(ug, vf) + 7|0y F(uf, 07) [0k (2) ] 2
= F(ui,of) + F(lon Ol + |05 FP (uf, 77)) (4.17)

i
= F(uf,vf) + % /k [ ()72 + 185 FI* (@ (s), x(s)) ds.

ti

Since u¥ | +g(t¥) —g(t¥_,) = g(tF) on 0Q, in view of the minimality (4.1) of u¥ and of the quadratic structure
of the elastic energy &, we have that

E(uf vl ) < E(uf_y +g(th) — g(ti_y), vi )
= E(uf_y,0F )+ E(g(t]) — g(th_y),0F )

[ () +motul ) - elo(eh) gttt ) o (4.18)
The second term is estimated by
o(th) — gltk k) = 3 ()7 + ) orlaleh) — glel 1)) - elaeh) = o(t 1) s
< Cllglth) — gt )3,

while the last term is re-written as

0+ matut ) elo(eh) - et ) o - / (/Q <<vfl>2+n>a<u51>:e<g<s>>dx) s

t;
= /. P(ur(s),vi(s), g(s)) ds
ti'—l
Hence, (4.18) gives
i+
Fluf,vfy) < Fluly,vig) + | Pluk(s), un(s), §(s)) ds + Cllg(tF) — g(ti) 1. (4.19)
s
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Combining inequalities (4.17) and (4.19) and iterating over 4, we deduce (4.15).

Property (d) follows simply from the construction of u¥ and the definition of % and vk It remains to prove
compactness and the uniform bound of the energy JF(u(t), vk (t)). By minimality of u¥, for every k € N\{0}
and every i € {1,...,k}, we can estimate

%/nv(u?) e(ub) dr < E(ub,vk_,) < E(g(t5), k1>s%/(Hn)o—(g(t?)):e<g<t?>>dxsc
Q Q

for some positive constant C, independent of the indices k& and i. Then, Korn’s inequality implies that
supy, ; [|uf|| g1 < +o0, which proves (c). Using the fact that vj(t) takes values in [0,1] and that uy, is bounded
in L*>([0,T);U), we easily deduce that

P(ur(s), vk(s), (s)) = / (v (s) + 1) o (uk(s)) : €(g(s)) dz < Cllg(s)lla-

Q
Since g € AC([0,T];U) we have

tr(t)

P(ur(s), vk(s),9(s)) ds < C,

0
2
antk tfluH1<(antk gt )l ) <c.

These bounds, together with (4.15), imply that F (g (t), vk(t)) is uniformly bounded and that vy is bounded
in H'([0,T]; L?(€2)). Since the energy is bounded, the phase-field sequences Vg, Tk, and vk (all taking value v¥
in the points t¥) are bounded in L>([0,T]; Hl(Q)) By minimality of oF we have F(u¥, oF) < F(ul, vF), hence

177

the sequence 0y is bounded in L>([0,7]; H'(2)) as well. O

We are now ready to prove the convergence of the one-step scheme (4.1)—(4.3) towards a unilateral L2-gradient
flow.
Theorem 4.5. There exists a subsequence, not relabelled, of the pair (g, vy) such that:

(i) v — v in HY([0,T); L?(Q));
(i) vg(t) — v(t) in HY(Q) and ty(t) — u(t) in U for every t € [0,T];
(iii) (u,v) is a unilateral L?-gradient flow for F, in the sense of Definition 2.5.

Proof. In view of Proposition 4.4 (a) and (c) we get (i). Upon identifying v € H'([0, T]; L?(£2)) with its contin-
uous representative, we can write

¢ ¢
vg(t) = v + / U (s) ds and v(t) = vy + / 0(s)ds for every t € [0, T.
0 0

Hence vg(t) — v(t) in L*(Q) for every t € [0,T]; as vk (t) is uniformly bounded in H!(Q) we actually have
v(t) — v(t) in H1(Q). It is easy to check that v is non-increasing in time and takes values in the interval [0, 1].
Remembering the definition of vy, vi and v, we can write

tk(t)
T)k(t) =g + / vk(s) ds.
0

Note that the integrand is still 0. Since tx(t) — t, for every t € [0, 7], we have vx(t) — v(t) in H'() for
every t € [0,T]. In a similar way we deduce that vi(t) — v(t) in H(Q) for every t € [0, T]. We also notice that,
in view of the minimum problem (4.2),

[01(t) — v (t)[|72 < 27 F (un(t), vk (t)) < Cry,
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for some positive constant C' independent of k. Therefore, 9% (t) — v(t) in H(Q) for every t € [0,T].
We recall that for every ¢ € [0, T] by Proposition 4.4 (d) it holds

g (t) € argmin {E(u, v (t)) : v €U, u= g(tx(t)) on OQ}.
Taking into account that v (t) — v(t) and g(tx(t)) — g(t) everywhere in [0,T], Lemma 3.3 implies that
u(t) € argmin {E(u,v(t)) : v €U, u= g(t) on N}

and that @y (t) — u(t) in Y for every ¢ € [0, T]. At this point, using the time regularity of v and g, by Lemma 2.8
(or simply by Lem. 3.3) we deduce that u € C([0,T];U). Finally, let us see that uy(t) — u(t) in U for every
t € [0, 7). Indeed, it is enough to notice that uy(t) = @ (t — 7 ) satisfies

ug(t) € argmin {E(u, v (t — %)) : uw €U, u = g(tx(t) — 71) on ON}.

Arguing as above, we conclude again by Lemma 3.3 and uniqueness of minimizers.

To complete the proof, it remains to show the energy balance (d) of Definition 2.5. To this end, we will pass
to the limit in the energy estimate (4.15). Since g (t) — u(t) in U and v (t) — v(t) in H(Q), by Lemma 3.1
and (4.15) we get

Fu(t), v(t)) < liminf F(ay(t), ve(t))

tk(t)
< li]rcn sup (}'(uo, Vo) — %/ ||vk(s)||%2 + |(91,_.7:|2(’L_Lk(8),’l~)k(8)) ds)
—00 0
t(t) k
+limsup | Plux(s), vi(s), 9(s)) ds + lim sup > g = gti )3 (4.20)
— 00 0 —00 i=1

tr(t) ti(t)
< F(ug,v9) — likm inf 1 / 9k (s)]|%2 ds — likm inf %/ |0, F|? (i (s), 0% (s)) ds
—00 0 —00 0

ti(t)

k
+limsup [ P(uk(s), vi(s), §(s)) ds + limsup Y _ [|g(t) — g(tf_1)|[7-

k—oo 0 k—oo i—1

Since vy — v in HY([0,T]; L*(2)) and tx(t) — t we get

tr(t) t
4mm/|m@mws—/WM@®
k—oo 0 0

Since @ — u and ¥ — v pointwise in [0, T], applying Fatou’s lemma and Lemma 3.2 we obtain

k—oo

tx (1) t
—liminf/ |0, FI1? (g (s), 9x(s)) ds < — [ 10, F|*(u(s),v(s))ds.
0 0

Since ur — wu and vy — v pointwise in [0,7], by Lemma 2.4 we know that P(ux(s),vk(s),d(s)) —
P(u(s),v(s), ¢(s)) pointwise in [0, T]. Since 0 < vi(s) < 1 and u(s) is bounded in U we get (as in the proof of
Prop. 4.4)

Pur(s), vk(s),9(s)) < Cllg(s)]ar-

Hence, by dominated convergence,

tr(t)

timsup [Pl (s).0n(s) () ds < [ Plute).0(s).i(5) .

k—oo 0
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Finally, being g € AC(]0,T};U), for every € > 0 we have |g(tF) — g(t* )|z < € for every 1 < i < k and
every k sufficiently large. Hence

T
ant'f tfl||H1<eZ||gtk ot )l < [ 1306 ds < Ce
0

Therefore
k

limsup Y [lg(¢f) — g(ti_y) |3 = 0.

— .
oo i=1

In conclusion

F(u(t),v(t)) < F(uo,vo) — / [0(s)I172 + 105 FI* (u(s) U(S))der/O P(u(s),v(s), g(s)) ds.

The opposite inequality follows by Proposition 2.9. This concludes the proof. (I

5. AN INFINITE-STEP SCHEME

In this section we present another time-discrete scheme whose time-continuous limits provide unilateral L2-
gradient flows, in the sense of Definition 2.5. Here, in the spirit of previous works, such as [7,13,27], we consider
an infinite-step scheme based, at each time increment, on an infinite alternate minimization process.

More precisely, consider again the time steps 7, := T'/k, k € N, and the time nodes tf = 17;. We construct
inductively the functions u¥ € U and v¥ € V providing the configuration of the system at time t¥. For i = 0

we set ug = ug and v{)“ = @(’f = g, being ug, vy the initial conditions. For ¢ € {1,...,k}, i.e., for each time
increment, we introduce two auxiliary sequences u¥ ; and v¥ "7, for j € N, defined as follows: for j = 0 we have
f,o = Uffp Z’-fo = vfﬁl, and, for j > 1,
ufJ := arg min {&€(u, vfjfl) s uwel,u=g(th) on 99}, (5.1)
~k Eo2 1
oF = argmin {F(uf ;,v) + ﬁ”v — v 4|2 ve H(Q)}, (5.2)
Eo._
v; ;= min {vm,vi_l}. (5.3)

As usual the minimum problems (5.1) and (5.2) admit unique solutions. It is not hard to check that the
sequence u ;18 bounded inU and that the sequences vk and v v - are bounded in H'(£2), with 0 < vl 0 < L
2

Hence, there exist u¥ € U and vF, 5 € H'(Q) such that, up to a subsequence7 uf . — uF weakly in U, va — vy

i Y \J
k

and 0f; — of weakly in H'(£2). Clearly, by strong convergence in L?(2), vf = min{o}, v} ,}. Therefore, we

also have 0 < 9% <1 and 0 < v¥ <wvF | <1 for every k € N and every i € {0,...,k}.
Applying Lemma 3.3, we deduce that uﬁj — u¥ strongly in & and that

uf = argmin {€(u,vF) : w €U, u = g(t¥) on ON}. (5.4)
It is also easy to see (by I'-convergence or using the Euler-Lagrange equations) that
¥ = argmin {F(u¥,v) + %Hv —oF 2 v e HY(Q)}. (5.5)

In particular, the pair (u¥, o) is a critical point of the time-discrete functional

F(u,0) + grellv = vy I3 (5.6)
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Note that this property is not satisfied by the configuration (uf7 ﬁf) of the one-step algorithm. Finally, as in
Proposition 4.2, in view of the stability condition (5.5) we obtain
Hvk - 'kalHLQ _ k ~k
- 7_]: = |av f|(uz » Vg )7 (57)
OuF (uf, vf ) [of —viq] = BuF (uf, 0F)[vf —viy] = =10, Fl(uf, o7)|[of — vfyllza. (5-8)

Remark 5.1. Let us briefly comment on the algorithm (5.1)—(5.3). As in the one-step scheme, the minimization
problem (5.2) involving the phase-field variable v is unconstrained, so that the computational cost of the single
iteration is very low. Irreversibility of the phase-field function is taken into account a posteriori by (5.3). Note
that in (5.3) the constraint is given by v¥ , (the configuration at the previous time node) and not by vl’f -1
(the previous configuration of the alternate minimization scheme), as it is for instance in [27,33]. The latter
way of imposing the constraint, albeit theoretically correct, seems to be numerically more delicate as it may
accumulate computational errors over the alternate iterations. On the other hand, the auxiliary sequence vﬁ j
employed here is not monotone decreasing with respect to the index j € N.

As it will be pointed out later in the numerical simulations, the multi-step algorithm is significantly more
stable than the single-step one. The reason is that the former allows us to produce at each time t¥ a critical

point (uf, @) of the functional (5.6), while the latter scheme generates pairs (u¥,oF) satisfying the weaker

17 7 17 7
stability conditions (4.1) and (4.2), which are only a first rough approximation of the stability properties (5.4)
and (5.5). For this reason, the one-step scheme often requires a time step adaptation procedure in the numerical

simulations, while the multi-step scheme seems to be more robust.

As we did in (4.12)—(4.14), we define the following interpolation functions:

k k
vy — Ul
op(t) = of + Lt —tF)  for every t € [tF,tF, ), (5.9)
Tk
ag(t) == uf,  ot) :=oF, ) :=0F,  th(t) =¥ for every t € (tF |, t¥], (5.10)
up(t) == uk,  u(t) = oF for every ¢ € [tF,tF ). (5.11)

In what follows, we show that the interpolation functions (5.9)—(5.11) still converge to a unilateral L>-
gradient flow evolution. For sake of brevity, we only stress the main changes in the energy bounds proved in
Proposition 4.4.

Proposition 5.2. The following facts hold:

(a) The sequence vy, is bounded in L>=([0,T]; H(2)) and in H*([0,T); L*(2));
(b) The sequences vy, U, vi, are bounded in L>([0,T]; H*(Q2));

(¢) The sequences iy and uy are bounded in L ([0,T];U);

) For every t € [0,T] we have

g (t) € argmin {&€(u, U (1)) : u €U, u = g(tx(t)) on 9N},
Oy (t) € argmin {F(ug(t),v) + [lv — ve(t)[[72 1 v € H'(Q)};

(e) There exists R, — 0 as k — +o0 such that for every t € [0,T] it holds

tk(t)

F(ur(t), v () < F(uo, vo) — %/0 [or ()17 + 105 FI* (1 (), 0w (5)) ds

tr (t)

] Pur(s), vr(s), §(s)) ds + Ry

(5.12)

In particular the energy F(ty(t), vi(t)) is uniformly bounded, w.r.t. t and k.
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Proof. We explain here how to adapt to the multi-step scheme the arguments used in the proof of Proposition 4.4.
Arguing as in (2.13), by the separate quadratic structure of the energy functional F and taking into account
equalities (5.7) and (5.8), for every k € N and every i € {1,...,k} we get

Fluf, v 1) = Fuf,vf) + 0, F (uf o )iy = vf] + gllvf = vf |7

_ ~ ||q; k_1||22 (5.13)
= F(uf,08) + i (310, FP (b, 58) + 3 ) - Lok — ol
k

In order to pass from uk to u¥ | in the left-hand side of (5.13), we first make an intermediate step exploiting

the construction of uZ’1 in the multl step algorithm. Exploiting again the separate quadratic structure of the

functional F, using the minimality of uf 1» and recalling that uf = uﬁ L = g(tF) on 99, we have that

Fluf,vfy) = }_(Uﬁl + (uf *Uﬁl)a”f—l)
= f(uf,la oF )+ E(uf — uf,hvzk—l) + /Q((Uz]'c—l)Z + 77)‘7(“?,1) Le(uf — Uf,l) dx (5.14)
= ‘F(uﬁl’vzl'tl) +E(uf — “ﬁpqu)
Since v¥_, takes values in the interval [0, 1], in view of (5.14) there exists a positive constant C such that

Fluy,vf y) < Fluf Uy 15 Vy— Y1)+ Clluy — fl”?’{l (5.15)

As we argued in (4.18) and (4.19), by the minimality of uﬁl and the regularity of the boundary datum g, we
can continue in (5.15) with

i
Fuf,vfy) < Fluf_,0f 1) + . Plur(s), vr(s), 9(s)) ds
ti 1
+Clluf — iy F + Cllg(tf) — gt )1 (5.16)

for some positive constant C’ independent of k. Combining inequalities (5.13) and (5.16), we end up with

k

t;
Fluof) < Al yob ) -4 |

ti,—l

k_ .k 2
10, F P (w(s), 5 (s)) + w iy
k

¥
+ | Plun(s),un(s),9(s) ds + Cllu —uf |3 + C'llg(8) — gt )17 — 5llvf — vfy |17

k
tzl

Recalling that u¥ and uf, are minimizers of the elastic energy £(-,vf) and £(-,vF_,), respectively, with the
same boundary condition g(t¥), applying Lemma 2.8 we get that

o — w1 3 < Cllof = v 170

Following the same strategy leading to (2.18), we deduce that there exists Cs > 0 such that

. O P O [ k1 2
Flub,of) < Fubob ) =3 [0 (107 FR(s), 5uls) + Tt ) ds

k T,
fim i (5.17)

+ P(Uk(S)vl)k(S),Q(S)) ds + Cslof —viy 122 + C'llg(t) — gt )l
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Iterating inequality (5.17), for every k € N and every t € [0,7T] we get

tr(t)
Flug(t), vp(t)) < F(uo,v0) — %/0 [0 ()1 72 + 105 FI? (n(s), o (s)) ds

tr (t)
+ P(y‘k(s)vl)k(s)vg(s)) ds

0
K K
+Cs ) llof =iy l7 +C" ) lla(e) — gt ). (5.18)
i=1 i=1
In order to proceed in the estimate (5.18), we notice that
K t ()
Sl - ol =m [ o)l ds (5.19)
i=1 0

Combining (5.18) and (5.19), we deduce that for k large enough it holds

t(t)
Flug(t), vp(t)) + i/o |9k (s)]|3.2 ds

o (5.20)

K
< Fluo,wo) + | Plus(s),on(s) 4(s)) ds + O3 llg(th) — 9t llin-

Following the argument of the proof of Proposition 4.4, we get that @, uj are bounded in L ([0, T];U), vk,
Uk, Uk, and ¥y are bounded L>([0,T]; H*(£2)), and vy, is bounded in H'([0, T]; L(£2)).
In view of (5.18) and (5.19), we set

T K
Ry = Tk/o ()72 ds + C" > llg(ts) — g(th_ )7
=1

Since vy, is bounded in H'([0,T]; L?(£2)) and g € AC([0,T];U), we get that R — 0 as k — 400, and the proof
of (5.12) is thus concluded. 0

To conclude this section, we simply notice that, once we have proved the bounds of Proposition 5.2, the proof
of the convergence to a unilateral L?-gradient flow works as in the one-step algorithm. Therefore, we refer to
Theorem 4.5 for the proof of the following result.

Theorem 5.3. There exists a subsequence, not relabelled, of the pair (ay,vy) such that:

(i) vp — v in H'([0,T]; L*(Q));
(ii) ve(t) = v(t) in HY(Q) and g (t) — u(t) in U for every t € [0,T];
(iii) (u,v) is a unilateral L?-gradient flow for F, in the sense of Definition 2.5.

6. FINITE ELEMENT APPROXIMATION

In this section we present a finite element discretization for our unilateral L2-gradient flow. Our aim is twofold:
to provide a space-discrete (finite element) version of the unilateral L2-gradient flow and then to show that its
space-continuous limit is again a unilateral L2-gradient flow, in the sense of Definition 2.5.

First, in Section 6.1, we will introduce a discrete energy Fy, defined in discretized spaces Vy, and U}, (h being
the mesh size); the evolution will then be defined, in Section 6.2, using again a time discrete approach in which
the time-incremental problem is provided by a finite-step algorithm. We stress here that this finite-step algorithm
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is flexible enough to cover every stopping criterion, including those employed in the numerical simulations of
Section 7. This algorithm is, in some sense, intermediate between the simple one-step and the “theoretical”
infinite-step schemes studied in Sections 4 and 5, respectively.

Finally, in Section 6.3 we will show that, as the mesh size vanishes, the finite element evolutions converge to
a (space-continuous) unilateral L?-gradient flow, in the sense of Definition 2.5.

6.1. Preliminaries

First, let us describe the space-discrete setting we are considering in this section. Let 2 be a polyhedral set
in R? and let {7, }n>0 be a family of acute-angle triangulations of Q. We will denote by K the (triangular)
elements and assume that diam(K) < h. Furthermore, we denote by Ay, the set of all the vertices of 7}, and we
set Nh = #Ah

We denote by U}, and V), the sets of continuous P; finite elements functions on €2 discretizing, respectively,
the function spaces U = H'(Q;R?) and V = H*(Q) N L*°(Q).

In what follows, we will consider in V}, the basis of shape functions {fl}lj\i " , where

&(xm) = dim for every x,, € Ay, (6.1)

being &;,,, the Kronecker delta. Accordingly, we introduce the Lagrangian interpolant IIj,: C(Q) — Vy, i.e., the
linear operator such that

I, (@) (x1) = @(1) for every ¢ € C(Q2) and every ; € Ay, (6.2)

Note that, being 7, an acute-angle mesh, the basis {El}fvz"l satisfies the stiffness condition
/ V& -VEnde <0 for every I,m € {1,...,Np}, l #m, (6.3)
Q

which is the natural condition to have a discrete maximum principle in Vy, (e.g., [16,34]) and, in turn, to ensure
that, in the evolution, phase-field functions will take values in [0, 1] (see Prop. 6.14).
In general, U}, and V), will be endowed with the usual H'-norms. However, we will employ in V), a further

norm given by
1/2
oy, == ( / Hh<v2>|dx> . (6.4)

Using the definition of the basis {fl}lN:hl, it is easy to check that || - ||y, is a norm in Vj. Moreover, we have
the following property.

Lemma 6.1. For every v € V}, we have ||v||z2 < ||v]v,-

Proof. Let {z;}" be the vertices of the triangulation 7j,. By the convexity of the quadratic function and the
1=1

fact that Zf\i"l & =1with0<¢& <1, foreveryl € {1,..., Ny}, we have

Nn 2 Np
v? = (Z v(ml)fl> < sz(ml)& =TI, (v?).
=1

1=1
The assertion follows by intergration over 2. O
Remark 6.2. Note that on each triangle K, denoting by {z;} for i = 1, 2,3 the vertices of K, we have

3 3

/KHh(vz)d:c = ZU2($2‘) (/K &i d$> = Z v(zi)v(z;)Dij

i=1 ij=1



CONVERGENCE OF DISCRETE AND CONTINUOUS UNILATERAL FLOWS 681

where D is the diagonal matrix with entries D;; = 5ij(fK & dx). Without the interpolation operator I, we
would have the L%-norm

/KUdez/K<Zv(xi)§i)2dx

i=1
3 3

=" w(@i)u(z;) (/K &, dx> = > o(@)o(z))Ay;

i,5=1 i,j=1

where A is, in general, a full matrix. In practice, employing the operator Il results in a simpler numerical
integration formula for the quadratic function v? and, in our case, for the elastic energy (see below).

In our finite element setting we introduce the discrete counterparts of the stored elastic energy (2.1) and of
the dissipated energy (2.2): for every u € U, and every v € V), we set, respectively,

En(u,v) = %/Q(Hh(v2) +n) o(u) : €(u)dz, (6.5)
Di(v) = %/Q|Vv|2dx+ %/ﬂ I, (1 - v)?) da. (6.6)

As in (2.3), the discrete total energy is the sum of &, and Dy,. Hence, for u € U, and v € V},, we define
Fr(u,v) := Ex(u,v) + Dp(v). (6.7)

Remark 6.3. In general the energy functional F is discretized simply by taking its restriction to the finite
element spaces, i.e., by setting F, := Fluy, xv, - Here, instead, following the ideas of [1,8], we redefine Fj, using
also the projection operator ITj. In this way we ensure that during the evolution the phase-field function v € Vj,
will take values in [0, 1] (see Prop. 6.14).

We notice that, as in (2.5), for every u € U}, and every v, p € V}, there exists the derivative 9, F, of F with
respect to v. By linearity of IIj,, it reads

0.5l v)le] = [

A Iy (vp) o (u) : €(u) dx + /Q Vv -Vedr — /QHh((l —v)p)da. (6.8)

Similarly to Definition 2.1, we introduce the discrete unilateral L?-slope of F,.

Definition 6.4. For every u € Uy and every v € V;,, we define the discrete unilateral L?-slope of Fj, as

|6;~7:h|vh(u,v) = limsup [Fr(u,v) — Fp(u, 2)]+ .
Zeé;ggv HZ - v”Vh,

With the argument used in Lemma 2.3, we can show the following.
Lemma 6.5. For every h > 0, every u € Uy, and every v € Vy,
|0, Frlv, (u,v) = sup {—=0, Fp(u,v)[¢] : © €V, ¢ <0, |l¢llv, <1} (6.9)
Remark 6.6. Note that here the normalization in (6.9) is with respect to the norm || - ||y, .

We now prove a lower-semicontinuity property of the slope |0, Fp|y, similar to Lemma 3.2.
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Lemma 6.7. Fiz h > 0. If up, — u in Uy and v,, — v in Vy, then
|05 Frlv, (u,v) < liminf |0 Frly, (Wm, Um)-

Proof. The proof can be done as in Lemma 3.2. |

Following the steps of Section 2, we introduce the space-discrete counterpart of the power of external
forces (2.9). For every u, z € U, and every v € V), we set

Pr(u,v,2) := /Q(Hh(UQ) +n)o(u) : €(z)dx. (6.10)

We are now ready to give the definition of finite-dimensional unilateral L?-gradient flow.

Definition 6.8. Let h > 0, T > 0, and let ¢ € AC([0,T);Uy). Let ug € Up with ug = g(0) on I and let
vg € V), be such that 0 < vg <1 and

ug € arg min {&, (u,vo) : u € Up, with u = g(0) on 9N }. (6.11)

We say that a pair (u,v): [0,T] — Uy X Vy is a finite-dimensional unilateral L?-gradient flow for the energy
Fp, with initial condition (ug,vg) and boundary condition g if the following properties are satisfied:
(a) Time regularity: uw € C([0,T];Uy) and v € H*([0,T); Vi) N L>=([0, T); Vi) with u(0) = ug and v(0) = vo;

(b) Irreversibility: t — wv(t) is non-increasing (i.e., v(s) < v(t) a.e. in Q for every 0 < ¢t < s < T)
and 0 < v(t) <1 for every ¢t € [0,T7;

(¢) Displacement equilibrium: for every t € [0, T] we have u(t) = g(t) on 02 and
u(t) € argmin {&(u, v(t)) : u € Up, with u = g(t) on 90Q};

(d) Energy balance: for a.e. t € [0,T] it holds

Fuu(t), v(t)) = =310, — 5105 Falf (u(t), v(t)) + Pulu(t), v(t), §(1))-

As we have done in Section 4, we immediately show that in order to obtain the balance (d) of Definition 6.8,
only an energy inequality is sufficient. This is the content of Proposition 6.9, whose proof is similar to the one
of Proposition 2.9.

Proposition 6.9. Let T > 0, h > 0, g € AC([0,T);Up), ug € Uy, and vy € Vi, be such that (6.11) holds.
Assume that the pair (u,v): [0,T] — Up X Vy, satisfies properties (a)—(c) of Definition 6.8 and that for every
te0,T]

Fr(u(t), v(t)) < Fn(uo, vo) — %/0 105 Fnl, (u(s), v(s)) + [on ()3, ds
(6.12)

+ / Pi(u(s), v(s), §(5)) ds.

Then, (u,v) also fulfills the energy balance (d) of Definition 6.8.

Finally, we conclude this subsection by providing a couple of general estimate regarding the discrete displace-
ment field and the discrete phase-field function. These results will be useful in the upcoming discussion of the
finite-step algorithm.
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Lemma 6.10. Let h > 0. Fori=1,2, let g; € U, with ||g;||g: < M, v; € Vy, with 0 < wv; <1, and let
w; = argmin {& (u,v;) : u € Uy, u=g; on ON}. (6.13)
Then, there exists Cy, > 0, independent of g; and v; but depending on h, such that
ur — uallmr < Cullgr — g2llmr + CnM vy — vall2. (6.14)

Proof. We sketch the proof, which follows easily by Euler-Lagrange equations. Consider the auxiliary function
uy = argmin {&, (u,v1) : u € Uy, u = g2 on IN}. We estimate ||ug — u.||g1 and [Ju. — ug| g:. By continuous
dependence with respect to the boundary data, it is easy to see that

lur — willgr < Cllgr — gallas

where C' > 0 is actually independent of h > 0. By continuous depence with respect to the coefficient it is also
easy to see that
lur — ui|lgr < CM|lvr — val[pee < CpM|lvy — val| 2,

where the last inequality follows from the equivalence of norms in the finite dimensional space Vp,. O

Lemma 6.11. Let h > 0. Fori=1,2, let u; € Uy, v € V}, and let
v; € arg min{ Fy, (us,v) + i”v — ||}, : vE WV} (6.15)
Then, there exists a constant Cp > 0, independent of u; and v but depending on h > 0, such that
o1 = v2llv, < TRCh(llurllar + lluellm)lur — vzl ar- (6.16)

Proof. In view of (6.15), for 7 = 1,2 the following equality holds:
O Fn(ui,v;)[ve — v1] + %/ Iy ((v; — 9) (v — v1)) da = 0. (6.17)
" Ja

Subtracting the equality (6.17) for i = 1 from the one for i = 2, we obtain that
(0uFin(uz, v2) = 9y Fp(ur,v1))[vz — v1] + v — 01}, = 0.

Adding and subtracting the term 0,Fp(u1,v2)[v2 — v1] and rearranging the terms, we deduce that

Loy = 01, + (BuFn(ur, va) — 0y Fin(ur, v1))[va — v1] = (BpFn(ur,va) — Oy Fp(uz, v2))[vg —v1].  (6.18)
The left-hand side of (6.18) can be simply estimated by

vy — w113, + (BuFn(ur, va) = 0pFn(ur,v1)) vz — v1] > £ lva — v ][5, - (6.19)
Indeed
OuFp(u1,v2)[ve — 1] :/ IIp (va(ve — v1)) o (ur) : €(uq)

Q
V’UQ . V('UQ — 1)1) dx +/ Hh((Ug — ].)('UQ — Ul)) dx.
Q Q

and, similarly,
OpFn (u1,v1)|ve — v1] :/ I}, (v1 (ve — v1)) o (uy) : €(uy)

Q
Vuy -V (vg —vp)de +/ I, ((v1 — 1)(ve — v1)) da.
Q Q
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Using the linearity of IT;, we easily get
(OpFn(uy,va) — OpFn(u1,v1))[ve — v1] :/QH;L((UQ —v1)?) o(uy) : €(ur)dz
+ /Q [V (vz —01)|* + Iy ((v2 —01)%) dz > 0.
As for the right-hand side of (6.18), we have that
(OuFh(ur,v2) = O T (uz, v2))[ve — v1] = /Qﬂh(W(Uz —v1)) (o(u1) : €(u1) — o (uz) : €(uz)) dz
_ /Q Ty (v (v — v1)) o (ur + u2) : (g — us) da (6.20)

< [y (v2(v2 — 1))l 22 |lor(ur + uz) || Lo |€(ur — ug)| L2

Denote
Np, Np,
w = (va(vy = v1)) = Y (va()(va(zr) —vr (1)) & = Y w(a) &.
=1 =1

Since w € V), we can use Lemma 6.1, hence ||w]||r2 < ||w||y, . Note that

3
Jwl2, =S / [T (w?)] de, / T (w?)| dz = 3 w?(2:) D,
Kk /K K i=1

where the points x; are the vertices of the element K and the weights D;; are non-negative. By assumption
0 < wy <1, hence

3
/ T, (w?)| da < Z (va(x1) — v1 (1)) Dy :/ T ((vg — v1)?)| da.
=1 K

Taking the sum for K € ), we get
h (02 (v2 = v)1%, = [lwll3, < llvz —vilf5,,-

Hence (6.20) yields (0,Fpn(u1,v2) — Oy Fn(uz,v2))[ve — v1] < |lva — villy, |lo(u1 + uo)|| p<|l€(ur — ua)||L2-
Combining the previous inequality with (6.18)-(6.19) yields

llvr = v2llv, < Clluallwre + lluzllwe) l[ur — usl| -

from which we get (6.16) by equivalence of norms in the finite dimensional space Up,; the proof of the lemma is
thus concluded. O

6.2. Finite-step algorithm

Let T'> 0, h > 0, g € AC([0,T];Up,), up € Uy, and vy € Vj, with u(0) = g(0) on 9N and 0 < vy < 1 in Q.
We now present the finite-step alternate minimization scheme, whose convergence is discussed in Theorems 6.13
and 6.17.

For every k € N\{0} we define the time step 75 := %, and, for every ¢ € {0,...,k}, we set the discrete time
nodes t¥ := iy,.
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We construct recursively the displacement uf € Uy, and the phase-field functions ¥F,v* € V}, at time tf as

R
k k

follows: For i = 0 we set uf := ug and 0§ = v := vg, while, for i > 1, we set uf, :=uk |, vF,:=oF |, and, for
J=1

ufj := arg min {Eh(u,vf’jfl) D u € Uy, u = g(tF) on 00}, (6.21)
ﬁzkj := arg min {fh(uﬁj,v) + i”v —vF |}, : v E W) (6.22)

As for vf’ ;j» we define it as the unique element of V, satisfying
vi’fj(xl) = min {ﬁf,j(a:l), vF (z;)} for each vertex x; € Ay of the triangulation 7j,. (6.23)

We notice that the minimum problems (6.21) and (6.22) admit unique solutions. We fix a priori an upper
bound J > 1 on the number of steps of the algorithm. However, in order to take into account the cases in which
the algorithm stops according to a certain criterion, as it is in the applications, we set

uf = ufﬂﬂc, o = ﬂﬁJk, of = viJk, (6.24)

where 1 < JF < J. Note that this setting includes any stopping criterion forcing an upper bound (arbitrarily
large) on the number of iterations.

Remark 6.12. The algorithm described by (6.21)—(6.23) is a finite-dimensional adaptation of the infinite-
step scheme discussed in Section 5. In particular, the phase-field minimum problem (6.22) is unconstrained,
while the irreversibility is taken into account in (6.23), where the constraint is imposed only in the nodes of
the triangulation 7;; note indeed that the function min {5} > v¥ |} (where the minimum is pointwise in 2) in
general does not belong to V.

As in Sections 4 and 5, we define the interpolation functions

Y-
op(t) = of 4 LT —tF)  for every t € [th,tF ), (6.25)
Tk
ag(t) == ul,  oLt) :=oF, o) :=0F,  th(t) =¥ for every t € (tF_,,t¥], (6.26)
up(t) == uf,  wup(t) =0 for every ¢ € [tF,tF ). (6.27)

The convergence result obtained in this subsection is the subject of the following theorem.

Theorem 6.13. There exists a subsequence, not relabelled, of the pair (ux,vy) such that:

(i) v — v in HY[0,T); V1);
(i) vr(t) — v(t) in Vi, and G, (t) — u(t) in Uy for every t € [0,T7;
(iii) (u,v) is a finite-dimensional unilateral L?-gradient flow for F, in the sense of Definition 6.8.

The rest of this subsection is devoted to the proof of Theorem 6.13. We start by showing some properties of
the functions defined in (6.22) and (6.23).

Proposition 6.14. Let 17% and vl’fj be as in (6.22) and (6.23), respectively. Then 0 < v%ﬁ& <1 in Q.
Proof. In view of (6.23), it is enough to prove 0 < 657 < 1 on  assuming that 0 < v* ;| < 1 (remember that
we assume 0 < vy < 1 in §2). By contradiction, let us first suppose that f)f] Z? 0. Let x; € Ap be such that

of ;(x1) < 0f () for every m = 1,..., Ny. In particular, we have o} ;(x;) < 0. Let & > 0 be the [-th element
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of the basis of V}, defined by (6.1). By (6.22),
we deduce that

0= 0uFn(uy ;07 )[&] :/nh(@ﬁjgl)a(uﬁj);e(uﬁj)dH/ Viy ;- VE de (6.28)
Q Q
—/Hh((1—@§j)gl) dx—&—%k/ I, ((3F; —vF 1)&) dw
Q Q

Since vk (xl) < 0 and &(xy,) = 0mi, we have
Np,
Hh(ﬁﬁj&) = Z(ﬁﬁj(xm)fl(fm))fm = 5§j($l)§l <0, Hh((@f,j - vfﬂ)gl) <0
m=1

I, (1= 97 ;)&) = (L= 0 ;(21))& >0,  with /th((1—ﬁﬁj)§l)dx>o.

Hence, from (6.28) we get
/ Vf)ﬁj V& de = —/ Hh(ﬁﬁj&) U(uﬁj) : e(uﬁj)dx
Q Q

(6.29)
/ (1= it)e) do =L [ W =k 1)) do > 0.

k

On the other hand, writing o;’; = ZNh 0¥ (21)&m, by direct computation we get

m=1 ",

Np
Avaﬁj-vgl doe=>" ﬁﬁj(xm)/gvgm-vgl dz
m=1

Ny, Np,
=ity Y [ Ven-Vedot 3 (ke ~oby(a) [ Ve Vads (630
m=1 m=1

Np,

= > (0F j(wm) — 0 ;(21)) /Q V- V& dz <0,

m=1

where, in the last equality, we have used (6.3), the fact that f)f (1) <0 (xm) for every m=1,..., Ny, and

Nh
/me Vfldm—/VIV&dx—O

Therefore, combining (6.29) and (6 30) we get a contradiction, and thus vk > 0.
With a similar argument, we can also show that vﬁ ;<L O

The following proposition is the discrete counterpart of Proposition 4.2 for the discrete unilateral L?-
slope |9, Fi v, -

Proposition 6.15. Leth > 0, k € N\{0}, u¥ and v¥ be defined as in (6.21)—(6.24), for everyi € {1,...,k}.

Then
vk — ok
”k"’ = 107 Pl 78), (631
Oy Fn(uf, z)[vf—vz’iﬂ = —|0, Fulv, (uf, 09)lvf = vf 4 I, (6.32)

OuFn(uf, v v — v 1] < OuFn(uf, 07) v — vf 4] (6.33)
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Note that in the continuum setting the counterpart of (6.33) holds with an identity.

Proof. Let us start with (6.31). In view of the definition of @, for every ¢ € V), it holds

0y Fa ik, nmm/nh«v — o)) dz =0, (6.34)
Q
Therefore,
107 Filv, (b, 55) = sup {~8, Fn(uk, 5)[g] : @ € Vi, 0 <0, llv, < 1}

6.35
=sup{%/nh(<v k) eV O lipl <1k O

In order to obtain (6.31) and (6.32), we will show that the supremum in the right-hand side of (6.35) is
attained in ¢ = (vF —vF_|)/|[vF —vE |||y, By definition of II;, we can write

Ny,
J (= eberae =3 et et w)oten [ &

Hence, being ¢ < 0, we can rewrite (6.35) as

os A tutoit) =sup {3 [ (et =g e €V <Ol <1
6.36

o(z)) = 01if z; € Ay, and oF (2) — vF_; (27) > 0}.

Remember that vF(z;) = min {0F(x;),v¥ | (z;)} in each vertex z; € Ay,. Hence, for every ¢ € V), satisfying
the constraints in (6.36) we have

5 (87 = of_ 1)) = W ((0f = vf1)e), (6.37)

which implies, together with (6.36),

0, Filw (ub, 75) =sup {3 [ (0 = ok o) dos o € Vag <0, Tl <1,
o (6.38)

o(x;) =0if z; € Ay, and ﬁf(xl) — vf_l(xl) > O}.

By (6.23) and (6.24) we know that v¥(z;) = v¥ | (x;) for every vertex x; € Ay, such that 0¥ (x;) —v¥ | (/) > 0.
Thus, equality (6.38) can be rewritten in the simpler form

0 Filv uk,78) = sup (L [ (0 =k 1)) dos g€ Vi <0, el <1 (6.39)

It is then easy to see that the supremum in (6.39) is actually attained for o = (vF —v¥ ) /|[vF —vF ||y,

In order to prove (6.33), we need to estimate each term of

O Fi(ult, 7)ok — o ] = / I, (4 (o — o)) o (ub) - e(ul) da + / Vit V(ok - of ) de

; @ (6.40)

—/Hh«l—@mvf—vﬁl)) Ao = Iy + Iy + Iy,
Q

Let us start with ;. By the same argument used in (6.37), we have that

1T, (0 Flok — ok 1) = (v ok — ok D))
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so that
L = /QHh( FoF —of ) o(uf) : e(uf) da. (6.41)

In a similar way, we can also show that
Is = —/ I, ((1 - o) (vF — vfﬁl)) daz. (6.42)
Q

As for I, we write the scalar product in terms of the basis {&}5\2’1 of Vy, so that

Np,

L= @) @m) — of (@) / Ve Ve do

l,m=1

N N,
= Z(vk(xm —v 1(xm) Zf} xl)/ﬂvgl-V@ndx
m=1 =1

Ny, (6.43)
= 3 (6t em) = @)t (o) | V- Venda
- Nh Nh
+ 30 (W) =k a(en) 3 it @) [ V- Ve da,
m=1 llgériz
By construction we have that v¥ < @F and v¥ <v¥ |. Therefore, by (6.3) we easily get
Nh Nh Nh Nh
> (k) = ok a(en) 3 ot @) [ V6 Veuda > 3 () = vEa(en)) 3 ob(en) [ V6 Vude
m=1 =1 Q m=1 l 1
l#m l#m
Moreover, arguing as in (6.37), we deduce that
Nh Nh
S (05 (@) — v (@) (@ / Ve Vemda = 3 (08 (wm) = 08, (20) 05 (@) [ Ve - Ve da.
m=1 m=1 Q2
Hence, we obtain
Np,
I > > (0 (wm) = v (@m F(x / V& -V, do = / Vol -V (vF —oF ) da. (6.44)
m=1
Finally, inequalities (6.40)—(6.42) and (6.44) imply that
0, F(ub et = o] = [ (ko = ol ) aful) s etuby o+ [ ok Vet = ok do
Q
= [ (@ = o)k o)) do = 0,5 (ul o) ot — ok )
Q
which is exactly (6.33). This concludes the proof of the proposition. |

In the following proposition, we obtain the finite-dimensional counterpart of the energy inequalities (4.15)
and (5.12), as well as some uniform bounds for the sequences (6.25)—(6.27).
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Proposition 6.16. Let h > 0. Then, the following facts hold:

(a) The sequence vy, is bounded in L>([0,T); Vi) and in H([0,T]; Vy);
(b) The sequences vy, Uk, vx are bounded in L>=([0,T]; H'(Q2));

(¢) The sequences uy, and uy are bounded in L ([0, T];Up);

(d) There exists Ry — 07 as k — 400 such that for every t € [0,T] it holds

tr(t)
Fn(ur(t), vk (t)) < Fn(uo,vo) — %/0 ok ()13, + 10y Fnls, (tn(s), 0k (s)) ds
(6.45)

tk(t)
T / Pr(un(s), vi(s), §(s)) ds + Ru.
0

In particular the energy Fp(ux(t), vk (t)) is uniformly bounded, w.r.t. t and k.

Proof. The argument used to prove this proposition is similar to the one presented in Propositions 4.4 and 5.2.
We show here where to apply the estimates shown in Lemmas 6.10 and 6.11 and in Proposition 6.15.
Let us fix k € N\ {0}, 4 € {1,...,k}, and t € (t¥_|,t¥]. By convexity of F,(uF,-), we have that

Fn(uf,vf ) = Fu(uf, vf) + 0 Fn(uf o)) o — vf].

3

In view of (6.33), we can continue with
fh(u vz 1)>‘7:h( U s z)+a‘7:h( )[Uffl_v'ﬂ'
Taking into account (6.31) and (6.32), we deduce that

tk
Finluf,vfy) 2 Faluf, z)+%/k [00() 1%, + 105 Fnl3, (ar(s), T (s)) ds. (6.46)

ti_q
With the same argument used in (5.14)—(5.16), we get that

i
Fu(ui,vi 1) < Fu(uf_y,0f 1) + [ Puluk(s), vr(s), §(s)) ds + Cllg(t;) — g(ti_)|1 7
e,

+Clluf = uiy 7,

for some constant C' > 0 depending only on the stiffness tensor C. Thanks to Lemma 6.10, the previous
inequality becomes

i
Fu(ui,via) < Faluy,vimg) + | Pulun(s)ve(s), 9(s)) ds + Cllg(t) — gt )i (6.47)
ti—l .
+ C||”ZI‘€7J§_1 - ’Uf,l |$}h
If JF > 2 then we write
4
Fn(uf, vfq) < F(uf_y,vf ) + kPh(uk(S)vﬂk(S)ﬂ(S))ds+C||9(tf) — g(ti_)ll7n (6.48)
th .

T Cllof — ok iy [, + Cllel — o4 3,

Applying Lemma 6.11 to u¥, uf and ¥ = v¥ | we deduce that

k
JE—1

k k ~k ~k k k k k
Hvi - Ui,JZk71HVh, < ”'Uz - Ui’Jlkf1||Vh < Cth(”Ui ”H1 + ||U¢,J7!§71||H1)”ui - ui,Jllv71||H1'
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Note that by minimality
Enuf o ) <Ol and &b iy ivk i) < OO+ )bl

Since gf is bounded in H' uniformly with respect to ¢ and k, by Korn-Poincaré inequality we get HufH H +
[u¥ 1« |l is bounded uniformly with respect to i and k; hence

[vf =05 i 1w, < Chi, (6.49)

for some positive constant Cj, independent of i and k. Then, for every JF > 1 we obtain

Fn(uf,vf 1) < Frlugy,0F )+ | Prlu(s), vi(s), g(s)) ds + Cllg(th) — g(tF_))||7 (6.50)

+Cwip + Cllof — vy 3,
Combining inequalities (6.46) and (6.50) and iterating over 7, we get the estimate

ty (t)

Fn (i (), 0 (8)) + 3 ; 100 ()%, + 105 Fnl%, (n(s), 0 (s)) ds

tr(t) I
< Fuluo,vo) + | Prlun(s), vr(s),d(s)) ds + C Y [lg(th) — g(tF )ll3n
0 i=1

1
+Cn T + CZIIU? — [l

i=1
where I € {1,...,k} is such that t4(t) = t¥. Arguing as in (5.20), we obtain that wuy, @, and ug are bounded

in L>([0, T);Up), vy, is bounded in H([0,T]); V), and v, O, Uk, and vy are bounded in L>([0,T]; H(£2)). To
conclude, it is enough to define

k k
Ry = O lg(th) — g5 )| + CnT +C Y |Jok — ol |3,
=1

i=1

By the regularity of the boundary datum g € AC([0,7T];Uy) and the boundedness of vy in H([0,T]; V},), we
get that Ry — 0 as k — 4o0. (I

We are now in a position prove Theorem 6.13 performing the passage to the time-continuous limit of the
sequences of interpolation functions defined in (6.25)—(6.27).

Proof of Theorem 6.13. In view of the bounds (a) and (b) in Proposition 6.16, there exists a function v €
H'([0,T];Vy) such that, up to a subsequence, vy — v weakly in H'([0,T];V}). This implies that vy (t) — v(t)
in Vp, for every t € [0,T] and that v € L*([0,7T]; V) (remember that in the finite-dimensional setting weak
and strong topologies are equivalent). It is also easy to see that v satisfies the irreversibility condition (b) of
Definition 6.8. Since, by construction,

1/2 T 2 1/2
I ®) = wu(Oll, <7 *( [ (o), ds) T for every t€ 0.7),
0

we have that v (t) — v(t) in Vy, for t € [0,T]. In a similar way, we also get that Uy (t) — v(t) in V, for every
t € [0, T]. Moreover, by (6.22) and by Proposition 6.16, we get

[1(£) — o (013, < 27 Fr(@x(t), vi(t)) < Oy,
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for some positive constant C' independent of k. Therefore, U (t) — v(t) in V, for every ¢ € [0,T].

As for the sequences @y, and ug, by (c¢) of Proposition 6.16 we have that for every ¢ € [0,7] there exists
u(t) € Uy, such that, up to a subsequence, uy(t) — w(t) in Uy,. Applying Lemma 3.2 from [1], we can prove that
the converging subsequence does not depend on ¢ € [0, T, that ug(t) — u(t) in U, for every ¢ € [0,T7], and that
the pair (u(t),v(t)) satisfies the displacement equilibrium condition (c) of Definition 6.8.

Since v € H*([0,T); V1), by continuous dependence for the displacement, see Lemma 6.10, we easily deduce
the time regularity of w, that is, u € C([0, T]; Up).

It remains to prove the energy balance (d) of Definition 6.8. Applying (a) of Lemma 6.7 and Fatou Lemma,
we can pass to the liminf as £ — 400 in the energy estimate (6.45), obtaining the inequality

Fu(u(t),v(t)) < Fn(u(0),v(0)) — %/0 [on ()13, + 10, Fulf (uls), v(s)) ds
(6.51)

t
—l—/ Pr(u(s),v(s), g(s)) ds.

0
The opposite inequality follows from Proposition 6.9. (]

6.3. Convergence to the continuum

We conclude this paper by showing that any limit of a sequence of finite-dimensional unilateral L2-gradient
flow taken as the mesh becomes finer and finer (i.e., as h — 0) is itself a unilateral L2-gradient flow. This is the
content of the following theorem.

Theorem 6.17. Let T >0, g € AC([0, T); WHP(;R?)), vo € H(Q) with 0 <wvg < 1, and
up € argmin{&(u,vo) : u € U, u = g(0) on IN}.

Assume that there exist the sequences von € Vi, and gn, € AC([0,T];Up) such that 0 < vop < 1, vo — o
in HY(Q) and g, — g in WHL([0,T);U), as h — 0. Let

ug,p, € arg min {&x (u,vo) : u € Uy, u = gn(0) on IN}.

For every h > 0, let (up,vy): [0,T] — U x Vi be a finite-dimensional unilateral L?-gradient flow for the
energy Fr, with initial conditions (uo p,vo,n) and boundary condition gy,.

Then, there exists a unilateral L?-gradient flow (u,v): [0,T] — U x V with initial conditions (ug,vo) and
boundary conditions g such that, up to a subsequence independent of t € [0,T], up(t) — u(t) in U and vp(t) —
v(t) weakly in H(Q).

In order to prove Theorem 6.17, we first need to show a convergence property for energy and unilateral slope,
when passing from the space-discrete to the space-continuous setting.

Lemma 6.18. Let up, € Up, vy, € Vp, ueld andv € V with 0 < vp,v < 1. If up — w in U and vy, — v weakly
in H'(Q), then

F(u,v) < lihmiélf Fin(up,vp) and |0, Fl(u,v) < lizniélf |0, Frlv, (un, vn).

Proof. As a preliminary step, let us show that IIj(v?) — v? in L'(2). By classical interpolation estimates,
e.g., [17], Theorem 3.1.6, for every element K € K;, we have

ITTp, (w) — U)HLI(K) < Ch|w|W1,1(K). (6.52)

Hence,
||Hh(v%) — 'U}ZL”Ll(K) < Ch|'U}2L|W1~1(K) < 20h||’l}hHLoo|’Uh|W1,1(K).
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As 0 < v, <1 and vy, is bounded in H'(), we have [T, (v}) — v | 11(0) < Ch. Since v; — v? in L'(Q) we
get that 11, (v?) — v? in L}(Q), and actually in L?(Q) for every 1 < g < oo.

Knowing that v, — v in H(Q), II;(v}) — v? in L' and up, — w in U it is easy to check that F(u,v) <
lim infh*)() fh(uh,vh).

Let us fix o € C®(Q) with ¢ < 0 and |¢|/z2 < 1. Denote ¢, = I, ¢. First, let us check that ||¢plly, —
ll¢llz2. By classical interpolation estimates, ¢, — ¢ in HY(Q) and thus ||¢nl/zz — [|¢]|L2. Remember that

lenllv, = ||Hh(g0%)||1L/12 Moreover, using the interpolation estimate (6.52), we get
I (2) = @il < ChllonllL= [onlwis < C'h,
for some C’ > 0 independent of h. Hence,
lenllzz = llenlls, | = [llellze = 1Ta(ei)llz| < C'h,

which implies that ||op]lyv, — ||¢llL2. We now define the sequence

Ph
@h = ”‘thVh
©n if [l < 1.

if flellze =1,

Clearly, @5, € Vi, and ¢y, < 0 in €. Since 5, — ¢ in HY(Q) and ||¢nllv, — |l¢llz2, we also have that @5, — ¢
in H'(Q) and, for h small enough, that ||¢n ||y, < 1. Hence ¢y, is an admissible test function in (6.9) and

OpFn(un, vp)[Pn] = / Uy (vhpn) o (un) : €(up) de + /Q Vop - Vop dz — /QHh((l — op)@n) dz.

Q
Using again the interpolation estimate (6.52) we get
ITTn(vnn) — vnbnllr < Chllva@nll= lvngnlwra < C'h.

Since v Pp — v in LY(Q) we get that 11, (vy@n) — vy in L1(Q2). Remembering that v, — v in H*(2) and
that up, — w in U it is easy to check that

liﬁn iélf |0, Fulv, (un,vp) > liﬁn iglff&,fh(uh,vh)[@h] = —0,F(u,v)[p].
Passing to the supremum over ¢ we conclude the proof. O

We are now ready to prove Theorem 6.17.
Proof of Theorem 6.17. First, let us see, briefly, that ug ;, — u¢ in {. By minimality
En(uon,vo,n) < En(gon, vo,n) < C(A+n0)|lgo,nl -

By Korn-Poincaré inequality ug j, is then bounded in U. Up to subsequences, not relabelled, ug ; — w in U.
Since Hh(vg’h) — ¢ in L', using the Euler-Lagrange equations and the arguments of Lemma 3.3 it is not
difficult to check that w = ug and that ug, — ug in U.

Let (up,vp): [0,T] = Up X V}, be as in the statement of the theorem. In view of Definition 6.8, we have that
the sequence uy, is bounded in L°°([0, T];U), while the sequence v, is bounded in L>([0,7T]; H'(2)) and in
HY([0,T]; L*(2)). Therefore, there exists v € H([0,T]; L*(2)) such that v, — v weakly in H'([0,T]; L3()).
With the same argument used in the proof of Theorem 4.5 in Section 4, we can also show that vy () — v(t)
weakly in H'(Q) for every t € [0, T].
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Applying Lemma 5.2 from [1], we have that there exists u € L°°([0,T];U) such that up(t) — u(t) in U
for every t € [0, 7] and such that the pair (u(t),v(t)) satisfies the displacement equilibrium property (¢) of
Definition 2.5. The time regularity of u follows by Lemma 3.3 and by the regularity of v.

Passing to the liminf in the energy inequality (d) of Definition 6.8, by the convergences shown above, by the
hypotheses of the theorem, and by Lemma 6.18, we immediately get that

F(u(t), v(t)) < F(uo,vo) — %/0 [0()113 + 105 FI* (u(s), v(s)) ds +/0 P(u(s), v(s), g(s)) ds.

The opposite inequality follows by Proposition 2.9. ([l

7. NUMERICS

In this section we present some numerical experiments to show the applicability of the discrete schemes
studied in Section 6. Our aim is to compare the efficiency of the one-step and multi-step schemes, validating
the choices and the analysis made in the previous theoretical sections. We also refer to Remark 5.1 for further
discussions on the stability of the algorithms.

In the first simulations, we compare the evolutions obtained by one-step and multi-step algorithm in a
geometrically simple setting. For both schemes, we will apply the alternate minimization algorithm of Section
6 with J =1 and J > 1, respectively (J being the upper bound on the number of iterations). We will see that,
from a computational point of view, the multi-step scheme with an appropriate stopping criterion is the right
choice. Indeed, it provides good solutions in a large range of time steps, while the one-step scheme seems to
fail in some cases, for instance when the propagation is very fast (in our experiments when the crack reaches
the boundary of the domain). Then, we briefly show some simulations, based only on the multi-step scheme,
in which the crack path kinks and curves. All the simulations are computed using the partial differential solver
FreeFem++.

Before showing examples we fix some details, describing the general numerical framework and how the
alternate minimization schemes are precisely implemented. The finite dimensional energy functional is given by

Fen(u,v) = %/ (IT, (v*) + ne) o(u) : €(u) dz + GCE/ |Vo|? do + %/ I, ((1 — v)?) da, (7.1)
Q Q Q

where 0 < 1. < € < 1 are approximating parameters (related to the I'-convergence of the Ambrosio—Tortorelli

functional [6]) and G. > 0 is the toughness. Note that, for notational convenience, in the previous sections we

have set, without loss of generality, G. = 1 and € = % For the following numerical experiments we keep G, = 1

fixed and use ¢ = 5 x 1073 and 7. = 10~°. Assuming a homogeneous and isotropic material the stress tensor is

of the following form:

o(u) = Mr(e(u)I + 2ue(u),

where A and p denote the first and second Lame coefficient, respectively. In what follows, we fix A = 0 and
1 = 1. Therefore, in the two dimensional framework we get

lo(u): e(u) = €(u) : €(u) = (1w1)? + (Dou2)? + 2 (Druz + Oour)>.

Given a final time T > 0, the interval [0,T] is discretized by a constant time step 7 = (T'/k) > 0 (for some
k > 1) so that we set to := 0 and ¢; := i7 for 1 < ¢ < k. In both the algorithms we are going to define u;
and v; as in (6.21)—(6.23). Actually, the phase-field minimization in (6.22) is then performed with respect to
the functional
Fen(u,v) + 2o — vi_lH%h, for oo > 0.

Note that, without loss of generality, in the previous sections we used a = % For our purposes we set
a = 1073, indeed here the L2-gradient flow is intended as vanishing viscosity approximation for a quasi-static
BV-evolution, e.g. [33].



694 S. ALMI ET AL.

The alternate minimizing iterations, with respect to the index j, are interrupted when |lv; ; — v; j—1||z is
smaller than a certain threshold, which we call TOL, and fix to the value 2 x 1073. In practice, the assumption
of a uniform bound for the number of iterations, as required in Section 6, is not imposed; indeed, we will see that
the stopping criterion is always reached and that the number of iterations, at each time step, is decreasing as 7
becomes smaller. Therefore, we expect, a posteriori, that the number of iterations is again uniformly bounded
with respect to 7.

On most parts of the domain the phase-field function will be nearly constant. Only close to the crack it
is expected to be very steep. To get an appropriate interpolation error, the mesh has to be very fine in the
neighborhood of the crack, while it can be coarse elsewhere. Thus, we use an adaptive triangulation refining
the mesh where it is necessary. Such approaches have been investigated accurately in [8, 14]. For our pur-
poses, we regularly adapt the mesh in the iteration procedure using the standard routine adaptmesh provided
from Freefem++, which uses a standard anisotropic second order interpolation error estimate. We fix the error
tolerance TOLinterpol = 103,

The complete algorithms in the way how we implement them for the presented experiments are given in
detail by Algorithms 1 and 2 below. All the appearing parameters and variables, which are fixed throughout
the section, are summarized in Table 1.

Algorithm 1 Implementation of the one-step scheme with mesh adaptation.

initialize vo
for i =1 to k do
do
u; — argmin {Ep (u,vi—1) : u € Un,u = g(t;) on 9N}
v; « argmin {Fn (ui,v) + |v —vi1][3, v € Vi}
Vi < min{’ui, ’Ui71}
mesh adaption with error tolerance TOLinterpol
reladapt <— “relative change of nodes”
while reladapt > TOLadapt
end for

Algorithm 2 Implementation of the multi-step scheme with mesh adaptation.
initialize vg
’l~)0 <— Vo
for i =1to k do
do
Jj<—0
do
J—Jj+1
U5 «— argmin {&x(u, U5-1) : v € Up,u = g(t;) on 00}
; — argmin {Fp(d;,v) + £[lv —vi1|[3, v € Y}
’Ej — min{fm ’Ui71}
while ||0; — Uj_1]||]c > TOL, AND j < 10
mesh adaption with error tolerance TOLinterpol
reladapt < “relative change of nodes”
170 «— 1~)j
while reladapt > TOLadapt AND ||1~)j — 17]'71Hoo > TOL,
Vi < 1~)j
U; < ’llj
end for
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TABLE 1. Numerical parameters.

A 12 Ge £ Ne o TOLinterpol TOLadapt TOL,
1 1 5x107% 107 102 1073 1072 2x 1073

) t=2.73 ) t =2.896 ) t=2.901

FIGURE 1. Phase-field at different times using the one step scheme with time step size 7 = 1073,
the boundary condition g from (7.3) and the initial phase-field vy from (7.2).

Let us fix the domain, the boundary condition and the initial configuration. The domain 2 is given by
(0,1) x (0,1) \ (BT UB™), where BT is the (closed) ball with center (0.2,0.75) and radius 0.1, while B~ is the
(symmetric) ball with center (0.2,0.25) and same radius. We will impose a boundary condition on dBT UdB™.
We consider a pre-existing crack given by the line segment with extrema (0,0.5) and (0.4, 0.5). In the phase-field
setting, the pre-crack is represented by the initial condition vg. To this end we use the optimal profile functions
rescaled by € > 0. Precisely, we define

1—exp "y;“> if 2 <04,

(7.2)
1 —exp| — (y_0'5)2+(z_0'4)2> ifx>04.

vo(x,y) =

&€

7.1. One-step vs. multi-step

For the first example, we consider a symmetric setting, pulling the upper hole BT up and the lower hole B~
down monotonically in time. Concretely, we consider the Dirichlet condition

aw={00 mon w3

Figures 1 and 2 show the phase field for the one-step scheme with 7 = 10~2 and for the multi-step scheme
with 7 = 1072, respectively.

As already mentioned in Remark 5.1, we expect the multi-step scheme to converge faster with respect to the
time step 7, since in this algorithm we approximate a critical point of the energy functional for each time node.
In order to investigate this phenomenon, we perform the simulation for several time step sizes and compare in
Table 2 the time when the crack is completed, ¢.e., when the domain is splitted in two subdomains and the
elastic energy vanishes. Furthermore, in order to compare efficiency, in Table 2 we also show the number of
iterations. Note that, due to the mesh adaptation, the number of iterations in the one-step scheme exceeds the
number of time nodes.

We notice that, in the one-step scheme, for 7 > 0.05 we get qualitatively poor solution. Indeed, as shown in
Figure 3, the crack spreads too much in the bulk.
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(A) t=1 (B) t = 2.73 () t=2.74

FIGURE 2. Phase-field at different times using the multi step scheme with time step size 7 =
1072, the boundary condition g from (7.3) and the initial phase-field v from (7.2).

TABLE 2. Calculation time and the time ¢ when the crack completes for different time step sizes 7.

Time step size T 1077 5x107%2 2x107%2 1072 5x107* 2x107® 107% BH5x107*
Time of crack  Single step 6 4.8 3.86 3.47  3.205 2.998 2.901 2.842
completion Multi step 2.8 2.75 2.74 2.714  2.74 2.742 2.739  2.7415
Number Single step 128 192 324 530 727 1555 2974 5934
of iterations Multi step 3033 4735 7136 8932 10405 11851 12839 14003

(A) Onme step scheme (B) One step scheme (C) Multi step scheme
with 7 = 0.05. with 7 = 0.1. with 7 = 0.1.

F1GURE 3. Comparison of final phase-fields with big time step sizes.

From Table 2 it is also clear that the time of crack completion decreases as the time step size decreases.
On the contrary, with the multi-step scheme the crack always completes at around ¢ = 2.74 and solutions are
qualitatively very good even for 7 = 0.1. Moreover, even if the two algorithms give comparable results for 7 of
order 107 or 107, a closer look (compare Fig. 1(B) with Fig. 2B) shows that the crucial difference between
the two schemes comes up when the crack tip reaches the right boundary of the domain, i.e., when the crack is
expected to grow very fast. In particular (compare Fig. 1(D) with Fig. 2(C)), in this case the multi-step scheme
produces a much sharper phase-field profile at the end of the crack. We notice that this fast behavior is close to
a discontinuity in the quasi-static limit; indeed these results are consistent with those obtained for a toy model
in Section 8 from [27]. The above observations indicate that we may in general expect that evolutions obtained
with the one-step scheme converge, as 7 — 0, much slower than evolutions obtained for the multi-step scheme.

In Figure 4 we plot, as a function of ¢;, the number of iterations needed by the multi-step scheme to fulfill the
stopping criterion. It is clear that the smaller the time step size the less iterations are needed. For 7 small enough
the multi-step scheme fulfills the stopping criterion more or less after one iteration until the time node ¢;, where
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450 1 1 1 1 1 40—t
g 400 1z 400 i
£ 350 1 8350 _
= -
£ 300 1 £300 _
£ 250 1 =250 _
B 200 {1 %200 i
£ 150 1 Z150 1
5 100 i g 100 |
2 50 1l 2 5 |
0 N R 1 W
3 2.62 2.64 2.66 2.68 2.7 2.72 2.74 2.76 2.78
time

(B) Zoomed in for t € [2.62,2.78].

FIGURE 4. Number of iterations, as a function of time, using the multi-step scheme for different
time step sizes, for the boundary condition g from (7.3) and for the initial phase-field vy from
(7.2) (color online).

1'2 1.2 1 1 1 1 1
1.1 1.1k
= 1 < 1+
%00_9 - %D 0.9
— 0.8 = 0.8 -
e o
S 07t S 07|
- -
© 0.6 © 06
0.5 |- 0.5 |-
0.4 0.4
0 0 0.5 1 1.5 2 2.5 3
time time
(A) One Step Scheme. (B) Multi Step Scheme.

F1GURE 5. Crack length at each time step for different time step sizes, for the boundary
condition g from (7.3) and for the initial phase-field vy from (7.2) (color online).

the last part of the crack appears almost instantaneously, is reached. At this node the number of iterations blows
up. In Figure 5 we show the crack length as a function of time variable. The length of the fracture is estimated
by the dissipative energy [, 4—16(1 —v)% 4 ¢|Vw|? dz. The physical maximum crack length of 1 is exceeded due to
interpolation errors and diffusions of the phase field. We notice that, also in this plot, the last part of the crack
is well visible as a jump in the evolution.

7.2. Asymmetric boundary condition

We extend our numerical experiments with a simulation of a brittle fracture evolution driven by an asymmetric
boundary condition. The basic setting remains the same: we use the initial phase-field vy from (7.2) and force
the boundary condition on the boundary of the two holes BT and B~. The asymmetry appears by pulling the
holes in a direction with a certain angle v with respect to the vertical line. Precisely, we set

o(t) = {t(sin(v), cos(y))  on 0BT,

—t(sin(7), cos(y)) on B~ (7.4)

We show the final phase-fields for different angles v in Figure 6 computed with the multi-step scheme (see
Algorithm 2) using the time step size 7 = 0.01. Note that for v = 0 we are in the setting of the previous example.
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NN

B y=% (©)y=7% o y=3 E®)y=4
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FIGURE 6. Phase-fields with asymmetric boundary condition g(t) from (7.4) and different angles ~.
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