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MODELING AND OPTIMIZING A ROAD DE-ICING DEVICE BY A
NONLINEAR HEATING

FREDERIC BERNARDIN! AND ARNAUD MUNCH?*

Abstract. In order to design a road de-icing device by heating, we consider in the one dimensional
setting the optimal control of a parabolic equation with a nonlinear boundary condition of the Stefan—
Boltzmann type. Both the punctual control and the corresponding state are subjected to a unilateral
constraint. This control problem models the heating of a road during a winter period to keep the road
surface temperature above a given threshold. The one-dimensional modeling used in this work is a
first step of the modeling of a road heating device through the circulation of a coolant in a porous
layer of the road. We first prove, under realistic physical assumptions, the well-posedness of the direct
problem and the optimal control problem. We then perform some numerical experiments using real
data obtained from experimental measurements. This model and the corresponding numerical results
allow to quantify the minimal energy to be provided to keep the road surface without frost or snow.
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1. INTRODUCTION

De-icing a road pavement is an important issue in many countries subjected to winter weather conditions
that have a strong impact on road maintenance and road safety. The use of salt spreader to ensure the de-icing
of pavements can affect the environment close to the road. Also, devices have been implemented to heat the
road: electric heating, infrared lamps above the road surface, circulation of a heat transfer fluid in pipes inserted
in the road [10,11, 14,20-23]. The concept of heated pavement is not new. One of the most notable is the
Serso project built in Switzerland, with a surface of 1300m?: a heat transfer fluid, which draws its energy in
the ground, circulates in pipes inserted in the wearing layer pavement [10]. Due to the energy issue being an
important concern in all the world, the concept of a positive energy road has emerged since few years. By way of
illustration, considering a mean solar energy on the French territory of 1400 kWhm~2 yr~!, the French national
road network captures 196 billion kWhyr~!, seven times more energy than needed to ensure for example its
surface de-icing by heating.

Under the impulse of the European project R5G (Road of 5th generation), recent research [3,18] has been
undertaken on heating the road by circulating a heat transfer fluid within a porous layer of the road. In
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FI1GURE 1. The Egletons demonstrator.

these works, the pavement structure studied is composed of three asphalt layers where the central one is a
highly porous draining asphalt through which circulates a fluid (water) via gravitational flow under slant effect.
A demonstrator is developed by Cerema (Centre for expertise and engineering on risks, urban and country
planning, environment and mobility), EATP (French school of public works) and IFSTTAR, (French institute of
science and technology for transport, development and networks). This is an experimental roadway constructed
in 2014 at Egletons, France. The road with 50m in length and 4m in width is composed of three layers: a
wearing course layer of semi-phaneritic asphalt concrete 0.06 m thick; a bonding course layer of 0/14 porous
asphalt 0.08 m thick; and a base layer of asphalt concrete with a thickness of 0.05m. The transversal slope
is around 2% with no longitudinal slope. The demonstrator consists of two parts: a control road and a road
in which a fluid (water) circulates through the porous asphalt layer (see Fig. 1). The second one is equipped
with two tanks for the supply and recovery of fluid circulating in the bonding course layer. A pump is used to
remove fluid from the downstream tank and re-inject it into the upstream tank. Fluid circulation is maintained
in the porous asphalt layer by a watertight seal between it and the underlying layer (see Fig. 2). The weather
is known on the site thanks to meteorological sensors delivering time-real data on humidity and temperature of
the air, radiation fluxes (solar and infrared), wind speed, rainfall and snow. Temperature sensors are inserted in
the road from surface until one meter deep in each part of the road (the control one and the one circulated by
coolant). To address the energy issue in an experimental way, a heat storage in the granitic soil will be studied
by implanting 3 vertical geothermal probes of depth 50 m, allowing to take energy from the ground to heat the

2> Cerema

FIGURE 2. Scheme of the demonstrator (case of heating).
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road in winter, and to store in the ground the heat coming from the road in summer. The demonstrator was
presented in a French TV show in 2016 [19].

Whatever the technique used (electrical heating, pipes, porous asphalt), the design of the devices needs to
quantify the minimal energy to be provided to keep the road surface without frost or snow, for a given winter
meteorological scenario. In order to address this question, we consider in this work the optimal control of a
generic heating road model. We are interested in heating during the time interval by a punctual heating source
inserted in the road, which is modeled according to its vertical dimension [2,5,8,12]. The optimization of the
heating through the punctual source leads to an optimal control associated to a one dimensional heat type
equation. The underlying functional to minimize represents the energy expended by the positive source over the
time period. On a mathematical viewpoint, we then face an optimal control problem, subjected to constraints
both on the punctual source and on the temperature state, this latter being solution of a partial differential
equation with a nonlinear boundary condition of the Stefan—Boltzmann type.

This paper is organized as follows. In Section 2, we describe respectively the bi-dimensional road heating model
and its longitudinal one dimensional reduction leading to the aforementioned nonlinear optimal control problem.
Sections 3 and 4 then study the mathematical properties of the one dimensional model and its associated control
problem respectively. Section 5 describes the finite dimensional approximation used to solve the control problem
then discusses some numerical experiments. Section 6 provides three extensions and perspectives while Section 7
concludes the study.

2. MODELING OF THE ROAD HEATING AND OPTIMAL CONTROL

We first describe the modeling of the heating thanks to the circulation of a coolant in a bonding porous layer
of the road described in Figure 2. Space variables are x along the sub-horizontal transversal axis of the pavement
with slant angle 8 and y along the upwards sub-vertical axis, perpendicular to x: we refer to Figure 3 which
depicts a transversal two dimensional view of the road. The road is assumed to have no longitudinal slant and to
be infinite in its third dimension. h, and L denote the height of the road structure and its length, respectively.
The hydraulic regime is assumed stationary with hydraulic parameters independent of temperature 6, expressed
in Kelvin. Denoting by 1 < ¢ < 4 the subscripts of the road layers, the thermo-hydraulic model is as follows.
Fort>0,0<zx<Land0<y<he:

Cl@(x?yvt)_)\er (-T7y?t) :07 ie {17374}7

ot
00 06

C?a (LU, y7t) + Cf’l)% (I?y7t) - ()‘2 + ¢2)‘f)A9 (.I', Y, t) = Oa (21)
_ Hy — Hy

Ve R

where Cj, A\i, ¢;, C¢, Af, v and K denote specific heat, thermal conductivity and porosity of layer 4, specific
heat and thermal conductivity of the fluid, Darcy fluid velocity along x axis (here supposed to be uniform
with respect to 2 and y) and hydraulic conductivity of the porous asphalt, respectively. H; and Hj represent
hydraulic heads imposed upstream and downstream of the fluid circulating in porous draining asphalt layer.
The assumption of a saturated fluid circulation corresponds to H; — Ho > (L. As mentioned in Figure 3,
boundary conditions for problem (2.1) are homogeneous Neumann except for the upstream condition of porous
asphalt layer (z =0, e; <y < ej + e2) and the road surface condition (y = 0). For the first one, the injection
temperature of the fluid is imposed:

Ver <y <ei+ey Vt>0,00,yt) =0f(1). (2.2)

The second one, that is the road surface boundary condition expresses the energy balance between road and
atmosphere
00

Ala—y(x, 0,t) = oe(t)0*(x,0,t) + H,(t)(0(x,0,t) — 0,(t)) — Ratm(t) — (1 — A(t))Ry(t) + LyI(t) (2.3)
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FIGURE 3. Scheme of pavement structure with its limit conditions (fy, 6, are the injection
temperature of the fluid and the air temperature respectively).

where the following notations are used:

e, A : emissivity and albedo of the road surface,
o : Stefan-Boltzmann constant (5.67 x 1078 Wm 2K %),
Ratm, Ry : atmospheric and global radiation (W m~?),
0, : air temperature (K),
H, : convection heat transfer coefficient (W m™2K),
I : snow rate (mms 1),
Ly : latent heat of fusion of the ice per kg (Jkg™).

According to [2], the convection coefficient is defined by H, = Cp, X pa(VwinaCa + Ca, ) where the following
notations are used:

Cpa : thermal capacity (JkgK™1) of the air, p, : density of the air (kgm™3),
Viind : wind velocity (ms™1), Cyq,Cyq, : two convection coefficients (-).

In a first step, we use and study here a one dimensional reduced model obtained by fixing the sub-horizontal
axis x. The injection temperature term 6, supported on the boundary {0} x (e1,e; + ez) is replaced by a
punctual heating source ¢ inserted in the road (localized at y = yo € (0,h.)). For any T > 0, we denote
Qr :=(0,he) X (0,T). The evolution of the temperature along the road, now modeled according to its vertical
dimension (as explained and used in [2,5,8]) satisfies the following boundary value system:

)0y, t) — (k(y)0y(y.1)), = a(t)d(yo), (y.t) € Qr,
—k(0)0,(0,t) = f1(t) — f2(t)0(0,t) — o=(t)0*(0,t), Oy,(he,t) =0, te(0,T), (2.4)
a(y,O) = QO(y)a ye (07 he)a

where 6 = 6(y,t) denotes the temperature in Kelvin at the point y and at time ¢ and where the following
notations are used:
¢(y) : volumic heat capacity of the road material at point y (JK~!' m™?),

2.5
E(y) : thermal conductivity of the road material at point y (WK™'m™'). (2:5)
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Here and in the sequel, 6; and 6, stand for the partial derivative of the function 6 = 6(y,t) with respect to
the space variable y and the time ¢, respectively. The time positive functions f; and fo which appear in the
nonlinear boundary conditions at y = 0 are defined by:

fi(t) == (1 = A(t))Ry(t) + Ratm(t) + Hy(t)0a(t) — LI(2), fa(t) := Hy (). (2.6)

The optimization of the heating through the punctual source ¢ localized at y = yo € (0, h.) leads to the
following optimal control problem:

{ inf J(@) =y a()at

geL'(0,T

(2.7)
subjected to ¢(t) >0, 6(0,t) >0, Vte (0,T), 6=0(q) solves (2.4)

for some positive value @, which represents the minimal temperature required. The functional J represents
the energy expended by the power ¢ over the period [0,T]. Equation (2.7) is thus an optimal control problem
subjected to inequality contraints both on the control variable and the temperature state, this latter being
solution of a partial differential equation with a nonlinear boundary condition of the Stefan—Boltzmann type.
The constraint condition 0(0,t) > @ on the state is not frequent in the optimal control literature as it involves
technical developments and is reminiscent of Signorini type conditions (see [9] and also Sect. 6.1). We mention
[17] which addresses the controllability of the one dimensional linear heat equation subjected to the boundary
condition 0, (0,t) = 64(0,t) + u(t), u being the control. We also mention [1] which addresses the controllability
of a linear string submitted to a unilateral obstacle at one extremity.

3. ANALYSIS OF THE ONE DIMENSIONAL MODEL

Let H = L%(0,h.), V = H'(0, h.) and denote by V' the dual of V. We consider the following boundary value
problem: find a solution 6 of

c(y)0i(y,t) — (k(y)0y (1)), = a(t)d(yo), (.t) € Qr,
—k(0)0,(0,t) = f1(t) — f2(£)0(0,t) — oe()0(0,8)%(0(0,t)|, 0,(he,t) =0, te€(0,T), (3.1)
9(3/1 0) = QO(y)ﬂ ES (07 he).

With respect to the system (2.4) introduced in Section 2, the nonlinear term oe(¢)84(0,¢) on the boundary is
replaced by the term oe(¢)03(0,)]0(0, t)|, which is monotone w.r.t. 6(0,¢). Actually, we will show in Corollary 3.6
that 6 > 0.

The weak formulation associated to (3.1) is as follows: find § € L?(0,T, V) such that 6, € L*(0,T,V’) and

(cO:(t), d)m + alt,0(t), 9)+0=(t)0(0,1)°(0(0,1)|6(0)

(3.2)
=q(t)o(vo) + f1(t)9(0), V¢ € Via.et € (0,T)

and
0(0) = 6. (3.3)

(,)g denotes the inner product over H while the form a : RT x V x V — R is defined as follows

he
V() € V2, alt,,d) = /0 k() by dy + F2(E6(0)6(0).

In order to simplify the notation, we introduce, for almost all ¢ € (0,7) and g € V, the element ®(g) =
9(0)3|g(0)|dp which can be identified with an element in V' so that

as(t)((b(@(t)),qS)V,y = ae(t)0(0,1)%10(0,1)|¢(0), t € (0,T). (3.4)

Using that ||| := (||¢y |4 + ¢(0)%)*/? defines a norm equivalent to ||¢||y, the following holds true.
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Lemma 3.1. Let us assume that there exists kg > 0 such that k(y) > ko for all y € [0, he]. The bilinear form
a defines a norm equivalent to | - ||y and

a(t,¥,) > a)|vly,  alt,v,¢) < BO|¢IvIoly Vi, ¢ € V.Vt e (0,T)
with
a(t) = min(ko, f2(t)), B(t) := max(|[k| L~ (0,n.) fo(t))- (3.5)

Let us then introduce the following regularity assumptions:

¢, fr € HY(0,T), 0y € V, (k(6o)y)y € V',

e,k € L>(0,he),

e€ HY0,T), e te; € L™(0,T), £(t) > 0,Vt € (0,T),
f2 € HY0,T), for € L>=(0,T).

(H)

Theorem 3.2. Assume the hypothesis (H). Assume moreover that the control q satisfies g(0) = 0 and that the
initial condition 0y satisfies the compatibility condition

—k(0)(6o)(0) = £1(0) = £2(0)00(0) — o=(0)05(0)|6o ()], (Blo)y(he) =0, (3.6)
at the point y = 0 and y = he, respectively. Then, there exists a unique solution 0 of (3.2) and (3.3) such that
6,0, € L*>(0,T, V)N L>(0,T, H).

Moreover, there exists a constant Cy = C(he, minye(o p.) k(y), mingeo, ) f2(t)) > 0 such that

Vbl e o1y + 101l L20,,v) < Crl6oller + llall 20,7y + [ f1ll 22 0,1))s

and a constant Co = C(Ch, || f2|l 10,7, ||€_1€tHLoc(0,T)’ | f2,¢ll Lo 0,7)) > O such that

IVeO | Lo,y + 10ell L2 0,7,v) < Colllk(O0)yller + lall o,y + I fill o))
In particular, this implies that the solution belongs to C([0,7],V) C C(Q7).

Proof. The proof follows the arguments developed in [9], Chapter 1, Section 5, based on the monotony of @,
that is

(®(9), 9)vr,v = 9(0)*g(0)| >0, VgeV. (3.7)

The dependence of the emissivity function € in (3.2) with respect to the time variable requires however
additional developments.
Step 1: Galerkin approximation. We introduce an orthonormal basis {wy}r>1 of the separable space V' and
define, for any integer m, by V,,, the subspace of V' generated by {wy }1<k<m. Moreover, for simplicity, we choose
wy in order that 6y = wy. Then, we define the solution 8,,(t) € V,, of the following finite differential system:

(cOm it (t), wi)mr + alt, O (1), w) + oe(t) (@(Gm(t))7wk)v/7v =q(t)wr(yo) + fr(t)wr(0), 1<k<m (3.8)

and
0:n(0) = 6o. (3.9)

Consequently, the function 6,, : [0,t,] — V is given by 6,,,(t) = > ;- gx(t)wy where the time function
{9k }1<k<m solves a differential system for some time t,,. The following a priori estimates show that ¢,, > 0 is
independent of m.
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Step 2: First a priori estimates. The sum over k =1,...,m of (3.8) first leads to
(€Ot (8), 0m () 1 + a(t, O (), Om (1)) + 0€(t) (R(Om (1), Om (1), 1, = A()0m (0, 1) + F1()0m (0, 1)
leading, in view of (3.7), to
1d
5 3 IVeOm@E + alt, 0m(t), 0m(t)) < ¢(£)0m (v0),1) + F1(£)0m (0,2).

Lemma 3.1 implies

1d

5 3 IVeom Ol + a®10m®)I5 < a)0m(yo, t) + f1(£)0m(0,1).

Using that sup, o ] [0m (t,y)| < Ch,[|0(t)[|v for some constant C, > 0, we get
1d
2dt

The inequality (|g(t)] + [£1(O)) 6 (Dllv < 7 (Ia(O)] + /(D)2 + %6 (D]I3 for some as € (0, 1) leads to

Vet @)1 + a®)ll0m®)]F < Cn.(

g+ [F1@& D10 (B)[lv-

- Che [6%)

3 5t IVetn Ol + (a0 - %

) [10m (D)1 < ;Th;(lq(t)l2 +1ABP)

Taking o small enough so that a(t) — €422 > 0, we obtain that

FIVEB Ol + [ 10n(IRAr < SIVE0L O + 52 [ (a(r)F +15(7)Par

with a := inf,¢(o, 1) <a(t) — C’hec‘;). Finally, we get

Ve Omll Lo o,7,81) + 10mll 220,73y < C (10m(0) & + llall 20,7 + I f1ll L2 0.1)) (3.10)

for some positive constant C' = C(minyepo,p,] k(y), mingepo, 77 f2(t), mingepo,pn,] ¢(y), he).
Step 3: Second a priori estimates. Taking t = 0 in (3.8), we obtain

(¢Om.i(-0),wi) g = —a(t, Om (- 0), wr) — oe(t) (P(Om(-,0)), wr) + q(O)wi(yo) + fL(O)wr, 1<k <m. (3.11)
From (3.6) and the property ¢(0) =0, (3.11) leads to
(€Omi(-,0),wr)m = ((E(Y)(0o)y)y, wi)vi v, Ywp €V,
from which we deduce, following [9], the bound
l[€Om.e (-, 0)l[ < [1(K(y)(Bo)y)yllv-- (3.12)
Then, by differentiating (3.8) with respect to time, we get, for all 1 <k <m
(€Om,te(t),wr) i + alt,Om ¢ (t), wy) + fo,0()0m (0, t)ws(0)

+ J%(E(t)(q)(gm(t))vwk)) = qt(t)wk(yo) -+ fl,t(t)wk(O),

(3.13)

with

%(S(t)(@wm(t))»wk)) = 0€(t) (0 (0,)°10 (0, 1) wi(0)) + o (t) (01 (0,)*10:m (0, £)]) ,wic (0).
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Using again (3.7), we have (6,,(0,1)3(6,,(0, t)|)t9m,t(0, t) > 0 leading to the inequality (recall that oe(t) > 0)
(COm.tt(t), Omi(t)) + alt, Ot (1), Ot () + 7€ (£)0n (0,8) |60, (0, ) [0.£(0, 2)
< qt()0mt (Y0, 1) + f1,6(£)0m £(0,) — f2,4(£)0m (0,2)0:m,+(0,¢)
and then to
2 dt ||\[9m t( )”%—I + O‘(t)”anL,t(t)H%/ < _O-at(t) (em(oa t)3|07n(07 t)|0’rrb,t(07 t))
+ (g @] + 1@ DOm O lv + [f2,e O)10m @) |v [0 ) ]|v

with a defined in (3.5). To estimate the remaining boundary term, we multiply (3.8) by gx: and sum over k
leading to the equality

Ug(t)(q)(em (t)), em,t(t)) = _(C em,t (t)7 em,t (t))H - Cl(t, em (t)v em,t(t)) + Q(t)em,t (yO, t) + fl (t)emt (0; t)

and therefore to
Et(t

e(t

)
t?(@&moemme+awaawﬁmxm

- Q(t)em,t (yOa t) - fl (t)em,t (Oa t)) .

~

—0et(t)0m (0, 1) |0 (0, 1)[01m,t (0, 1) = (@O (1)), Om.e)v:,v

™

m
—~
o~

Using Lemma 3.1, we write

=0 (t)0m (0,)%[0,,(0,) [0 (0, ) <

(( )) ' (H\[th( )13 + B0 (&)1 18rm.t (8) |y

4—C%eﬂq@)-+Lﬁ(ﬂ)”9m¢(ﬂﬂv>,

where ( is defined in (3.5). Using again several times the Young inequality, we obtain the inequality

QMJ%MM%&M—Z—Q—Q—”)%wm
\Mfmm Wy + g a0+ O+ 51O 1 (01

2
g;((tt)) (lg@®)| + | f(8)])?

for any a1, as, as, ay > 0 small enough, from which we deduce that

2 1

|2 BN + 5o

203

£e(t)
e(t)

1 ¢ 1 t Et(T)
ﬂ%ﬁmw%+a/H%Aﬂ%&SfM@%AW%+/ SO (7)ol
2 0 2 o | &(r)
+ @5||9m||2L2(0,T,v) + ag (3.14)
with
inf (a(t) = (a1 + a + ag + ) S E
a:= in a(t) — (a1 +as +as + « , Q= — = ,
t€(0,T) 2! ? s * ° 209 203l € || oo 0,1
1 1 Et 2
[ 2 2 2 2
Qg 1= E(”Qt”]ﬂ(o,T) + ||f1,t||L2(0,T)) + E ; L0 T)(HqHLz(O’T) + Hf1||L2(0,T))-
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A Gronwall type lemma allows to deduce that, for all ¢t € (0,7T),

Ve bm e (DF < (\E@m,t(o)llif +asllOmlZ2 0.0y + aﬁ) (1 +2lle ™ el oo 0,mye e Et'”‘”“’ﬂ).

Uniform estimates (3.10) and (3.12) then imply that \/c,, , is uniformly bounded in L>°(0, T, H) with respect
to the parameter m. Inequality (3.14) then implies that 6, is uniformly bounded in L?(0,7,V) as well, and
that there exists a constant C' > 0 such that

”\/Eem,t

| (0,7,81) + [10m.tll220,7,v) < C<||(k(y)(9o)y)y|v' + gl 0,1y + ||f1||H1(0,T))- (3.15)

Step 4: Limit as m — oo. From (3.12) and (3.15), 6, is bounded uniformly in L>°(0,7, V') and therefore,
from (3.8), ®(6,,,) is bounded in L>°(0,7,V’). We can extract a subsequence {6, },~0 such that, as y — oo,
0, — 0 weakly star in L*°(0,T,V),
0,0 — 0; weakly star in L?(0,T, V') and weakly star in L>°(0, T, H), (3.16)
®'(6,) — Q weakly star in L>(0,7, V"),
and
101 o< 0,7,v) + 10t o= 0,7,v) + 10¢ || Lo 0,7, 1) < C.
The previous convergences imply notably that 6,,(0) — 6y as pr — oo in V separable so that 6y = 6(0).
Writing (3.8) for the subsequence 6, and using (3.16), we obtain that § and @ satisfy the equality
(cOu(t), wr)m + a(t, 0(t), wi) + (Q, wi)v v = ¢(t)wi(yo) + fr()wk(0), 1<k <m
leading to (using that V, is dense in V)
(0u(t),v)E + a(t,0(t),v) + (Q,v)v.v = q(t)v(yo) + f1(t)v(0), Vv e V. (3.17)

It remains to pass to the limit in the nonlinear term in order to show the equality @ = ®(0) in L>°(0,T,V’).
To do that, we use the equality (3.8): precisely, let ¢ € L2(0,7,V) and let

T
Ui= [ (8(6,) = 2(0).6, — 9w
0

so that from (3.8),
T
vu=- [ ((ae,:u), 0()) 11 + (0,0, 0,()) — a(t)0, (0. t) — F2(£)0,, 0, t))dt
0
- / ((6,,), 6)dt — / (B(), 0, — 6)dt.
0 0

The monotony of ® implies that U,, > 0. Moreover, the equality — fOT(c 0,,(t),0,(t)) rdt = =53/ 0, (T)||F; +
3116 |3, and the weak star convergence of 6, in L>(0,T, V) (and so in L>(0,T, H)) allows to take the lim

sup of Uy,. Precisely, from the upper semi-continuity of v — —|jv||%;, we write that limsup(—||v/c0,(t)||%) <
—[[v/e0(t)||% for all t € (0,T) and therefore,

. 1 1
0 <limsup U, < =5 [lVed(T)F + 51vVe ol
T

T T
- / (a(t,ea),o(t»—q<t>0<yo,t>—f1<t>0<o,t>)dt— / (Q.4)dt — / (@(9),0 — ¢)dr.
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On the other hand, the integration over (0,7T) of (3.17) with v = 0(¢) € V leads to
—5IVEOm)I + 5IvEtulf = [ (alt.00).00)) ~ a(uo.t) = AOOO.0) Jat = [ Q00w

The sum of the two previous relations implies that fOT(Q — ®(0),0 — ¢)dt > 0 for all ¢; in particular, for

¢=0—X\), N €R, 0 € L?0,T,V), the previous inequality gives fOT(Q —®(0 — M), \Mp)dt > 0 and then by
making A — 0% and A — 0~

T
/ (Q = ®(0), )y vdt =0 Vi € L2(0,T, V)
0

which allows to write @ = ®(6) in L>(0,T, V).
Step 5: Uniqueness. By contradiction, let 8, 6* be two distinct solutions of (3.2) and let w = 6§ — 6*. Taking
¢ =w(t) € V in (3.2), we obtain
(cwe(t), w(t)) g + a(t,w(t), w(t)) = —(@(Q(t)) — <I>(9*(t)),w)H <0,ae.te(0,7T)
by the monotony of ®. Since ¢ > 0, we deduce that (cw'(t),w(t))y < 0 then |[Vew(@)|lg < |

Vew(0)|r = 0. -

Remark 3.3. The arguments of step 5 allow to show that if §; and 65 are solution of (3.2) and (3.3) associated
to q1 and gs, respectively, the other data being equals, then there exists a constant C' > 0 such that

101 — Oa| oo 0,6,1) + 1101 — 02l L20,6,v) < Cllar — @2lL20,), ¥t > 0. (3.18)

Remark 3.4. A similar well-posedness result holds true if the Neumann boundary condition at y = h. is
replaced by a non homogenous Dirichlet boundary 0(h.,-) = 6; € R. This latter, which is physically relevant if
the height h. is large enough, will be used in the numerical Section 5.

Moreover, the solution enjoys the following comparison principle.

Proposition 3.5. Assume the hypothesis of Theorem 3.2. Let 6 and 6 the solutions of (8.2) and (3.3) associated
to the pair (q,00) and (g, 90) respectively. If ¢ > ¢ in [0, T] and 6y > by in [0, L], then 6 > 0 in Q.

Proof. Let m =6 — 60 € V and m* = max(0,m) the positive part of m. Taking ¢ = m™(t) € V in (3.2), we
obtain

—(emy(t), m* () — alt,m(t),m* (1)) + (2(6() — 2(6(¢),m™)y, ,, = (alt) — @(t))m™ (o), a.e.t € (0,T).

The right hand side is positive, while, in view of the monotony of ®, the term (®(6(t)) — d(0(t)), m
negative. Therefore,

+)v',v i

(emy(t),m™ () g + alt,m(t),m"(t)) <0,a.et € (0,T)

and using that a(t,m(t),m*(t)) = a(t,m™(t),m*(t)) and that (cmy(t),mT )y = (c(mT (), mT (1)), we
have
(c(m™)e(@®),m™ () g +alt,mt(t),m"(t)) <0,a.et € (0,T).

leading to & |[\/em* (t)[|%, < 0 and [|[yem* ()% < [vem*(0)]|% = 0 since m(0) = 6(0) — 6(0) < 0. O
In particular, since the time function f; is nonnegative, we deduce the following property.

Corollary 3.6. Assume the hypothesis of Theorem 3.2. Let 6 the solution of (3.2) and (5.3) associated to the
pair (q,00). If ¢ >0 in [0,T] and 6y > 0 in [0, h.], then 0 > 0 in Q.

It results that if the source term and if the initial condition are nonnegative, then the boundary value problem
(3.1) coincides with the initial one (2.4).
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4. ANALYSIS OF THE OPTIMAL CONTROL PROBLEM

4.1. Well-posedness of the optimal control problem

Let o > 0 and # > 0. We assume that the initial condition 6 is nonnegative a.e. in [0, h.]. In view of the
regularity assumption on ¢ in Theorem 3.2, we introduce the following Tychonov regularization of the optimal
control problem (2.7):

inf J,(0,q) =

(@.g)ec (llgll%s 0.7y + ellallr o.1) (4.1)

NN

where the constraint set is given by
C:= {q € H'(0,T),q(0) = 0,q(t) > 0,0(0,) > 0,vt € [0,T],0 = 0(q) solves (2~4)}~
Consequently, if the control function ¢ belongs to C, then from Corollary 3.6, the weak formulation of (2.4)
coincides with the weak formulation of (3.1) and is well-posed. We relax the second inequality constraint from

C and introduce the equivalent extremal problem:

(lalZ: 0.1y + llalFo.ry) + ¢x (@)

DO =

(Po):  inf Julg) i=

where ¥ is the indicator function of K, that is ¥k (¢) = 0 if ¢ € K and ¥k (q) = +oo else with K = {q €
H(0,7) s.t. fOT((9(07t) —6)7)2dt = 0 where 6 = 6(q) solves (2.4)} and
D={qe H(0,7),4(0) =0,q(t) >0, Vte (0,T)}. (4.2)
Lemma 4.1. Let us assume that 6y > 0 on (0, he). If one of the following hypotheses holds true,
(H1) 3o =0; (Ha)  f1(t) = f2() — oe(t)8" > 0, Vi€ (0,T),
then K is not empty.

Proof. Let Z := 6 — § where 6 solves (3.2) and let Z— = min(0, Z) be the negative part of Z. We have for a.e.
te(0,7),

(c0:(t), Z7 () +a(t,0(t), Z7 (1) + (2(0(1)), Z (1)), = a()Z™ (o, 1) + fL() Z7(0, 1),
equivalently,
(cZy (1), Z()u +alt,Z~(t),Z (1)) = —oe(t)0(0,t)* Z(0,t)
a2 0+ (110 - £200) 20,0,

a.e. in (0,7"). We now claim that
—oe(t)8(0,8)4Z27(0,t) < —oe(t)8*Z7(0,t), a.e.t € (0,T).
This is clear if Z~(0,¢) = 0. If Z=(0,t) < 0, then 0 < 6(0,t) < § and then 6(0,)* < 8* leading to the result
since —oe(t)Z~(0,t) > 0. Consequently, a.e. in (0,7,

(e 27 (8). 2~ () m+alt. 2~ (). 2 (1)) < ()2~ (yo.1) + (f1 () = fo(t)8 - aa(t)e‘*)z—(o,t)
(4.3)

<q(t) (Z@o, H— 20, t)) T (q<t> A — fal0)0 oe<t>e4) 77(0.1).
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If hypothesis (Ha) holds true, the right hand side is negative and we conclude that ||vcZ~(t)|lg <
Ve Z=(0)||m = 0 for all ¢ > 0, since ¢ > 0. Remark in particular that (Hz) holds true if § < 0 and we
re-obtain the maximum principle, Corollary 3.6. On the other hand, if yo = 0, we get the same conclusion as
soon as q(t) + fi(t) — fo(t)0 — oe(t)8* > 0 for all ¢, that is, if ¢ is large enough. O

According to the physical intuition, if the heat source is located on the surface, then the temperature can
be maintained as large as requested. In view of the continuity of the temperature 6(y,t) with respect to the
longitudinal axis y, the same result holds true if yg is negative but closed enough to 0. Actually, we believe that
the same result holds true if the heat source, located on any yy < 0, is large enough, the temperature 8 being a
continuous and monotonous function of ¢, see Proposition 3.5.

Lemma 4.2. K is a closed convex subset of H*(0,T) and so vk is convex and lower semi-continuous.

Proof. Let ¢q,§ € K and check that for any A € (0,1), Ag 4+ (1 — A\)g belongs to K. ¢ € K implies that for all
t € 10,77, 04(t) > 0 where 6, solves (2.4) associated to the source ¢. Similarly, 65(t) > 6. Let 65 be the solution
associated to the control function Ag+ (1 —\)g and let [8] :== A0, + (1 — A)6g. From (3.2), ) and [6], respectively
solves

(ek,t (t)7 ¢)H + a(t7 O (t)v ¢) + ((I)(e)\ (t))v ¢) Vv
= (Aq(t) + (1 = A)a(t)d(yo) + f1(t)p(0), Vo € Via.e.t €(0,T)
and

([0]¢(t), ®)m + a(t o)+ [ AD(0 (1= N)®(04(1)), ¢) o

= (Aq(t) + (1 = AN)q(t)o(yo) + f1(t)$(0), Vo € Viae.t € (0,T).
The difference W := 6 — [6] solves

(Wilt), &) + alt, W, ¢) + <<I>(9,\(t)) —AD(0,(1)) — (1 — N)B(04(t)), ¢> =0,Y¢ € V,aete (0,T).

148%
Taking ¢ = W(t), integrating over (0,¢) and using that W (0) = 0, we arrive at
1 t
SO+ [ als. W)W ()as
¢
# [ (2056 - 200, ~ (1= N@(Es(e)).0)  ds=0, w20
0

iy
leading to
IO+ [ (#0:9) = 30(6,69) ~ (- Va(or(o.0) s B
_ /Ota(s,W(s),W(s))ds, VA € (0,1),¢ > 0.
It [ a(s,W(s),W(s))ds = 0 for some #* > 0, then W(s) = 0 for all s € [0,#] and then [6](0,s) =

A0,(0, s) + ( A)07(0,s) > @ for all s € [0,t*]. The discussion is then reduced to the interval (t*,T"). Without
loss of generality, let us then assume that f(f a(s,W(s), W(s))ds > 0 for all ¢ > 0 so that

/Ot <<I>(9,\(s)) —AD(0,(s)) — (1 — N)®(8(s)), W(s)) ds <0, Vt>0. (4.5)

4N '4
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Suppose now that for all s € (0,t), W(0,s) = 60,(0,s) — [0](0,s) < 0. The convexity of x — z* leads to
[6]4(0,5) < A07(0,5) + (1 — X)82(0, 5), then to

03(0,5) — [0]*(0,5) > 63(0,5) — A02(0,5) — (1 — \)62(0, 5),

and eventually to
W(0,s) <9§(0, s) — A0,(0,5) — (1 — A)62(0, s)> > W(0,s) (9&(0, s) — [0]*(0, s)).

But, the right-hand side is exactly (o — 3)(a* — 8%) = (o — 8)?(a? + $%)(a + ) with
a=02(0,8) >8>0, =005+ (1—N\)bs(0,5) >8>0

and is therefore positive since 8 = [0](0,s) > 6 by assumption and since a = 05(0,s) > 0 (in view of the
maximum principle). Consequently,

/ (@(ems)) CAB(0(5)) — (1 — N)B(05(s)), W<s>) s

vV
_ /t o= ()W(0, ) <9§(o, $) = ABL(0,5) — (1 — \)B(0, s))ds >0
0

(recall that oe(t) > 0) in contradiction with (4.5). We conclude that, for all ¢ € (0,7T), there exists at least one
s € (0,t) such that W (0, s) > 0. Taking ¢ > 0 arbitrarily small, we conclude that the function ¢t — Wy = 0,t)
increases in a neighborhood of zero. Then, since W(y = 0,t) € C([0,T]), there exists a time ¢; > 0 such that
W(0,s) > 0 for all s € (0,¢1). If t; = T, the proof is finished. If ¢; < T, there exists a time tf >t such that
W (t]) = 0. Then repeating the previous argument on the interval [t], ] for any ¢ € (t]",T), we conclude that in
the neighborhood of ¢, the function W (0, -) is strictly positive. Consequently, the points in [0, 7] where W (0, -)
vanishes correspond to global minimum: for all ¢ € [0,7T], W(0,¢) > 0 and the convexity of K follows. g

Theorem 4.3. The extremal problem (Py) admits a unique solution in D.

Proof. This results from the fact that function J, is lower semi-continuous, strictly convex, over the closed
convex set D. ]

It results that the equivalent optimal control problem (4.1) is well-posed as well. From a practical viewpoint,
it is convenient to address this problem with a penalty method. For any parameter ¢ > 0, we introduce the
penalized extremal problem:

— 2
€ 1

5|00 -0

1 o
) inf Jo o (q) == =||q|? —lq?
(Pe) ;gp e (@) D) ||QHL1(0,T) + D) ”q”Hl(O,T) + Lo

where D is defined in (4.2).

Theorem 4.4. For all ¢ > 0, Problem (P.) admits a unique solution q.. Moreover, as ¢ — 0, q. strongly
converges in H'(0,T) to q, the solution of (4.1).

Proof. The functional J, . is strictly convex, satisfies the property liqu”Hl(O_’Tﬁﬂo Ja,e(q) = +oo and is
continuous over H'(0,T) in view of remark (3.3). Moreover, the set D is a closed convex set of H(0,T) which
gives the existence and uniqueness of a solution g, of Problem (P.). The strong convergence of ¢. with respect
to € is the consequence of the strict convexity of J, . In view of Theorem (3.2), this strong convergence implies
the convergence of the corresponding solution . = 6(g.) toward the solution 6(q) in C([0,T],V). O



788 F. BERNARDIN AND A. MUNCH

4.2. Optimality system for the penalized extremal problem

We derive in this section the optimality condition associated to the extremal problem (P.). This allows to
determine the first order variation of the cost J, . and define a minimizing sequence.
Let H(}VO(O,T) ={q € H*0,7T),q(0) = 0}.

Theorem 4.5. For any o > 0,¢e > 0, the functional J, . is Gateauz differentiable on the set D and its derivative
at ¢ € D in the admissible direction q (i.e. q € H&O(O,T) such that ¢+ ng € D for all n # 0 small) is given by

Jae(q+nfﬁ Joe(q)

< Joel@), 7> = lim
T (4.6)
/’(mmpmqw ) Jadt o [ (ar+ agyar
where p solves the adjoint problem
—c(y)pe(y:t) — (k(y)py (v, 1)), = (y,t) € Qr,
SO0 = (008 e 0a(0, 50,8 1Ba(0,0) 81 1 (0.1 wn
py(heat):()a te( aT)v
p(y,T):O, ye( ’he)a

and 8, solves (2.4). As a consequence, the unique minimizer g in the convex set D of the convex functional Jy
s characterized by the optimality condition

< J&7E(qe),Q— g > >0, V@ e D.

Proof. Let 04,7 be the solution associated to the control function ¢+ ng. Using that the function # — (z —§)~
is 1-Lipschitz on R, we write that

‘ATQaHWm¢>—m-)3¢—ﬂf(wgaw—ﬂr)sziéTQ%+mm¢»—m-—<%w¢>—w-)

< (O30, = 07 + 0,,00.0) =) Jar

T
</
0

< 10g442(0, ) = 04(0, )20, 1) <||(9q+nq(07 ) =0 llz20,1)

%Mamw%wﬁﬂQ%wAmwm+waawe>)w

10,090 iz )

Estimate (3.18) implies that [|0g4,7(0,-) — 0400, ) 220,17y < 10457 — Ogllz20,7,v) < 1|l z2(0,7) and that

- fO ( g+ng(0,1) — > fO ( (0,t) —0)~ >2dt

n—0 n

< 2|[@]l 2 0.0 1(84(0, ) = )~ [ L2(0,1)-

Let us now expand the solution 8,4,5 as follows 044, = 0, + 16, where 6, solves (2.4) and 6, solves

c(¥)0nt(y,t) — (k(W)0yy(y, 1)), = At)dy, (y), (y,t) € Qr,

—(0)0 (0,8) = — Fo(£)0 (0, £) — A0=(t)04(0, £)260, (0, 1) — noe(t) f(t,n, 00, 6,), t € (0,T), (4.8)
Oy (e, t) =0, te(0,7),

oﬁ(y’ 0) =0, ye (07 he)
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with f(t,7,0q,0,) = 602(0,)02(0,t) + 4104(0,t)03(0,) + n°6;(0,t). In particular, (3.18) implies the uniform
estimate [|0, z20,7,v) < C||q|lz2(0,7)- The compact injection of V' in C([0, k]) then allows to show that the
term /6, (0, ) — 9}(0, N z2(0,7) converges to 0 as n — 0 where f7 solves the linear boundary value problem

c(y)é (y,t) ( q7y y, ))y (t ) (yat) € Qr,

—k(0)0,(0,1) = —fz( )07(0,t) — do=(t ) 2(0,1)%07(0,1), te(0,T), (4.9)
eq,y(heat) =0, t e (0,7),
f4(y.0) =0, y € (0, he).

Altogether, we obtain that

. Ja,e q + q - Ja,e q T*
lim g+ ma) @ = llallr(o,1) qdt
n—0 n 0

T T
+ a/ (qq + q:q,)dt + ¢t / (04(0,-) — 8)765(0, ¢t)dt.
0 0
Eventually, using that the adjoint solution p defined by (4.7) solves equivalently the variational formulation

—(epe(t), 9)m + alt, p(t), ¢) + 4oe(t)0,(0,£)°p(0,1)$(0)

——B,0.6)~0) 9(0) Vo€ Vit € (0.7), )
and
p(T) =0, (4.11)
we obtain, taking ¢ = 04(-,t) in (4.10) and ¢ = p(-,¢) in (3.2) that
T T
1 P
00, =0 b0, 900 = = [ (. gt
leading to (4.6). O

Remark 4.6. Writing that oe(-)6,(0,-)> € L°(0,T) and that —e 1(6,(0,-) — 8)~ € L?*(0,T), we obtain,
following the steps 1 and 2 of the proof of Theorem 3.2, that the adjoint variable p solution of the linear weak
formulation (4.10) and (4.11) is unique and satisfies the regularity p € L>(0,T; H) N L?(0,T; V). Consequently,
p(vo,-) is in L2(0,T) and the first integral in (4.6) is well-defined.

We now define the function § € H&O(O, T) as the unique solution of the formulation:

T
/ <IIdIIL1<o,T>q + a(qq + @tqt))dt =<J}, (q),7>, Vg€ H;y0,T)
0

so that < J, .(¢),¢ >= H(j||2Ll(0 T+ a||(j||%[1(0 7) 1s nonnegative. This property allows to set up a fixed step
) 3 oY,

gradient projection algorithm: given ¢° € D, > 0 small enough, compute iteratively with respect to k the
sequence ¢* € D as follows
¢ = Pee(¢" —nJ'(d"), k>0 (4.12)

so that (¢*)ren is a minimizing sequence for J, .. Equation (4.12) can be decomposed into the following steps:
given ¢* € D,

e Compute ¢* € H(},O(O, T') unique solution of

T
/ (IlﬁkllLl(o,T)q+ a(d"g + (ci’“)tqt))dt =<J\(d").q>, Vg€ H},0,T); (4.13)
0
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o Set ¢"t1/2 .= ¢k — gk e H}(0,T) and then ¢*** := max(0, ¢"*t1/?) e D.
Remark 4.7. Equation (4.13) is equivalent to non local differential equation

{a((j —Gu) + 14l 0,y = alg — qu) + lall o) — p(Yo, ), t€(0,7),
4(0) = 0,¢:(T) = q:(T).

Remark that actually we may drop the L!'-norm in the left hand side: since H'(0,T) C L'(0,T), the resulting
sequence is still in D. Moreover, we may impose the Dirichlet assumption ¢"(T") = 0; (4.13) is unchanged except
that the space for the test functions g is then H}(0,T).

5. APPROXIMATION OF THE OPTIMAL CONTROL PROBLEM AND EXPERIMENTS

5.1. Numerical approximation

The resolution of the variational formulations (3.2) and (4.10) is performed using a finite element approx-
imation with respect to the space variable y and a finite difference approximation with respect to the time
variable t. For convenience, we replace the Neumann boundary condition at y = h. by a Dirichlet condition
(see Rem. 3.4). Let N, a positive integer and (2;);=1,..., n, a subdivision of the interval [0, h¢] such that yo = 0,

yn, = he and y; < y;41 for all i and [0, he] = Uﬁvzyofl[yi, Yi+1]. We note h = max; |y;+1 — y;|. We then introduce
the following conformal finite element approximation V}, of V:

Vi = {0 € C'([0, he)), On), JEPL Vi=1,...,N, -1}

TiHTiq

where P; denotes the space of polynomial functions of order one. We also consider, for some 6; € R the
space Vi = {0, € Vi, (0n)(he) = 04}. The weak formulation associated to (2.4) (see (3.2) and (3.3)) is then
approximated as follows: find 0, € L%(0, T, V,?) such that

(cOn(t), b)) + alt, 0 (1), dn) + oe(t)04(0,t)*¢p(0)

(5.1)
= q)n(yo) + f1({t)on(0), Von € Vi, a.et €(0,T)
and
0r(0) =71 (6o) (5.2)
where 7, : V' — V}, is the projection operator over V;,. Similarly, let N; be a positive integer and (¢,)n=1,...n,
a uniform subdivision of the time interval [0,7] such that t¢ = 0, ty, = T and ¢, = nAt for all n and

[0,T] = UHNLBI[tn, tn+1]. We note by (07) an approximation of 6y(-,t,) the solution of the following implicit
Euler type scheme:

92 = 7Th(6‘0)7
optt —op
(At’ m) + altsn, O 6n) + 40=(t041) (67065 (0)1,(0) (5.3)
H

= 30e(tn) (07(0))* ¢ (0) = q(tng1)dn(Yo) + f1(tns1)Pn(0), Vo € Vi,n > 0.

In particular, the nonlinear term 67 (t,+1) is approximated as follows:
O (tns1) = 465 (tn)On (tns1) — 305 (tn) + O(AL),  Vn.

In the sequel, we define @5, = {07 },—0,... N, € (Vi)Y 1. The extremal problem (P,) is then approximated by
the following one:

-1 2

] . o 1 9 a 9 €
(Pe,n,at) : qmlglfm Jase(aat) = Sllanellzio,r) + 5 laadllz om) + 5

(mat(©n(0))(t) — 0)~

L2(0,T).
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Here, ITn:(©1(0))(t) is the piecewise affine function such that IIa.(©(0))(t™) = 6;(0) for all n where (0})
solves (5.3) and

stn41]

Dat = {QAt € H'(0,T),qs,a¢(0) = 0,qa¢,, € Py, qa¢(tn) > 0,Vn > 0}
The extremal point of the functional J, ¢ in Da; is determined by using the gradient projection algorithm
described in the previous section. In particular, the adjoint problems (4.10) and (4.11) is approximated as

follows: N
Py t =0,

Pyt —p
= (g 0] alta,plon) + 0e(t,)ER0) B 0)0n(0) (5.4
H
= — 1(07(0) — )" ¢n(0), Von € Vi,n > 0.

5.2. Presentation of the experimental data and initial condition

We use real data obtained from measurements on the French highway A75 in Cantal (1100 m altitude) from
october 2009 to march 2010. Measurements are made each hour and allow to compute the time functions f;
and fy defined in (2.6). Figure 4 depicts these functions.

For the other parameters, we use numerical values obtained from experimental validations described in [2]:
precisely, the albedo of the road surface is A = 0.08 (used in f;), while for the emissivity function of the road,
we use the constant value (¢) = 0.92. Although the measurements of ¢ show a time variability and a sensitivity
of the road surface temperature 6(0,-) w.r.t. £ (see Fig. 5), the lack of emissivity measurements over a long
period requires to identify and use a constant value e = 0.92. As discussed in [2], this identification leads to
a good agreement between simulated and measured temperatures. From a theoretical viewpoint, remark that
Theorem 3.2 is valid for a time-dependent emissivity function.

As described in Figure 3, the road is composed of 4 layers of depth e; = 0.06 m, e = 0.08 m, e3 = 0.05m and
eq4 = he — €1 + e2 + e3 = 14.81 m, respectively. The total height of the road structure is he = 15m. The specific
heat function ¢ and the thermal conductivity function k£ are constant on each layer and takes the following
values [2]:

(c1, k1) = (2144309, 2.34), € (0,e1),
(ca, k2) = (1769723, 1.56), € (e1,e1 + e2),
(c(y), k(y)) = _
(63, ]Cg) = (2676728 1. 76), (81 + €2, €1 + eo + 63)

(ca, ka) = (1947505,2.08),  y € (e1 + e + e3, he).

Moreover, the initial condition 6y is a priori not determined by experiments. We define the initial condition
as the solution of the stationary model and satisfying the compatibility conditions (3.6) of Theorem 3.2: more
precisely, we consider the solution of the boundary value problem:

{ 7(k(y)00,y(y))y = Oa Yy c (0, he),
—k(0)00,/(0) = f1(0) — f2(0)0(0) — 5(0)00(0)*,  Oo(he) = ba.

Here, we have replaced the homogeneous Neumann boundary condition 6y ,(h.) = 0 by a Dirichlet condition
O(L) = 04; the reason is that the temperature, at the height h. = 15m under the road surface, is time
independent and close to a value equal to 15°C (equivalently 273.15 + 15°K). The resolution of the nonlinear
boundary value problem with 6; = 288.15, using a Newton type algorithm and a finite element discretization as
above, leads to a continuous function, affine on each layers, and increasing from the value 6p(y = 0) ~ K+6.29K
at the road surface to p(y = h.) = 64 K. Moreover, by definition, this solution 6y satisfies the assumption
(k(0o)y)y € V' (see H), that is the jump [k(6y), - V] is equal to zero at y = e1,e1 + e and at y = e; + e + e3.
Eventually, we observe that the value 0y(y = 0) ~ 279.43K as the initial temperature at the road surface is

(5.5)
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FIGURE 4. The time functions f; (top) and fo (bottom) defined in (2.6).

in agreement with typical measurements in october (we recall that our study is based on measurements from
october 2009 to march 2010).

5.3. Numerical experiments: optimal control minimizing Jg .

We now discuss some numerical experiments associated to the optimal problem (P.): precisely, we minimize
over D the functional

1. 05 a 9 T3 9 e ?
Joe(q) = §||qHL1(O,T) t3 Tllqll7200,7) + @”thLz(O,T) t 5

(04(0,) = 0)~ (5.6)

L2(0,T)

It is necessary to adjust the constants in front of the norms in term of the value of the time interval T,
which, expressed in seconds, is large: precisely T = 15494400s (equivalently 4304h). We use for that the
inequality ||q|lz10,7) < \/THQHL?(O,T) and the Wirtinger inequality ||q|[z20,7y < T/(27)|lg:llz2(0,7) (taking
q(0) = ¢(T) = 0). For the same reasons, coefficients must be properly chosen in the computation of the descent
direction (see (4.13)): we use here

T
/ <qch + T(‘jk)tqt> dt =< J;, (¢"),7>, Vg€ Hy,(0,T). 5.7
0
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FIGURE 5. Measurements over one month of the emissivity € (fop) and the road surface tem-
perature (0, ) for the time-dependent ¢, and constant €’s respectively fixed to the minimal
and maximal values (bottom).

Similarly, the penalty parameter € is adjusted so that the optimal control leads to values of the same order
for the norm ||(6,(0,-) — 0)~[|z2(0,1), independently of the value of the parameter «, the value of the height yo
(punctual support of the control ¢) and of the minimal temperature required 6.

The time discretization parameter At is given by the data: At = one hour over a period of 4304 h. Scaled
to a time interval of length one, At = 1/4304 ~ 2.32 x 10~*. Concerning the approximation with respect to
y, we use a nonuniform discretization of the interval [0, h.|: precisely, we use 50 finite elements in each layers
of height 0.06,0.08,0.05 and 14.81 m, respectively. In the sequel, all iterative algorithms used to approximate
the optimal controls are initialized with a zero source gy = 0 and stopped at iterate k with the criterion
|J(qr) — J(qr—1)|/J(qo) <1071° where J is the minimized function and gy is the kth iterate of the control.

In order to analyse the specific effect of the L'-norm minimization in (5.6), we start by the standard mini-
mization of the L?-norm:

inf Je 5.8
qeLz(g}TLqZO (@) (58)

where

-1 2

~ 1 €
Je(q) = §Hq||2L2(o,T) T (5.9)

(6,0,) — 0)~

LZ(O,T).
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TABLE 1. Numerical norms of the optimal control of problem (5.8) with respect to the parameter
€€ {107,107} — yo = 0.1.

€ 10 4.107¢ 107° 5.107° 1074
2 2.68 x 10° 2.66 x 10° 2.62 x 10° 2.48 x 10°  2.35 x 10°
qllL2(0,1)
qllziior 583 x 105  579x10®  573x10% 546 x10% 5.23 x 108
(0,1)
qll Lo (0.7 4.14 x 10> 4.00 x 10>  3.89 x 10>  3.54 x 10> 3.18 x 102
(0,7)

1600,) =) |lr20,ry  1.47x 10" 540 x 10" 1.23x 10>  4.71 x 10*  8.10 x 10
[(000,) =) ||ro(o,ry 6.03x107% 1.90x 107" 4.01x 107" 1.11 x 10° 1.72 x 10°
f iterates 183 234 130 64 56

TABLE 2. Numerical norms of the optimal control minimizing (5.6) with respect to the param-
eter « € {1077,1073} — yo = 0.1.

a 1077 10°° 107° 1074 1073
€ 10712 7.10713 5.10713 3.10713 2.10713
lallz2c0,m) 2.97 x 10°  2.86 x 10°  2.81 x 10° 293 x 10°  3.17 x 10°
qllpiior 446 x 105 4.65x10®  526x10%  6.20x10%  7.67 x 10°
(0,7)
lal e1. 0,1 2.85 x 10! 1.61 x 10* 7.40 x 10° 3.10 x 10° 1.49 x 10°
qll Lo (0.7 5.06 x 10> 4.06 x 10> 3.58 x 10>  3.18 x 10>  2.85 x 102
(0,7)

1000,) =) [lp20,y 4.09x 10"  3.88x 10"  4.32x10"  4.52x 10"  6.07 x 10
[000,) =) ||zoo,ry 9:33x107% 930x 1072 1.35x 107" 211x107" 4.32x 107"
# iterates 2201 1345 1779 2441 12455

We gather in Table 1 some numerical norms of the optimal control ¢ of (5.8) with respect to the penalty
parameter €. The punctual control ¢ is located on the middle of the porous layer, i.e. at yg = 0.1 m.

The minimal temperature required along the six months period is § = 275.15K: we therefore consider a
slightly larger value than 273.15 (corresponding to the 0°C) in order to account for the possible errors in the
experimental measurements and models. Remark that the initial condition 6y, solution of (5.5), satisfies this
property. As expected, ||q|/z2(0,7), [|¢]/z1 0,7y and ||| L (0,7 increase and [|(6(0, -) = @)~ || (o, decreases when
€ decreases.

Table 2 collects some numerical norms of the optimal control ¢ (minimizer of the functional J, .) with
respect to the regularizing parameter . The penalty parameter € is chosen so that, for each a, the L2-norm
1(6(0,-) —8)~|l2(0,) takes approximatively the value 5 x 10!, leading to a violation of the constraint 6(0,¢) >
K + 2 of the order 107" degree (see [|(6(0,-) — 0)~ || (o,r) in Tab. 2).

As we can see in Figure 6, small values of « lead to sparse controls, with smaller L'-norm and larger L>-norm
(see [6]). On the contrary, large values of a lead to more regular controls (see Tab. 2).

In order to avoid large punctual values for the optimal L'-control, which may be not physical or unrealistic
at the practical level, we may constrain its values in a given interval [0, A]. Results in Section 4 may be easily
adapted to this new situation. Figure 7 displays some optimal controls satisfying the additional condition
llgll= < A for A = 200 and 285 (the unbounded case A = +oco is plotted as well for comparison).

We notice the effect of such boundedness on the sparsity of the control, which tends to decrease when A
decreases, as we can see especially for A = 200. However, in this latter case, ||q|[z1(0,7) = 5.78 x 108, which
is much higher than 4.63 x 10® or 4.46 x 10® corresponding respectively to A = 285 and A = 4o00. Moreover,
the value A = 200 is not large enough to satisfy the constraint at the surface of the road, since we obtain
1(6(0,-) = 8)~ || Loe(0,7y of order 2.0, much larger to that corresponding to A = 285 and A\ = +oo (lower than
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FIGURE 7. Optimal controls ¢ on [0,1600] corresponding to the minimization of J, . under the
additional constraint ||g]|lec < A for A = 200 and 285.

0.2), as we can see in Figure 8. A minimal value of ||q||z(,r) is thus necessary to maintain the road out of
frost or snow (see Sect. 5.4 on bang—bang controls).

It is also interesting to study the local effect of control. As can be seen in Figure 9, the more the control is
regular, the less it reacts instantaneously with respect to the uncontrolled surface temperature 8,=¢(0, -).

5.4. Bang—bang control

We are now looking for so-called bang—bang controls: there are more convenient on a practical viewpoint as
they take only a finite number of distinct values. Precisely, we assume that controls ¢ take the form

qt) = As(t), A>0,s(t) e {0,1},

so that the control g takes only two values, 0 or A. Remark that such controls are only in L*°(0,T") and therefore
do not fall in the framework of Theorem 3.2. The sequel of this section is thus formal. For any L € (0,1), we
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to the minimization of J,  with a = 1073 and € = 2.1073, . = 1077 and € = 1072 and J.
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therefore consider formally the extremal problem

1
inf  J(\,8) = =\?,
()\,S)ESL 2

(5.10)

SL = {A S RJF,S S Loo([ovT]v {07 1})7 HSHLl(O,T) = LTa 0= a(q = )‘S) solves (24)}

and minimize the amplitude A\ of the control ¢, assumed piecewise constant. A volume constraint through the
parameter L is introduced here to prevent the optimal control to be constant ¢(¢t) = A (i.e. s(t) = 1) for all ¢.
Adapting [16], we introduce two penalty parameters ¢ and €; for the constraints s € {0,1} and 6(0,¢) — 6 > 0,
t € (0,7), respectively and a scalar Lagrange multiplier u for the L'-constraint on the density function s. This
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TABLE 3. Characteristics of the bang—bang controls with respect to L.

L 1/10 1/5 1/4 1/3 1
lallpo,ry = ALT 457 x10%  7.33x10%  9.05 x 10®  1.21 x 10°  3.63 x 10°
gl zoe 0,7y = A 295 x 102 2.37x10° 234 x107% 234x10*  2.34 x 102

1000,) — ) |lp2o,ry 2:98x107" 221x107° 3.03x107% 1.74x10°* 1.93x107°
1(0(0,") = 0) ||reo,r) 3.65x107" 4.66x 107> 2.16x 107> 3.56 x 107° 4.01 x 107°
f iterates 456 361 312 197 102

250

200
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Time (h)

FIGURE 10. Optimal bang-bang control ¢ on [0,T] corresponding to L = 1/4. q(t) = As(t)
with A &~ 2.34 x 102.

leads to the saddle-point problem

T
su inf L(s, A 1) = e, (5,A) + / s(t) — L)dt,
B eI (0,7 (s, A, 1) e (8, A) + ; (s(t)— L) 51
A2 Ll T ) ) T ’
Jee, (8, A) := o + - ((9(0,15) — Q)_) dt + €7 / s(t)(1 — s(¢))dt
0 0

and then to the gradient projection algorithm: given A’ > 0 and s € L>°(]0, T, {0, 1}) satisfying the constraint
1%l L2 (jo, 7)) = LT, compute iteratively the sequence (5%, A\F) -0

et (oo [ o)) (5.12)
s*L(t) = Poy (sk(t) = 77(61_1(1 —2s* (1)) — NepF(yo, t) + M)), |

with 7 > 0 small enough and p* € R, the multiplier (determined by a line search algorithm) so that
|s* | 11 0,7 = LT. In (5.12), p* is the solution of the adjoint problem (4.7) associated to the control function
k _ ykck
q" = \¥s".

With the data and discretization used in Section 5.3, Table 3 provides some characteristics of the bang—bang
controls with respect to the parameter L € [0,1]. We use the numerical values (e,e1) = (1076,107%). The
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FIGURE 11. Temperature 6(0,-) at the road surface on [0,7] in the controlled (red full line)
and uncontrolled case (dot blue line).

TABLE 4. Characteristics of the temperature 6 associated to the source (5.13).

0

0 50 54 55
lallz10,) 4.01 x 10® 7.2 x 10® 752 x10%  7.60 x 10®
gl (0,) 272 x 10%  3.22x10°  3.26 x 10> 3.27 x 10°
1600,) =) |20y  5-49x10* 1.29x 100 1.71 0.
1(0(0,") — ) |lzeco,ry 1.91 1.74x 1071 2.92x 1072 0.

projection algorithm is initialized with A° = 0 and s° = L. The variation of the bound A with respect to L is
small. Beyond L = 1/4, the optimal A is almost constant. Actually, the amplitude of the control is driven by
the data at the beginning of the time interval (corresponding to the colder period) where a large enough control
is required, independently of the value of L. Figure 10 depicts the optimal control corresponding to L = 1/4
while Figure 11 depicts the associated temperature 6(0, -) at the road surface. Lower values of L lead to larger
amplitudes X\ and to an increasing number of switching points. We observe L!-norm values of the same order as
in the previous section (e.g. ||q|[z1(0,7) = 4.57 ¥ 108 for L = 1/10). Actually, for small values of L, we observe
that the structure of the bang—bang control is similar to the optimal L! norm control (see Fig. 6 for small a,
e.g. « = 1077). The extreme value L = 1 (for which the control is active on the whole time period) leads to a
value A\ = 2.34 x 10%: this value is in agreement with the result of the previous section which indicates that the

optimal L! control satisfying the additional bound ||q|/z~ < 200 does not allow to maintain the temperature
greater than 6.

5.5. Command law

A priori, the optimal control we obtain in the previous section is nonlocal in the sense that its value ¢(t)
at the time ¢ € (0,7) depends on the values of the data functions f1, fo,& on the full time interval. This may
not be realistic from a practical point of view. A first way to circumvent, in the spirit of [4] is to split the time
interval into a finite number of sub-intervals and then to compute optimal control on each subinterval.

A second way is to consider a source ¢ which depends explicitly on the data. According to (4.3), for yo = 0, if
the source ¢ satisfies the condition ¢+ f1(t) — fa(t)8 — oe(t)§* > 0, then the corresponding variable 6, satisfies
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FIGURE 12. Source q defined by (5.14) for ¢ € [0,1000] (Top) and corresponding temperature
0(0,-) at the road surface.

0,(0,¢t) —0 > 0 for all t € (0,T). This suggests to consider, in our context where yo is close to zero, the following
explicit source

q(t) = max <0, —(fl(t) — f2(t)8 — O’E(t)Q4) + 5) (5.13)

for some real § > 0 large enough, dependent of . Table 4 gives the L'-norm of ¢ and the corresponding value
of min((#(0,-) —8)~) for some values of . The value § = 55 is large enough to satisfy the condition 6(0,-) > 2°C
at the road surface. The corresponding L'-norm lall oo,y = 7.52 x 108 is of the same order as in the previous
section.

Nevertheless, we observe that source of the form (5.13) is active on some period where the value of §(0,-) is
(significantly) above @. This is due to the large variations of the functions f; and fs. A third way is therefore
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to consider source term ¢ which depends explicitly on the variable ,, for instance as follows:

0 if 0(0,t —8) > O,
0 if  0<60(0,t—06) <0, and €(0,t—03)>0,
qlt) = - (5.14)

£(£,0) (9(0, t—5) — em> else

for some reals 6,, > 6, 6 € (0,T) and a negative function f which depends only at time ¢ on the temperature
0(s), s € (0,1). Such source is active at time ¢t > § if and only if two situations occur: either when the value of
0(0,t — 9) is below 0, either when the value of (0, — 0) is slightly above 6 (precisely, in the range [, 6,,]) but
decreases with respect to the time variable. Figure 12 depicts the source (5.14) associated to 6,, = 273.15 + 3,
4 = 1h and to the corresponding temperature 6(0,-). We take here simply for f a large enough constant so
that [[(6(0,-) — )~ || Lo (0,r) = 0.08 leading to ||l¢[|z1(0,7) ~ 1.01 x 10° and [|¢| () ~ 8.48 x 10?. Although
larger than for the optimal controls computed earlier, these values, associated to the source ¢ given by (5.14)
explicitly in term of the history of the temperature, lead to promising results.

6. PERSPECTIVES

6.1. Control by a road surface heating source: a different mathematical approach

If the source ¢ is located at the road surface (i.e. yo = 0), we can construct a control by introducing a Signorini
boundary condition as follows. For yo = 0, the right-hand side term of the first equation of (2.4) vanishes and
the boundary condition at y = 0 becomes:

—k(0)0,(0,8) = f1(t) — f2(1)0(0,1) — oe(t)0(0,2) + q(t), t € (0, T). (6.1)

Denoting f(t,u) = —f1(t) + fo(t)u — oe(t)u*, we can eliminate ¢ and replace (6.1) by the Signorini type
conditions:

f(t’ G(O’t)) - ay(ovt) 2 07 G(O’t) - Q Z 07 (f(t’ 9<O’t)) - Gy(ovt)) (G(O’t) - Q) = Oa (62)

which are equivalent to 6,(0,t) — f(t,0(0,t)) € v(6(0,t)) where v : R — P(R) is the following multivalued and
maximal monotone operator:

v(2)=0if 2 <0, ~(z) € —00,0if z=0, ~(z)={0} if 2> 0.

The formal variational problem under conditions (6.2) is: find § with 6(0, ) > @ such that for all v € H(0, h,),

/0 <c(y)9t(y, to(y) + k(y)oy(y, t)vy (y)> dy + f(t,0(0,1))v(0) +~(6(0,t))v(0) > 0, (6.3)

which is an extension of (3.2) with a multivalued and monotone term ~(8) added to 63|6)|.

Results of Section 3 may be extended to this variational inclusion as done in [9], leading to an existence and
uniqueness result for (6.3), and then to a control ¢ = —k(0)6,(0,t) — f1(t) + f2()0(0,t) + o=(t)6*(0,t). From
a mathematical viewpoint, it would be interesting to study the link between this control of Signorini type and
the L'-optimal control exhibited in Section 4.

6.2. Optimal heating for the 2D diffusion-convection model

We are interested in the 2D model described in (2.1)—(2.3) and in Figure 3. In this context, the energy lost
by the fluid is expressed as follows:

T rei+ez
Ta(6) = vesC / / (05(t) — 04, (L. 1)) dydt, (6.4)
0 Jey
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and then the optimal control problem is:

0;€L1(0,T) (6.5)

inf  Jo(0y), subjected to:
{Hf(t) >0, 0p,(x,0,t) >0, ¥(z,t) € (0,L) x (0,T), O, solves (2.1)—(2.3).

For wider applications, it will be interesting to address this problem for a 3D model, allowing to take into
account a longitudinal slant of the road.

6.3. Storage problem

Once the minimal energy has been estimated, there is the question of its origin. Indeed, in a context of
energy transition, we must seek a renewable energy to heat the road. In an urban site, one can imagine using
for example a heat network. In the case of an isolated road, one can seek to produce energy during the summer
period, store it, and use it during winter. In this case, it is necessary to design a heat storage in an optimal
way. Let us denote by C' the thermal capacity of the storage and denote by s its temperature. Considering
the thermal losses of the storage and taking energy in this storage, we can express the time evolution of 6, as

follows: 40
a () = —ADA0:(1) = 0(yo, 1)) — p(t. 05 (1)), (6.6)

where )\ is the heat exchange coefficient between the storage (at temperature ;) and the road (at temperature
0(yo,)), A is a 0 — 1 function modeling the heat exchange activation and p denotes a law (assumed known) of
thermal losses of the storage. In the one dimensional case, we can then consider the following system:

C

00 0 00
()G 0) — - (B 5010)) = 0(0) + AWM 0:(0) ~ 00 ) 3. (310 € @
— k(O)%(O t) = fi(t) — f2(£)0(0,t) — oe(t)8*(0, 1) %(h t)=0 t€ (0,T)
5'y ) = J1 2 ) o s U)y 8y e - Y, ; ) (67)
0(y,0) = bo(y), y € (0, he),
do
CZ2 (1) = —AWA(0:(0) — 0o, 1)) — (t,04(0), te (7).
The optimization of the capacity and the source ¢ then leads to the following optimization problem:

. T .
infc a4 (61 C+(1-e) [, q(t)dt) subjected to:
C> 07 A(t) € {07 1}7 Q(t) >0, QC,A,q(Ovt) > Q; vt € (OvT)7 (68)
|0s(T) — 05(0)] < d, 0c, 4,4 solves (6.7)

where ¢; > 0 and where d > 0 is a given (small) real allowing to maintain the storage at its initial temper-
ature after one year (T'). This storage problem could be adapted as well to the 2D dimensional problem of
Section 6.2.

7. CONCLUSION

We have presented in this work an original approach to evaluate the minimal energy for heating a road
in order to keep its surface frost free. With the help of a transient one dimensional thermal road model,
we look for a heat source inserted in the pavement that allows to maintain the surface temperature above
a threshold value. Theoretical results are established for the uniqueness and existence of a solution to the
direct problem and to the optimal control problem. For these results, we take into account the nonlinear
term due to the Stefan—Boltzmann law for which an emissivity can depend on time. We analyze the different
controls obtained numerically according to the L', L? and H' norm. The L'-norm has the most relevant
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physical meaning since it corresponds to the energy for heating the road and that we want to minimize. On
the other hand, the control is sparse and leads to L*-norm higher than controls corresponding to the L? and
H' minimization. Furthermore, for a better application, we study a bang-bang control taking only two values
and allowing then to bound the control (the heat power). Some estimates of the optimal energy are given
in Section 5: the total energy needed to keep the road surface temperature over 2°C during a winter with
snow is about 5.10%J ~ 139kWhm? of road, with minimal and maximal values per m? respectively equal to
124 kWh and 213 kWh. Moreover, the L>-norm of the optimal power ¢ ranges in 240-500 W m~2. In [15], some
experiments of heating roads by electric heating cables show needed power and energy equal respectively to
500-750 Wm~2 and 100-170 kWhm~2. In [7,10] needed power and energy are experimentally evaluated around
400-500 Wm~2 and 130-350 kWhm~—2 for de-icing obtained by the circulation of a coolant in pipes inserted in
the road. Although the meteorology data are not the same with respect to the above mentioned studies, one
notices that the power and energy provided by our simulations have the same order of magnitude than those
obtained experimentally for systems based on electric heating or coolant circulation in pipes. As mentioned in
Section 6, we plan to extend our works to the heating system by circulation of a coolant in a bonding porous layer
of the road. We will be able to compare our numerical results with experimental measurements collected on the
Egletons demonstrator described in Section 1. Following [13], it is also interesting to analyze in our nonlinear
setting, the influence on the optimal controls of the perturbation of the data fi, fo and e, due notably to
measurements.
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