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ON RATIONALLY CONTROLLED ONE-RULE INSERTION SYSTEMS

MicHEL LATTEUX AND YVES Roos*

Abstract. Rationally controlled one-rule insertion systems are one-rule string rewriting systems for
which the rule, that is to insert a given word, may be applied in a word only behind a prefix that must
belong to a given rational language called the control language. As for general string rewriting systems,
these controlled insertion systems induce a transformation over languages: from a starting word, one
can associate all its descendants. In this paper, we investigate the behavior of these systems in terms
of preserving the classes of languages: finite, rational and context-free languages. We show that, even
for very simple such systems, the images of finite or rational languages need not be context-free. In the
case when the control language is in the form u* for some word u, we characterize one-rule insertion
systems that induce a rational transduction and we prove that for these systems, the image of any
context-free language is always context-free.
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1. INTRODUCTION

String rewriting systems are of primordial interest for computational problems. Mainly, the problems that are
investigated for rewriting systems are the accessibility problem, the common descendant problem, the confluence
problem, the termination and uniform termination problem. For several years they have been intensively studied
and several deep results have been obtained. However some intriguing decidability problems remain open even
for very simple rewriting systems. The most known among these problems is certainly the decidability of the
termination of one-rule rewriting systems, a question that remains open for more than thirty years.

Other problems consider rewriting systems as transformation operations on languages: given a rewriting
system S and a word w, S*(w) is the set of all the descendants of w in the rewriting system S. Thus S induces
a transformation relation S* over languages and, from there, one can wonder how these transformations on
languages can interact with the classical families of formal languages [17, 18]. In particular, a natural question
is the following: given two classes of languages C; and Cs, and a family of rewriting systems F, is it true that,
for every system S in F and for every language L in Cy, it holds that S*(L) is in Cs. If the property is satisfied
then rewriting systems in F are said to be C1/Cs and, in the case when C; = Cy, we rather say that rewriting
systems in F preserve Ci.

In this context, some families of rewriting systems have been identified as preserving rational languages
(C1 = C2 = RAT) like k-period expanding systems [12], deleting systems [9] and match-bounded systems [7] or
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preserving context-free languages (C; = C2 = CF) like systems with inhibitor [14] and inverse match-bounded
systems [8].

Even for very simple rewriting systems, the question whether these systems are C; /Cs for some given classes of
languages C; and Cs is not always so easy to answer. One-rule rewriting systems are among the simplest rewriting
systems since they are defined by only two words u,v over an alphabet A. Clearly, one-rule rewriting systems
do not always preserve regular languages: the simplest example of such a one-rule (length-preserving) rewriting
system is the system S = {ba — ab} but it has been proved RAT/CF in [5], in the context of a particular class
of rewriting systems called semi-commutations. From this, one could think that one-rule rewriting systems are
at least FIN/CF where FIN is the class of finite languages, but, rather surprisingly, it is not the case: for the
one-rule rewriting system S = {ba — a?b*} it has been proved that S(b%a?) is not a context-free language [10].
Since then, one-rule grid rewriting systems, introduced in [6] have been proved FIN/CF in [10].

In [11], we have considered prefizal one-rule rewriting systems that are systems in the form S = {u +— uf}
for some word w and some nonempty word f; in particular, we have proved that theses systems are FIN/CF.
One can observe that a prefixal one-rule rewriting systems S = {u — uf} may be seen as a controlled rewriting
system [3, 4, 17): indeed, a controlled rewriting system is a rewriting system S equipped with a given language
L (the control language). In such a system, a rule [ — r may be applied on a word w only behind a prefix of
w that must belong to the control language L. When L is the singleton that only contains the empty word,
this corresponds to prefix rewriting as defined in [2] and a prefixal system S = {u — uf} corresponds to the
controlled system defined by the insertion rule {e — f} where ¢ is the empty word with the control language
L = A*u where A is the used alphabet. Since such a system is completely defined by the word f to insert and
the control language L, we denote by I|; the corresponding system and Izl 7 its associated transformation on
languages. In this paper, we focus on one-rule controlled insertion systems I when the control language L is
rational.

After some preliminaries given in Section 2, we give some basic properties of controlled one rule insertion
systems in Section 3. In particular we characterize when such systems are deterministic, codeterministic or
unambiguous. Then we give some sufficient conditions on controlled one rule insertion systems in order to
preserve rational or context-free languages in the case when the control language is rational. We finish Section 3
by introducing the notion of mazimal control of a word for insertion for some alphabet A, denoted by C,..(f),
whose definition is that for all languages L it holds that I} .(c) = Ij‘*‘f(s) if and only if C,...(f) € L. We show
that such a maximal control language effectively exists in the case when the root r of the word f is unbordered,
that is if no proper suffix of r is a prefix of r; moreover in this case I émax( IIf is codeterministic. On the other hand,
we prove that when the root of f is bordered, there does not exist any language K such that I}‘(lf(a) = 2*|f(5)
with I}}l 7 being codeterministic.

In Section 4 we show that, even in the case of a rational control language and even in the case of a single
insertion rule, it is possible to define a system Iy such that I3, ; is not (FIN/CF). More precisely, we define
a system such that for all words w, Izl f(w) is not context-free. Moreover, we prove that as soon as a word f
contains at least two distinct letters, there exists a rational language Ry such that for all words w, I};f| f(w) is
not context-free.

This result motivates Section 5 where we consider rationally one-rule insertion systems Ig; with f € at
for some letter a. We prove that such systems are FIN/RAT but, rather surprisingly, we also prove that these
systems are not RAT/CF by giving two examples where the inserted word f is reduced to a single letter a. For
one of these examples, we exhibit a rational language K such that I}}l . (b*) is not context-free.

Section 6 is devoted to rationally controlled one-rule insertion systems in the case when the rational control
language R is defined as R = u* for some word u with no constraint on the word to insert f. In particular we
characterize when such a system [,,«| ; leads to a transformation I, . that corresponds to a rational transduction
and we prove that these systems preserve context-free languages. To take into account the relations between
the words u and f, we study in particular, for a one-rule insertion system Ig|; over an alphabet A the following
language Rpjr = {w € A* | I}k%lf(w) N R # (0} that plays a central role in most of the results of this section.

We conclude in Section 7 by some open questions and some perpectives that deserve to be studied.
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2. PRELIMINARIES

2.1. Notations

Let A be a finite alphabet, A* is the free monoid over A and ¢ is the empty word in A*. For a word w € A*,
the length of the word w is denoted by |w| and, for any letter a € A, the number of occurrences of the letter a
in w is denoted by |w],.

A word w' is a factor of a word w if there exist two words w; and ws such that w = wiw'ws. We denote by
RF(w) (respectively LF(w)) the set of right factors (respectively left factors) of the word w, that is:

RF(w) = {w' € A* | Fuw" € A", w =w"w'},

LF(w) = {w' € A* | Fuw" € A", w=w'vw"}.

A word u € A* is said to be primitive if it is not a proper power of a shorter word, that is u = v™ with
v € A* implies n = 1 and v = u. The root of a word u € A7 is the unique primitive word p such that u = p™ for
some natural number n. Observe that, from the definition, the empty word ¢ is not primitive. A nonempty set
L C A* is called a code if every equation ujug -« -t = v1v2 - - - Uy, With u;,v; € L for all 4 and j implies n = m
and u; = v; for all 7. A language L is prefiz if it satisfies the condition: for all words w,w’ € L, if w = w'w"” for
some word w” then w” = e. Clearly, a prefix set is a code.

We denote by FIN the family of finite languages, by RAT the family of rational languages and by CF the
family of context-free languages. Abusing notations we identify a rational language with the rational expressions
that describe it for instance (a + b)* with {a,b}* or € 4 ab with {e, ab}.

We denote by D" the Dyck language over {a, b}, that is the language D}* = {w € (a+b)* | |w|, = |wp| AVz €
LF(w),|z|s > |z|p}; it is the set of well balanced words of (a + b)* where a is seen as an open parenthesis and b
is the corresponding closing one. We also denote by D7 the language D} = {w € (a + b)* | |w|, = |wlp}-

A rational relation from A* to B* for some alphabets A and B is a rational subset of A* x B*. A rational
transduction T : A* — B*, is a mapping from A* to 28" such that its graph is a rational relation from A* to B*.
A well know result of [15] states that any rational transduction is equivalent to the composition of an inverse
morphism, an intersection with a rational language and a morphism. The reader can refer to [1] for detailed
informations on rational transductions.

A language L rationally dominates a language L', denoted by L ~.,¢ L’, if there exists a rational transduction
7 such that L' = 7(L). When L ~v5¢ L' and L’ ~»,,; L the two languages are said to be rationally equivalent,
that is denoted by L = L.

rat

A rewriting system over an alphabet A is a subset S C A* x A*. Members of S are denoted by u — v. One-
step derivation, denoted by —, is the binary relation over words defined by : for all words w,w’ in A*, w — w’
iff there exists u +— v € S and «, 8 € A* such that w = auf and w’ = avf. The relation =, called derivation

relation, is the reflexive and transitive closure of the relation — and we denote by 15 the transitive closure of
the relation — . For a derivation w = wg — w1y - -+ — w,, = w’, n is called the length of the derivation. Observe
that we consider in this paper that a derivation w = wy — w1 ... — w, = w’ is completely characterized by the
list of words [wy, ..., w,] independently from the indexes where the rule is applied at each step of rewriting.

A rewriting system S induces a transformation over languages: for every word w € A*, we shall denote by

S*(w) the set S*(w) = {w' € A* | w2 w'} and S*(w) the set ST (w) = {w’ € A* | w —> w'}; then, for

every language L C A*, S*(L) = |J S*(w) and ST(L) = |J S*(w). We say that a language L is closed by a
weL weL
rewriting system S if for all words w € L it holds that S*(w) C L.

A rewriting system S over an alphabet A is confluent if for all words w € A*, u,v € S*(w) it holds that
S*(u) N S*(v) # 0.
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Given two classes of languages C; and Cs, and a family of rewriting systems JF, one can wonder whether it
holds that S*(L) is in Cy for every system S in F and for every language L in C;. If the property is satisfied
then the rewriting systems in F are said to be C;/Cy and, in the case when C; = Co, we rather say that the
rewriting systems in F preserve Cy.

We say that a string rewriting system S is rational if the relation {(w,w’) | w’ € S*(w)} is a rational relation.
In this case, S* is a rational transduction and preserves RAT and CF.

3. CONTROLLED INSERTION SYSTEMS

3.1. Definitions

To all pair (L, f) where f € AT is a nonempty word and L C A* is a nonempty language called the control
language is associated a controlled one-rule insertion system that is a binary relation over A*, denoted by I,
and defined by (w,w’) € Iy if w = wiws, w' = wy fwy for some words wi,wp with w; € L. In this paper,
we shall identify a controlled one-rule insertion system with its associated relation Iy and, as said before, we
shall consider the reflexive and transitive closure I z‘ f of the relation Iy, as a transformation over languages:
for all wprds w E'A*,Izlf(w).: {w | (w,w') € Iz\f} and for al.l languages K C A, I7, .(K) = Uyex 17 (w)-
So, abusing notations, Iz‘f will represent both this transformation on languages and the set of couple of words
that are in relation. We shall often use the following string rewriting like alternative notation: w —— w’ for

Ipis
(w,w") € Ijp, w %) w' for w' € Iz‘f(w) and w IL> w’ when the derivation has length n. When there is no
Lis : Lis

ambiguity on the insertion system that is used, we will simply denote by w — w’, w — w’ and w — w’.

Example 3.1. Let R = e +aba and f = ab then using the fact that (aba, abaab) € |4y and (aba, ababa) € Ig|qp,
it can be proved that Iy () = € + ab + aba(ab + ba)*b.

Example 3.2. Let R = ¢* and f = ab, then I;*|ab<5) = D}": indeed, I;*‘ab(e) is clearly included in
Ity jan(€) = D}*. Conversely, let w € D}", we can prove by inductiop on |w|, the length of w, that
w € I;*‘ab(e): indeed, it is clearly true for w = e. If w # ¢, then w = a’abw’ for some natural number ¢
and some word w’ with a'w’ € D}*. From the inductive hypothesis, we get a‘w’ € I ;*‘ab(e) which implies
w=a'abw’ € I ().

We observe that for all words w in I:*‘ab(e) there exists a unique derivation from e to w. We shall name
below this property unambiguity and this statement will be generalized in Proposition 6.14 to [ Z*I f for all words

uw and all word f # €.

3.2. Basic properties

Some of the following properties, stated in Proposition 3.4, that are satisfied by controlled insertion systems
are clear and do not need a proof, nevertheless they deserve to be mentioned. In these statements, L and L’ are
any nonempty languages; f and f’ are any nonempty words and w, w’ are any words all defined over an alphabet
A. We shall use the following properties which are consequences of the Schiitzenberger-Lyndon Theorem [13]:

Lemma 3.3. Let u and v be words of A*.

e if uv = vu then there exists some (primitive) word r such that w € r* and v € r*.
o Ifr is a primitive word and urv € r* then u € r* and v € r*.

Proposition 3.4.

LIy = 17 0 {(w, w) [ '] = fwl + | f]}-
2. If Ity =17, then f = f'.
3. If L C L' then Izlf C Iz’lf'
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4 17y = I7, 4 if and only if Lo C L' C Lor* where r is the root of f and Lo = L\ LrT.

5. L C L' does not imply 17 S0

6. If (w,w') € I3 then for all words « it holds that (wa,w'a) € 174

7. (wa,w'a) € 17, for some nonempty word o does not imply (w,w") € I7 4

8. (w,w') € I3, does not imply that for all words «, (qw,aw’) € 17 4

9. If (w,w') € I7. s then for all words a € L*, it holds that (qw, aw') € 17

10. IfLA* O L'A* =0 then I}, =I5, U TL -
11. For all g € I**If(f) it holds that I7.  CI7.
Proof.

1. Obviously true.

2. Let w be the shortest word in L U L' and assume w € L. We get (w,wf) € Izlf = I*,‘f/. Since w is the
shortest word in L U L', there is no proper left factor of w in L', so we get w € L’ and (w,wf’) € I
If we assume |f| # |f'| , this would lead to the contradiction I7) s (w) # 17, 1 (w) so =7

3. Obviously true.

4. The condition is necessary: assume Izlf = I*,If and let w € L. Then (w,wf) € Iz’lf = Iz‘f and from this
follows w = wywy for some words wy and we with wy € L and wy fwe = wyws f which implies wy € r* from
Lemma 3.3. Since wy € L, w1r* C Lor* so w = wywy € Lor*. Let now w € Ly then (w,wf) € IZ\f = I*,‘f
and we get w = v1vy for some words v1 and ve with v; € L and vy € 7*. Since L’ C Lor*, we get v; = vjvy
with v{ € Lo and v{ € r*. Now, w = vjvvy € Lo implies v{ =vo = sow =wv; € L'.

The condition is sufficient: assume Ly C L' C Lor*, then Izolf C Iz’lf - Izor* 7 from 3. We shall prove
Iimf - Izolf that will imply Izor*‘f = IZ/O|f = I*’If = Izlf; clearly, it is su §1ent to prove I -y C
Iy Let (w,w') € Ip = then w = wyr'wy for some wy € Lo and w’ = wir’ fw,. From this follows
w' = wy friwy so (w,w') € I ;.

5. It is in fact a consequence of 4 in the case when Lo C Lor*: for instance, let A = {a}, L =¢ and f = a,
then Lo = ¢, Lor* = a* and I:|a = I;*|a'

6. Obviously true.

7. Let A={a}, L =aand f =a. We get (a,aa) € I}, but (¢,a) € I},

8. Let A= {a,b}, L =c and f = ab. We get (¢,ab) € I;‘Iab but (b, bab) & I:lab.

9. Since L* = L*L*, we directly get that if (w,w’) € Ir- | then for all words a € L*, it holds that (aw, aw’) €
Iy which easily implies 9 by induction.

10. Obviously true.
11.

Since (g, g) € I7. s, it follows from 9 that for all words w € L*, it holds that (w,wg) € I7. ;- This clearly
implies IL*|g C Iz*lf'

O

3.3. Determinism and ambiguity

In the following, L is any nonempty language and f is any nonempty word both defined over an alphabet A.

Definition 3.5. Izl f is deterministic if for all words w € A* there exists at most one word w’ such that

(w, w’

)GIL|f.

And we can state:

Lemma 3.6. IZ\f is deterministic if and only if L~'L C r* where r is the root of f.

Proof. There exist (w,w:1) € Iy and (w,ws) € Ir|y for some distinct words w; and wy if and only if w =
w1V = ugvy with uy,ug € L and wuy fu; # uafva (so uyp # ug). Assume |ug| < |uql; from this follows u; = usar
and avy = vy for some word « # e. If we assume af = fa, then we get uy fvy = usafvy = us favy = us fos,
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a contradiction. So these words u; and wus exist if and only if there exists some o € L™'L with « & r* since

af # fa. O

Definition 3.7. Izlf is codeterministic if for all words w’ € A* there exists at most one word w such that
(w,w') € Iy.

With a similar proof to the proof of Lemma 3.6, we can state:

Lemma 3.8. IZ\f is codeterministic if and only if (Lf)~Y(Lf) C r* where r is the root of f.

Definition 3.9. IZ\f is unambiguous if for all (w,w’) € Izlf there exists a unique derivation w = wy I—)
Lif

W, — ... —— w, =w.
Ir)f I s
Proposition 3.10.

1. If L is prefix then I}i‘f is deterministic; the converse does not hold.
2. If IZ\f is deterministic then it is codeterministic; the converse does not hold.
3. If IZ\f is codeterministic then it is unambiguous; the converse does not hold.
4. Izlf 18 unambiguous and confluent if and only if it is deterministic.

Proof. 1. The implication L prefix then I}:‘ f deterministic is obvious. On the other hand I7. la is deterministic
but a* is not a prefix language.

2. If I7,; is deterministic then L7'L C r* from Lemma 3.6. That implies (Lf)~1(Lf) C r*: indeed let
w € (Lf)~Y(Lf) then there exist wy,wy € L such that w; f = wo fw. Since L~'L C r*, we get w; = war’
for some natural number 4. That implies wyr’f = wy fw so fw = r'f and we get w = r’ in r*. On the
other hand, we have seen before that I;*|ab is codeterministic and it is clearly nondeterministic.

3. The implication codeterministic implies unambiguous is clear. Conversely let L = € + ab . Then II*,\a is not
codeterministic since (ba,aba) € Ir|, and (ab,aba) € I, but it is unambiguous: indeed let w and w’ be
two words such that (w,abw’) € T 7ja and (w,baw’) € T 7o Which could lead to a situation of ambiguity for
(w, abaw’). But (w, baw’) € I7,, implies w = baw’ that leads to a contradiction because abw’ & I}, (baw’).

4. If IZ\ f is deterministic then it is confluent, and it is unambiguous from 2 and 3. Conversely, assume that
there exist some words w and w; # wy such that wy,ws € I f(w). Since IZ\f is confluent, Ir(wi)N

I s (w2) # 0 so I}, is ambiguous.
O

3.4. Rationally controlled insertion systems

When L is a rational language, the one-rule insertion system Iy is said to be rationally controlled.
In the following proposition, f is any nonempty word.

Proposition 3.11.

1. If F is a finite language then I;;‘f is rational.
2. If R is a rational language and I}*ﬂf is deterministic then I}ﬁz‘f is rational.
8. If R is a rational language that satisfies R = RA* then I}‘%‘f preserves the context-free languages.

4. If R = A*u for some word u then ;‘%‘f is FIN /CF.
Proof.

L. If F' is finite then Iy is equivalent to the prefix rewriting system associated with the set of rules {u
uf | uw € F}. A prefix rewriting system S is a rewriting system where the rewriting rules can only be
applied on left factors of the words: w ? w' if w = ue and w’ = va for some rule u — v € S and some

word «. The relations associated with prefix rewriting systems have been proved rational in [2].
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2. Observe first that, for all languages L and K, it holds that Izlf(K) = (K \LA*)U Izlf(K N LA*), so it
is sufficient to prove that If, . N (RA* x A*) is rational. If I is deterministic then R7'R C r* where
r is the root of f from Lemma 3.6. That implies that for all words w € RA*, it holds that Il*%‘f(w) =
wlfg‘lf(wg) = w1 f*wy where w = wywy with w; being the shortest left factor of w that belongs to R.
Indeed, if wy = whywy with wiw; € R, we get wj € r* which implies wy f = fwj. So If (w) can be
obtained as s o g(w) with g(w) = wy#wq where # is a fresh letter, i.e. a new letter that does not belong
to A, and s : AU{#} — A* is the rational substitution defined by s(a) = a for all a € A and s(#) = f*.
Since g is a rational function and s is a rational substitution, we get that Iz*ﬂ f=50gisa rational
transduction.

3. With the same observations as in the proof of 2, we focus on words in RA*: for all words w € RA*,
it holds that I}}lf(w) = wll**‘f(wg) where w = wiwy with w; being the shortest left factor of w that
belongs to R. Moreover, I**‘f(wg) =Lsx1Ly---Lyxp,Ly where wo =1 2p,z; € Aand Ly = I**‘f(a).
From this follows I .(w) can be obtained as Iy ;(w) = s" o g'(w) where g'(w) = wi#g"(w2) with g” :
A* — (AU {#})* being the morphism defined as ¢”(a) = a# for all a € A, and s’ : AU {#} — A* being
the substitution defined by s'(a) = a for all a € A and s'(#) = L. Since ¢” is a morphism, we get that
¢’ is a rational function. Moreover L is a context-free language since it can clearly be generated by a
context-free grammar. That implies that s’ is a context-free substitution so 11*2| = s’ o g’ preserves the
context-free languages.

4. This statement has been proved in [11] (Prop. 11).

O

We observe that if a rational language R is prefix then for all words f, I ;?,\ s s deterministic hence is rational
from Item 2 of Proposition 3.11.

In the remainder of this section, we shall address the problem to know, given a control language L and a
word f, whether the language I7, ;(¢) is in fact an uncontrolled language, that is whether I7, ;(e) = I’}.| ().
To make the notation less cluttered, we will use in the following: Ly s = I}kq f(s) for all languages K # A* and
Ly = I ;(¢). Let us also denote LF(f) \ 7* by F' where r is the root of f. Observe that, though F* is not
always closed by left factor, i.e. generally, F* # LF(F*), it holds that LF(F*) \ A*r C F*: indeed we can first
observe that F = LF(f) \ A*r = LF(F) \ A*r since f € r*. On the other hand, it holds that LF(F™*)\ A*r =
(F*LF(F)) \ A*r; moreover r is a primitive word so we get (F*LF(F))\ A*r C F*(LF(F)\ A*r) C F*.

We can also state the following equality:

Proposition 3.12. Ly = Lp«;.

Proof. Lp+y C Ly from Item 3 of Proposition 3.4. Conversely, we prove that for all words w € Ly it holds that
w € Lp+ |y by induction on |w|, the length of the word w. If w =€ or w = f, it is clearly true. Consider now
w = wi fwy with wy,wy in A* and wywe € Ly N A*. From the inductive hypothesis, wiws = af 3 with o € F™*
and af8 € Lp«|y. Let us consider two cases:

L. |wi| < |af]. Set w; = wirk such that w| ¢ A*r. From this follows w} € F* so wy fwe = wirk fwy =
w) friw, € Lpy.

2. |Jwi| > |af]. Then w; = af " and § = 'ws for some word f3'. Since aff'wy = a8 € Lp«s, we get af fws €
Ly. Moreover |af’ fws| = |wiws], so we may apply the inductive hypothesis and we get af’ fwy € Lp«|;
which implies af 5’ fws = w € Lp«|y.

O

Observe that the property I;*‘ab = I(*a+b)*|ab = D}” that has been proved in Example 3.2 is, as a matter of
fact, a consequence of Proposition 3.12.
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This property states that it is always possible to get some word of L from e with insertions of the word f
only behind some left factor in F'*. More generally, we introduce the following notion of maximal control of a
word f for insertion:

Definition 3.13. A word f possesses a mazimal control for insertion, denoted by C,..(f) if for all languages
K it holds that Lk |y = Ly if and only if C,..(f) C K.

It is an open problem to know whether every word possesses a maximal control for insertion. If it is not the
case, is it possible to decide whether a given word possesses a maximal control for insertion? When a word f
possesses a maximal control for insertion C,,.(f), is Co(f) always a rational language? We do not know the
answers of these questions. However, we shall prove in Proposition 3.17 the existence of C,..(f) when there are
no overlaps between distinct occurrences of the root of f, that is when the root of f is unbordered.

Definition 3.14. A word w € A* is called bordered if (LF(w) N RF(w)) \ (e + w) # 0 else it is unbordered.

In other words w is unbordered if no proper right factor of w is a left factor of w.
We can first state:

Lemma 3.15. Let r be the root of f. If r is bordered then F* = LF(f)* else F* = LF(f)*\ (A*fA* U A*r).

Proof. Assume r to be bordered. We can factorize r as r = r'mr’ for some words r’ and m with mr’ # r’'m
since r is a bordered primitive word. From this follows r'm € F and ' € F so r € F*. That implies LF(f) C F*
and we get F* = LF(f)*.

Assume now r to be unbordered and suppose r € RF(F)F*. From r primitive follows r ¢ RF(F): indeed if
r € RF(F) then f = r'rr’” for some words r’ and r” and this implies 7'r € r* from Lemma 3.3, a contradiction.
From r ¢ RF(F') follows that there exists some word z € F N RF(r). Moreover z € LF(r) since z € LF(f)
and |z| < |r]. This leads to the contradiction that r is bordered so F* N A*r = (). From this, we can deduce
F*NA*fA* = (). Indeed assume f € RF(F)F*LF(F) and set f = xy with € RF(F)F* and y € LF(F). Observe
that = # ¢ since |y| < |f|. From F* N A*r = () follows y # € and y ¢ F so y € r* but that implies = € r*
that also contradicts F* N A*r = (. The two properties F* N A*r = () and F* N A*fA* = ) directly imply
F* CLF(f)*\ (A*fA* U A*r).

Conversely, let w € LF(f)* \ (A*fA* U A*r). We prove that w € F* by induction on |w|, the length of the
word w. If w = ¢ then w € F* else set w = af such that § is the longest word in LF(f) N RF(w). Observe that
a € LF(f)* and 8 # e. That implies 3 € F else it would follow 8 € r* that contradicts w & A*r. On the other
hand, o & A*fA* and, if we assume « = o’'r for some word ¢/, it would follow f € LF(r3) from the definition
of 8 that contradicts w & A* fA*. From the inductive hypothesis, we get a € F* so w = aff € F™*. O

Lemma 3.16. Let r be the root of f then Ly is closed by the rewriting system S = {f + e} if and only if r is
unbordered.

Proof. Assume that r is unbordered, we shall prove that for all words w = wy fws € Ly it holds that wywy € Ly
by induction on |w|, the length of the word w. If w = f then wiwy = ¢ € Ly. Else, since the occurrence of f that
is highlighted in the factorisation w = wj fws need not be obtained by insertion, we consider a factorisation
w = af B for some words o and 8 with af # € and a8 € Ly. Let us distinguish four cases:

1. wy = aff and = B fw, for some word f’: then aff = af’ fws € Ly. From the inductive hypothesis
follows af’wy € Ly which implies wiwg = af f'wq € Ly.

2. a = w fw) and we = wh f B for some word w]: then aff = wy fw)B. From the inductive hypothesis follows
wiwhB € Ly which implies wywy = wiwhfB € Ly.

3. wy = af; and B = fywy with f = f1 fo = faofs. Since r is unborded, we get that fi, fo and f3 are in 7* so
fi = fs which implies wiws = afiws = afsws = af € Ly.

4. a =wy f1 and wo = f36 with f = f1fo = fof3. Since r is unborded, we get f; = f3 which implies wiws =
w1 f3f=w f1f=aB € Ly.
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Conversely, if r is bordered, then r = ryry = rgr; for some non empty words ry,7o and r3. In particular
r1 & r*. This implies that f = ryf; = fory for some words f; and fo. Observe first that fir; # f: indeed if we
assume fir; =rif1 = f we get r1 € r* by Lemma 3.3, a contradiction. From this follows fir; & Ly. We get
farifir1 € Ly but f2T1f17‘1E>f17“1 with firy & Ly. O

Thanks to Lemmas 3.15 and 3.16, we can state the existence of C,..(f) when r, the root of f, is unbordered.

Proposition 3.17. Let f € AT and r be the root of f. Then C,.(f) = F* if and only if r is unbordered.
Moreover if v is unbordered then I**‘f is codeterministic.

Proof. We first prove the only if part: assume 7 to be bordered. From r € (LF(r) \ {r})* follows f € F*. Let
K =F*\ ft. We get Lg|; = Ly but K C F*.

We prove now the if part: assume F* C K for some language K. From Item 3 of Proposition 3.4 follows
Lp+y € Lg|y € Ly so we get Lg|y = Ly from Proposition 3.12.

Conversely, assume Lg|; = Ly. Let w € F*, we shall prove w € K by induction on |w]|, the length of the
word w. Since f € Lk, we get € € K. If w € F'*', we can consider w’, the shortest word such that ww’ € Ly
since w € LF(Ly)*. From Lemma 3.16, w' ¢ A* fA*. Moreover w’ € rA* implies w € A*r so w' & rA*. Let us
consider now the word w fw’ that belongs to Ly. Since Lk |y = Ly, we get wfw’ = zfy for some word z € K
and some word y € A*. If |z| < |w]|, we get w € A*r and if |z| > |w|, we get w’ € rA* so w =z € K which
implies C,..(f) = F™*.

In order to prove that I “f is codeterministic, we shall prove that F* f is a prefix set. Assume wg f = w{ fw}
for some distinct words wy and w, in F*. Since F* N A* fA* = (), we get |w{, f| > |wp| which implies f = fifo =
fafs for some f1 # e with wo = w{f1 and wof = w{ f f3. Since r is unbordered, we get in particular f; € r so
wy € A*r, a contradiction with Lemma 3.15. Hence I5 “\f is codeterministic.

O

Proposition 3.17 does not hold anymore when the root of f is bordered: let f = aba, a primitive bordered
word. In this case, it can be proved that C,,.(aba) C F* = (a+ ab)*. More precisely, we prove that C,,(aba) = K
where K = a* + (ab)* (Lems. 3.18 and 3.19) and that I |aba 18 unambiguous (Lem. 3.22).

Lemma 3.18. For all words w € Lap, \ {€} it holds that w = y'abaw’ for some natural number i and some
word w' with v € {a,ab} and y'w' € Lapq. So Lkjaba = Laba-

Proof. First we can prove that for all words w; and ws it holds that if wyaabws € Lgp, then wiws € Lgpg-
The proof is an induction on |wiws| = 3n for some natural number n > 0. If n = 1 then wjaabws = aababa
or wywe = abaaba so the property is satisfied. If n > 1 then wiaabws = aabaf for some words « and S with
af € Lapg. Let us consider four cases:

1. |aaba| < |wy]. Then wy = aabaw) for some word w} and § = w]aabws. From this follows aw]jaabws € Lapg
and from the inductive hypothesis, we get awjws € Lgp, which implies aabawjws = wiws € Lopq.

2. wy = aab and B = abwsy. Then wiws = aabws = aff € Lapg-

3. a =wya and wy = af. Then wiwy = w1af = af € Lapg.

4. |abaf| < |wa|. Then wy = whaba for some word wh and o = wyaabw}. From this follows wyiaabw)f € Lypg
and from the inductive hypothesis, we get wiw)8 € Lape 80 wiwhabaf = wiws € Lapg.

From this property, we can directly deduce the property (P): Lapq is closed by the rewriting system defined by
the rule aaba — a. Symmetrically, we can prove the property (Q): Lap, is closed by the rewriting system defined
by the rule abaa — a as a consequence of the property: for all words wy and ws it holds that if wybaaws € Lap,
then wiwsg € Lapg-

Let us now consider a word w € L, \ (€ + aba). We have |w|, = 2|w|y > |w]p + 1 and w & (bA* U A*bbA*)
so w = (ab)’aaw’ for some natural number i and some word w’. Let us consider two cases.
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1. i = 0. Then w = aaw’ for some word w' € a*baA*. From this follows w = a*aabaw” for some natural
number k and some word w” with a¥aw” € Lgp, from Property (P):
2. i > 0. Then w = (ab)*~tabaaw’ for some word w’ and (ab)*~*aw’ € Lap, from Property (Q).

Lemma 3.19. Let R C A*.

1. If a* € R then a’aba(ba)’ € Lapa \ Lrjava-
2. If (ab)’ € R then (ab)’abaa’ € Lapa \ LRjaba-

Proof. If another occurrence of aba than the occurence that is just after the left factor a® (or the left factor

(ab)? in the second case) is erased then one obtain a word that belongs to bA* U A*bbA*, a contradiction since
Lapa N (bA* U A*bbA*) = (). O

From Lemmas 3.18 and 3.19, we get C,,..(aba) = K: indeed, let R be a language such that K C R C (a + b)*
then Lpgjape = Laba from Lemma 3.18 and Item 3 of Proposition 3.4. Conversely, if a language R satisfies
LRjaba = Laba then K C R from Lemma 3.19.

The following lemma will be used in the proof of Lemma 3.21. It is more general that needed in the proof
because it will also be used in Section 6.

Lemma 3.20. Ifu € A*bd and f € A*ad for some word d and some distincts letters a and b, then for all words
a€ A%, I (A%aa) N A*ba = 0.

Proof. We prove this property by induction on |a|. If o = & the existence of a derivation wa — 5 w'b for

Loy

some words w and w’ would imply u € A*a and f € A*b, a contradiction. Assume now « # ¢ and wax I—)

w|f

w'ba. From Lemma 6.2 follows waa = wiws u'wg u' fwy —— wijwe = w'ba with, in particular,
L=y Luxig Luxis

. * > 5 * . .

a = d'wy. If we # e, it would follow waa/ = w;y u’ u' w) = w'ba’ with |o/| < |a|, in

Iy I Iy
¥ 15 ¥
. . . . . . * ; ; .
contradiction with the inductive hypothesis. So we can assume waa i u' i u'f i w'ba. Since
w s ur|f ur|f
IZ*‘f(A*ad) = A*ad, we get waa € A*bd and w'ba € A*ad, a contradiction. O

Lemma 3.21.

1. For all words wy & a* and for all words ws, it holds that I}‘(laba(wlaawg) = I}*(laba(wl)aawg.
2. For all integers i > 1 and for all words w, it holds that I}, (a'bw) = I}‘qaba(ai)bw
3. For all words B € (a+ b)*, I}‘(laba((ab)“‘aﬁ) NA*bB = 0.

Proof.

|aba

1. Clearly, I}‘ﬂaba(wl)aawg C I}‘ﬂaba(wlaawg). Conversely, it is sufficient to prove that for all words
w € Ig|qpa(wraaws), it holds that w = wjaaws with wj € Ig|pa(w1) that is clearly satisfied since
LF(wlaan) n wlaA* NK = @

2. Clearly, I;‘qaba(ai)bw - I};laba(aibw). Conversely, let w’ € I|qpe(a’bw) then w' = abaa’dbw or w' =
a’ abaa®bw with j > 0 and i = j + k. From 1,

I}kﬂaba (a’ba’a’ibw) = I}k(\aba (a’b)aaibw - I}kﬂaba (a’l)bw
and on the other hand we get

I}kqaba(ajabaakbw) = I}k(\aba(aj+l)baakbw < I;(|aba(ai)bw
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by induction on the length of derivation.

3. Assume abf € Iy, ((ab)'aB) for some word o and some natural number i > 0. From Lemma 3.20,
abB & I("ab)*‘aba((ab)zaﬂ) so there exists some word w such that abw € I("ab)*‘aba((ab)’aﬂ) and abf €
T\ apa(@ababw). From 2, Iy .
Moreover [w| = |af| so Iy ,;, (aababw) € A*af so abB cannot belong to If,,,(aababw) and this implies

abp & I;‘(laba((ab)iaﬂ).

(aababw) = I;‘qaba(aa)babw.

O
Lemma 3.22. I;ﬂaba is unambiguous.

Proof. Assume that I}, is ambiguous. Then there exists words w, ay, as, 8 such that

|aba
o W= a3
e o €K
e qjan € K
o oy Fe¢
. I}‘(laba(wl) N I;(‘aba(wg) # () where w; = ayabaas 3 and we = ayaxabaf.

Let us consider two cases:

1. ajan € a*. In this case, wi = a’abaal with t > 0 and we = a*ttabaB. From Item 1 of Lemma 3.21 follows
T japa(W1) = T po (@’ 1b)a* ! B C A*aaf3 and from Item 2 of Lemma 3.21 follows

I;qaba(wQ) = I}k(|aba(ai+t+l)ba5 Q A*baﬂ

80 Lt apa (W1) N Ty 0 (w2) = (), a contradiction.
2. ajas € (ab)™. We have to consider two sub-cases:
(a) a1 € (ab)*. In this case, w; = (ab)aba(ab)!f and wq = (ab)iTtabaB for some natural numbers i and
¢ with ¢ > 0. From Item 1 of Lemma 3.21 follows I%,,(w1) = I}*qaba((ab)iab)a(ab)tﬁ C A*bB. Now,
since wy € (ab)TaB, we get I, (w1) N Ije|p, (w2) = 0 from Item 3 of Lemma 3.21.

(b) a1 = a. In this case, w; = aabab(ab)’B and wy = (ab)*ltabaB for some natural number i. From
Ttem 2 of Lemma 3.21, I;qaba(wl) = I}laba(aa)b(ab)”‘lﬁ C A*bf. Since, again, wy € (ab)*afB, we
g€t L pa (W1) N I o (w2) = 0 from Item 3 of Lemma 3.21.

In all cases, we get Iy . (w1) N e pa(w2) = 0, a contradiction. So I, is unambiguous. O

|aba laba |aba

Moreover, C,.(aba) is also different from R = LF(aba)* \ (a + b)*aba(a + b)*: if we consider any language
Z satisfying Lz|aba = Laba, then abab must belong to Z. Indeed w = abababaaa € Ly, so there exist some
words « and B such that a € Z, aff € Lap, and w = aabaf. Since, clearly, Lapqa N bA* = Lapg N A*DDA* = (),
we get babaaa & Lap, and abbaaa & Lap,. Hence a = abab € Z but abab ¢ R so w = abababaaa € Lap, \LR|aba.
Moreover I}‘aba is not codeterministic: indeed, (abab, abababa) € Iz|qp, and, since clearly ¢ must belong to Z,
(baba, abababa) € Iz|4pq-

More generally we get Proposition 3.25 that needs the following lemmas:

Lemma 3.23. Let af 3 = x fy with o = zy for some words f, o, B, x,y. If |x| < |a| then o € xr™ andy € r ™3
where r is the root of f. Moreover, if « € LF(r*) then «, 8, z,y € *.

Proof. Since |z| < |«|, there exist some nonempty words o,y such that a = xza’ and y = 3/3. Then aff =
za/B = xy = zy’B which implies o = 3. From this follows zo/f8 = xfa’8 so o/ € r+ from Lemma 3.3. Now,
if @ € LF(r*) N A*r then « € r* since r is a primitive word and we get 8, x,y € r*. O

As a consequence of Lemma 3.23, we get:
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Corollary 3.24. If Li |y = Ly for some language K then F' C K.

Proof. Assume Ly |y = Ly and let f; € F. Then f1ffs € Ly = Lg|y for some word fo. If f; ¢ K then there
exist some words € K and y € A* such that xy = fi1fo = f and zfy = f1ff2. From Lemma 3.23, it would
follow fi € zrt or & € fir™ with fi; € r* in both cases that contradicts f; € F. O

Now we can prove:

Proposition 3.25. Ifr, the root of f, is bordered then there does not exist any language K such that Ly |y = Ly
with I}k{‘f codeterministic.

Proof. If r is bordered then there exists some word fo € LF(r)\ {&, 7} such that f = f; fo = f2f3 for some words
f1, f3- Moreover, since fo & r*, we get fofs # f3f2 else r would not be primitive. From that also follows f; € F.
Since F' C K from Corollary 3.24, we get f1 € K. On the other hand, clearly ¢ € K since f € Ly. From this
follows (f1f2, fiff2) € Ik (s and (f3fa, ff3f2) € Ik|s- Since fiffo = fifafsfe = ffsf2 and fifa # f3f2, we get

that I}‘(‘f is not codeterministic. O

4. A NON-(FIN/CF) RATIONALLY CONTROLLED INSERTION SYSTEM

The following language Ko = D" N K where K = {w € (a + b)* | Vo € LF(w), |z|s < 2|x]y + 1} will play
a central role in this section. First, observe that this language is not context-free: indeed Kq N (ab)*a*b™ =
{(ab)Pa™b™ | p > n — 1 > 0} that is not a context-free language. On the other hand, Ky enjoys some easy but
useful properties:

Lemma 4.1.

1. Ky = LF(Ky) N D3,

2. KoK, ' = Ko = K§,

3. Ky C Ky 'Ky =D,",

4. RF(Ko) = RF(D}") = (RF(Kj))*.

Proof. 1 and 2 are consequences of the two equalities: D}* = LF(D}") N D; and K = LF(K). For 3, Ko C D}"
since aabb ¢ Ko; it only remains to prove K, 'Ky = D}". First, K; 'Ky C (D;*)"'D}* = D;*. Conversely, let
w € D}* with |w|, = n; we get (ab)"w € K, which implies w € K, 'Koy. At last, for 4, RF(D}") C RF(K,)
follows from 3 so RF(Ky) = RF(D}") and RF(Ky) = RF(K()* since RF(D}*) = RF(D}")*. O

Let us denote by R = {w € A" | |w|, = 2n,n > 0} and Iy = Igjqp. We have:
Lemma 4.2. [j(¢) = Ky, thus I} () is not a context-free language.
Proof.

e I5(¢) C Ky: the inclusion I§(e) C D] is clear. The proof of the inclusion Ij(¢) C K is an induction on
the length of the derivation from e: assume ¢ — xy — zaby for some words z and y with = € R. From
the inductive hypothesis, |z|, < 2|z|, + 1. Moreover, since x € R, we get that |z|, is even and this implies
|z|e < 2]x|p + 1. From this follows |za|, < 2|zalp + 1 and LF(zaby) C K.

e Ky C I}(e): the proof is by induction on the length of w € Ko; clearly e € Ij(e). If w # &, we get w = abw’
for some word w’ € D}". Observe that w’ need not belong to Ky like for instance w’ = aabb, so we consider
two cases:

1. w’" € Ky. In this case, w = abw’ € I}(e) from the inductive hypothesis.

2. w' ¢ Ko. In this case, w' ¢ K because w’ € D}*. Let w} be the shortest word such that w = wjw}
for some word w) and |w}|, — 2|wi|s > 1. We get w] = wia and |w|, — 2|w{|p = 1 for some word
wy. This implies wh = bw} for some word wj because abwja ¢ K and K = LF(K). Observe that
|abwy abl, — 2|abw ably = 0 so |w |, — 2|wh|p = |w|a — 2|w|p < 1. We get wh € K so abw{w} € K since
K = LF(K) = K*. On the other hand, abw{w} clearly belongs to D;”, so abw{w} € I}(¢) from the
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inductive hypothesis. Moreover |w/ |, is odd since |w{|, — 2|w{|p = 1 so abw] € R and w = abw} abwy €
15(e)-
O

As a direct consequence, for every word w € A*, it holds that there exists some rational language R,, = wR
such that I;‘{w‘ab(w) is not a context-free language. One can state a stronger result where the rational control is
independent from the word w.

Observe that Ky is closed by I§: indeed If(Ko) = I5(I5(e)) = I5(e) = Ko. Like Ky, both LF(Ky) and
RF(Ky) are closed by I}. The equality LF(Ky) = I}(LF(Kp)) is a particular case of the following property: for
all nonempty languages L and for all nonempty words f, it clearly holds that for all languages K, LF(K) =

I7,;(LF(K)). For RF(Kj), we can prove:

Lemma 4.3. RF(Ky) = I (RF(K)y)).

Proof. We only have to prove I} (RF(Ky)) € RF(Kjp). To prove this inclusion, it is sufficient to consider a single
step of derivation: let w = xzyz € Kq for some words z,y and z with y € R. If xy € R then we get w — zyabz
so yabz € RF(K)y), else abry € R and abw — abxyabz. Since abKy C K§ = Ko, we get yabz € RF(K)). O

For every word w € (a+b)*, l(w) is the longest left factor of w that belongs to LF(Ky) and r(w) is the longest
right factor of w that belongs to RF(Kj). First, we get from Lemma 4.3:

Lemma 4.4. Let w € (a+b)*. For all w' € I}(w), it holds that:

1. either [l(w")| > [(w)| or I(w") = l(w),
2. either |r(w')| > |r(w)] or r(w") = r(w).

Proof. The first property is clearly true since LF(Ky) = I (LF(Kp)). For the second one, it is sufficient to prove
the property for (w,w’) € Iy. Let w = wyr(w); if w' = wjabw!r(w) for some word wy # ¢ and w} € R then
r(w") = r(w). Else w’' = wywhabwl with whwl = r(w) and we shall prove whabw} € RF(Ky) by considering two

cases:

o |w)], is even. In this case, whabwy € I (RF(Kp)) and we get whabwl € RF(Kp) from Lemma 4.3.
o |wh|, is odd. Then abwhabwl € I (RF(Ky)) and we get abwhabwi € RF(Ky) from Lemma 4.3 so whabwy €
RF(Ky).
As a consequence, we get |r(w')| > |whabwh| > |r(w)]. O
We also obtain these technical results:

Lemma 4.5. Let w & LF(Ky) and « be the shortest left factor of w that is not in LF(Ky). Then

1. If |a|q is odd then a € Kyb,
2. if |a|, is even then I5(a™lw) = a7 I (w).

Proof.

1. Assume o = &’a for some word «'. From the choice of « follows o' € LF(Kjy); moreover, since |al, is
odd, we get that ||, is even so o’ab € I§(LF(Ky)) = LF(Kp) which implies that o = o’a € LF(K)), a
contradiction, hence a = &'b for some word o/. Now, since o’ € LF(Kj) and o/'b & LF(K)), we get that
o € K, o/ € LF(D}") and o/b ¢ LF(D}™) so o/ € D}" which implies o € K.

2. Set w = afB. The inclusion I;(8) € a~*(Ii(w)) is clear and, conversely, we shall prove by induction on
the length of a derivation a8 = o’ that 8 = B’. If the length of the derivation is 0 then 8 = /', else let
us consider the first step of the derivation: a8 = uv — uabv = a3’ for some words v and v. Observe that,
from Lemma 4.4, [(uabv) = |(a) since o € LF(Ky). Let a = o’z with « € A. If we assume |u| < |a/| we get
o/ = uu’ for some word u'. From o’ € LF(Ky) follows uabu’ € LF(Kj) and this implies |[(uabv)| > |I(a)], a
contradiction. Hence |u| > |o/| and v = af” for some word 8" € A*. We get af = af’v — af’abv = af’.
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From the inductive hypothesis, we get 3”abv = ('; moreover, since |al, is even, we get that |5”|, is even
so B = "v — B"abv which implies 8 = 3.

O

Symmetrically one can prove:

Lemma 4.6. Let w ¢ RF(Ky) and (3 be the shortest right factor of w that is not in RF(Ky). Then I} (w 1) =
I (w)s.

Proof. Set w = af3. The inclusion I§(a) C I§(w)B~! is immediate. Conversely, assume w3 € I3 (af3) for some
word w’. If w’ = a, we directly get w’ € I (w)S~". Else, af = uv — uabv = w’f. One can consider two cases:

e |u| > |a|. In this case, u = axf’ with z € {a,b}, 8’ € (a+b)* and 8 = z'v. We get axf'v — azfabv =
w'B. Moreover, from the choice of 3 follows 8'v € RF(Kj). That implies 8’abv € RF(D']) = RF(Kj), a
contradiction with Lemma 4.4 since |3'abv| = || + 1.

e |u| < |a|. In this case, o = uw} for some word w) and we have uw/ f — uabw} B = w’B. By induction over
the length of the derivations, we get w’ € I (uabw}) which implies w’ € I (a).

O

We can now state that for all words w, I§(w) rationally dominates Kj:
Lemma 4.7. For every word w € (a + b)*, I} (w) ~yat Ko, thus I§(w) is not a context-free language.

Proof. Clearly, it is sufficient to prove that for all words w € A™ there exists some word w’ with |w’| < |w| and
I3 (w) ~ypat I3 (w'). Since Ko = LF(K() N RF(Ky), we consider three cases:

1. w € Ky: in this case, we directly prove I (e) = I (w)w~!. The inclusion Ko = I} (¢) C I (w)w ™! is clear.
Conversely, let w’ such that w'w € I} (w). Since w € Ky, we get w'w € Ky and, from Item 2 of Lemma 4.1,
we get w’' € K.

2. w ¢ RF(Kp): then, from Lemma 4.6, I} («) = I (w)B~! where w = a8 with 8 the shortest right factor of
w that is not in RF(K)p). Since § # ¢, |a| < |w|.

3. w & LF(Kp): Set w = o where « is the shortest left factor of w that is not in LF(Ky) and let us consider
two cases:

e |al, is even. In this case, I} (8) = a1 (I¢(w)) from Item 2 of Lemma 4.5 and |3| < |w|.
e |al, is odd. From Item 1 of Lemma 4.5, a = a’b for some word o’ € Kj; we get that |o/|, is odd. Let
us consider two subcases:

(a) |Bla > 0. Set B = bap’; we get w = o/biT1aB’ and, in this case, we prove I (') = (/b a) 115 (w).
Since |a/b**1al, is even, the inclusion I§(8’) C (o/bF1a)~ I} (w) is clear. The converse inclusion
follows from Item 1 of Lemma 4.4: the property implies that no insertion can be done inside the left
factor a’b*ta.

(b) |Bla = 0. Set B = ba; we get w = ’b*™! and, in this case, we shall prove I (e) = (abw) I (w).
The inclusion I (¢) C (abw) ' I (w) is clear. Conversely, let w = af ~ abwy for some word v and
let us consider the first step of this derivation. Since |a/|, is odd, we get: w = /bt = of ahbi ™! —
oy ababbi Tt 5 abal, bty for some words o) and o with |a}], even and ||, odd. From Item 1 of
Lemma 4.4 follows ojababb't! = aba/,abbi*! and also no insertion in the derivation ofabahbtt =
aba; aybi Ty can appear inside the left factor o ababbi*!.

O

Our aim is now to generalize Lemma 4.7 to cases when the inserted word f of the system is some word
such that |f|, > 0 and |f|, > 0 for some distinct letters a and b. We need the following lemma involving prefix
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morphisms that will also be very useful in Section 6. A morphism h : A* — B* is prefix if h(A) is a prefix
language.

Lemma 4.8. Let A and B be two alphabets. Let f € A*, h be a prefix morphism from A* to B* and L C A* be
a language. Then for all words w € A*, I}, . (w') = h(I} ;(w)) and I} (w) = h_l(Iz/‘f, (w")) where f' = h(f),
L' =h(L) and w' = h(w).

Proof. Let w € A*, assume w = xy for some words z,y with € L and consider w”’ = z fy obtained by a single
insertion step in I7 .. Since h(z) € h(L), we get h(x)f'h(y) = h(w") € I (w’). Moreover, since h(A4) is a
prefix code, we get h=(h(zfy)) = zfy = w” so w" € hil(Iz,lf, (w")). Conversely, let h(w) = z'y’ for some
words 2’,y’ € B* with 2/ € h(L) and consider w”’ = 2’ f'y’, obtained by a single insertion step in I3, - Since
2’ € h(L) and h is prefix (so injective), we get w = xy where h=1(2') = {z} with x € L, h=*(y’) = y and
h=t(w") = {zfy}. Since z € L, we get xfy € Izlf(w) sow"” € h(IzIf(w)) and h=1(w"") C Izlf(w).

Finally, by induction on the length of the derivations in I7 . and I7, ;, we get the equalities I7, ,, (w") =
BT 5 () and T3 (1) = A (I gy ((0). 0

We observe that the property of being prefix is crucial for morphisms in Lemma 4.8; the result does not
hold in general for an injective morphism. As a consequence of this lemma, we can state the following general
proposition:

Proposition 4.9. Let X be an alphabet and f be some word of X* such that |f|, > 0 and |f|y > 0 for some
distinct letters a and b. Then there exists a rational language R’ such that for every word w € X*, I*,‘f(w) 18
not a context-free language.

Proof. We may assume f = a'bf’ for some strictly positive integer i and some word f’. Let A = {a,b} and
h: A* = X* be the prefix morphism defined by h(a) = a* and h(b) = bf’. Let R = {w € A* | |w|, = 2n,n > 0}
and R’ = h(R).

Let w’ € X*, it can be factorized as w’ = wjw), with w] being the longest left factor of w’ that is in
h(A)*. Since h is prefix, there exists a unique word w; € A* such that h(w;) = w}. We claim that I;‘%,U(w/) =
I p(wh)wy. Indeed, the inclusion If, (wi)wy € Ik, (w') is clear and conversely, the inclusion Iy, ((w') C
I ;i’l f(w’l)w’2 can be proved by induction over the length of the derivation by considering a single insertion step:
w =axzy — x h(f) y with 2 € R’. From this follows 2 € h(A)* so w} = za’ with 2/ € h(A)*. That implies
x h(f) y =z h(f) 2’wh and  h(f) 2’ is the longest left factor of x h(f) y that is in h(A)*.

Now, from Lemma 4.8, we get I§(w1) = h_l(I}*%,lf(w’l)) that is not context-free from Lemma 4.7. That implies

that Ip, (w}) cannot be context-free so Iy, (w') = If, (w))wj is not context-free. O

5. SINGLE LETTER CONTROLLED INSERTION SYSTEM

In the previous section, Proposition 4.9 needs that |f|, > 0 and |f], > 0 for some distinct letters a and b in
order to build a rational language R’ such that for every word w € X*, I E’I f(w) is not a context-free language.
Since this proposition does not hold when f € a* for some letter a, a natural question is to wonder whether
such controlled insertion systems are FIN/CF or RAT /CF. While the answer is positive for the FIN/CF property,!
it is, rather surprisingly, not the case for the RAT /CF property. We start this section by giving two examples of
such non-RAT /CF controlled insertion systems in the case when the inserted word consists in a single occurrence
of a single letter a. The proof and the rational control of the first example are quite simple while for the second
example it is the starting rational language which is as simple as possible.

Lemma 5.1. Let R = RyU Ry U Ry with Ry = a*, Ry = {a*(ba)’b | i+ j is odd} and Ry = {a’(ba)?bPc(ba)*b |
J+kis odd}, then I}, (b*cb*) is not a context-free language.

la

TIn fact, we shall even see that the answer is positive for the FIN/RAT property.
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Proof. Let Lo = a*(ba)*c(ba)* and Ly = {a*(ba)’c(ba)* | i > j > k}. Observe that L; is not a context-free
language. We shall prove that % (b*cb*) N Lo = L that implies the non-context-freeness of If,  (b*cb®).

o [, C I;‘%‘a(b*cb*) N Lg: let ¢ > j > k be three natural numbers. We get the derivation:

Vbt —— ab/ bt —— a(ba)b?teb? —— a(ba)b " le(ba)bF !

Irgla Irqla Iryla

— s a*(ba)*B "*e(ba)t —— a? (ba)’ c(ba)* —— a’(ba)! c(ba)F.

IR|a IRyUR|a IRg|a

o I5,(b"cb*) N Lo € Ly: let H = A*baaA™ with A = {a,b,c}. Clearly Iy, (H) = H and H N Lo =0. We
shall prove that , for all words w € Ly = {a’(ba)?bPc(ba)*b? | i > j > k}, if w T w' —— w" € Ly then

IR|a IR|a

w' € Lo.

Assume w = a’(ba)?bPc(ba)*b? with i > j > k, we can distinguish three cases:

L. (w,w') € Ipy|q: in this case, w' = a’**(ba)7bPc(ba)*b? is clearly in Lo.

2. (w,w') € Ig,|q: since w' & H (else w” ¢ Lo), we ge't w' = a’c(ba)’ 6P~ c(ba)*b?. Moreover i + j is
odd soi > jand we get i > j+ 1>k so w’ € Lo.

3. (w,w') € I, )q: since w' & H, we get w' = a’(ba)?bPc(ba) b7~ with j + k odd. That implies j > k so
1>j>k+1sow € Ls.

Finally, by induction over the length of the derivation, we get that for all w € Lo, if w —— w" € Lg then

IR|a
w” € Ly N Ly = Li. Now, since b*cb* C Ly we get I*‘ (b*cb*) N Lo C Ly.

O

We observe that a similar construction would allow to get an example of a rational control R such that
I *‘ (b*a?b*) is not a context-free language, nevertheless, in the following second example, the starting rational
language is as simple as possible: indeed, we shall see later that single letter controlled insertion systems are
FIN/RAT.

Lemma 5.2. Let R = RyU Ry U Ry U Rz where Ry = (b6 )*b°, Ry = a*, Ry = {a'(b?a)?b? | i + j is odd} and
Rz = {a’(b?a)Tb*a(b%a)P (b°a)9b® | j + q is odd}, then I (b*) is not a context-free language.

Proof. Let Lo = a* (b%a) (b%a)T and Ly = {a’(b%a)?*(b°a)? | i > k > q > 0}, we shall prove that I Rla(0*)N Lo =
L1, a non-context-free language.

o [, C I};L‘a(b*) N Lg: let ¢ > k > g > 0 be three integers.
We first prove that for all integers ¢ such that 0 <t < ¢, it holds that

b6k+5q * at—i—l(b2a)3t(b6a)k—t(b5a)t(b5)q—t
IR|a

by induction on t.

o For the case t = 0, we get bOF+54 %) (bSa)*pde % a(b%a)kpo.
Rola Rila

o For 0 <t < q, we get at+1(b2a)3t( a)k=t(bPa)t(b%)1t
S at (B b (1Pa) - () (57
IRQ\(L
* at+1(b2a)3t+lb4 (6a)k t— 1(b5 )t+1(b5)q—t_1
IR3\a
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- * at+1(bza)3t+3(b6a)k—t—1(bsa)t+1(b5)q—t—1
Rala
- * at+2(b2a)3t+3(b6a)k—t—1(bsa)t+1(b5)q—t—1_
Rqla
Setting now t = ¢ in a**1(b2a)3* (b%a)*~t(b%a)* (b°)77t, we get
pok+5e —>I* a?1(b%a)34(b%a)F~9(b°a)? — ~ s a?t (b%a)%F (b9 a)9 — “ 5 a'(b%a)®* (b°a)d.
Rla Ra|a Rjla
o I, (b")NLo € Ly:let H=A"bA%a(e +b+ b*)aA* + at(b%a)*b*. It is easily seen that H = I, (H) and
HN Ly = (. From this follows that for every words w and w’ € I}"zla(w), if w’ is in Lo then w is not in H.
Let Ly = {a'(b%a)’ (b*a)t (b%a)P(b°a)ib™ | (t =0Vt =1) A (Fk,j+2t =3k Ai+t >k > q)}. Observe that,
in order to reach some word in Ly from some word of b* by II*{‘G7 it is necessary to begin with I;‘%o‘a then

to continue with at most one step with Il*%lla before using Ik, and Iz*?,g\w Moreover, it is easily seen that

la

for every word w € I]*?la(a"’b*)7 if w ¢ H then it is necessary to first reach a word in the form a’(b5a)7b"

with ¢ > 0 and 7 > 0, a word that is in Lo.

We shall now prove that for any word w = a’(b%a)? (b*a)!(b%a)P(b%a)?b" in Lo, for any word w’ that can

be obtained from w by a single step with I}, , it holds that if w’ ¢ H then w’ € Ly. Since IEOW cannot

be used anymore on a word of Lo, we can have (w,w’) € Ig,|q, (w,w') € Ig,|o or (w,w') € Ig,|q. If

(w,w") € IR, |4, we clearly get w’ € Ly so we consider the two other cases:

1. (w,w") € Ig,|,. we have again to consider two cases:

(a) if ¢ = 1: in this case w = a’(b%a)’b*a(b8a)P(b%a)?b" with j + 2 = 3k and i + 1 > k > g. Observe
that, since w’ ¢ H, we cannot insert an a with I, o in the factor (b%a)? of w. From this follows
w' = a*(b?a)’T2(b°a)P(ba)?b" and i + j is odd. Hence i + j + 2t = i + 3k is odd so i + k is odd and
this implies i # k so i > k and w’ € Ls.

(b) if t = 0: in this case w = a’(b*a)’ (b%a)P(b%a)?b” with j = 3k and i > k > q. Observe that we cannot
have p = 0 else ¢ > 0 since w € H and this leads to insert an a into the factor (b%a)? that would give
a word that belongs to H. Hence w’ = a’(b%a)’ ! (b*a)(b%a)P~1(b°a)?b" with j + 1+ 2 = 3k + 3 and
i+1>k+1>4q.

2. (w,w') € Iy, In this case w = a’(b%a)’b*a(b®a)P(b°a)?b” with j +2 =3k and i + 1 > k > ¢. Observe
that we cannot insert an a neither into the factor (b°a)P nor into the factor (b°a)? since it would
give a word of H. From this follows w’ = a*(b%a)’b*a(b%a)? (b%a)?+1b"=5 with j +2 =3k and i + 1 > k.
Moreover, from j + g odd follows j + 2+ ¢ = 3k + ¢ odd then k 4 ¢ odd. That implies k # g so k > ¢+ 1.

We have proved that for every word w in Il*ﬂa(b*), it holds that if I (w) N Lo # () then w € Lo, that is

w = a*(b?a)? (b*a)* (b8a)P (bPa)ib” | (t =0Vt =1)A(Fk,j +2t =3k ANi+t >k > q. Now if w € Ly we get

t=p=r=0so0j=3kand ¢ > k > g which implies w € L;.

la’

O
Lemma 5.3. For all languages L C A* and for all words w € A*, LF(I7, (w)) = I}, (LF(w)).

Proof. Clearly, if w = wywe and w} € I7,,(w1) then wiws € I7 (w) and we get I, (LF(w)) € LF(I7 (w)).
Conversely, let w = xy for some words z and y with x € L. Assume zy — zay = wjwh; we can consider two

cases:

o z =wja' for some word z’. In this case, wy € I7, (LF(w)).
e wj = zay’ for some word y’ with y = y'w}. From this follows zy" — way’ = w} so w| € I5, (LF(w)). Now,

by induction on the length of the derivations, we get LF(Iz‘a(w)) - Izla(LF(w)).

|a

O

As said before, it has been proved in [2], through a more general result, that I 1*2|a is a rational transduction in
the case when R is finite: indeed this case corresponds to the prefix rewriting system associated with the set of
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rules {u — ua | u € R}. A prefix rewriting system S is a rewriting system where the rewriting rules can only be
applied on left factors of the words: w ? w’ if w = ua and w’ = va for some rule u — v € S and some word .
We prove here the following more general result that is somehow optimal as stated forward in Proposition 5.7.

In the following, A is an alphabet with a € A and B = A\ {a}. The projection of a word w € A* over the
alphabet B is the morphism from A* to B*, denoted by IIp and defined by for all letters z € B,IIg(x) =  and
Ipa)=c¢

Proposition 5.4. For all rational languages R C A* such that IIg(R) is finite, for all words f € a*, I;qf s a
rational transduction.

Proof. The proof is an induction over k = max({|w| | w € Hp(R)}).

e if k=0, R Ca*. For all words w € A*, if RNLF(w) = 0, we get Iy (w) = {w} else Iy (w) = f*w so we
can set Iy (w) = {w} U{f*({w} N RA")}.

o if k>0, let Ry ={w e R||llp(w)| =k} and Rep = {w € R | [p(w)| < k}. Observe that I, . is
a rational transduction from the inductive hypothesis. On the other hand, for all words w, I Rk:lf( w) =
{wh U{w' f*w” [ w=w'w” Aw’ is the shortest leftfactor ofw that belongs to Ry) so Iy |, is a rational
transduction. We claim that Ile Iy, Rorlf © IRk\f oly Rexlfr SO [R \f is a rational transductlon indeed, for

all words w, we clearly have Iy, oIy olp \.(w)C I (w). Conversely, let w = w; Wz
R|f RIf

w,, = w' for some n > 1.
Ifforall 0 < i < n, w; € RpA* then w’ € I;<k‘f(w). Else let i be the smallest index such that w; € Ry, we

get w; = wio and w1 = wia with wi, a € A", w; € RN Iy (w}). Moreover, for all words v € Ry A" and
v" € Ip ¢(v), it holds that v' € Iy, |fOIR () sow =wy €I\ co0lp o (wi). Since w; € Iy, | (w),
we get w' € Iy, ,olp olp k|f(

O

Corollary 5.5. Let R C A* and K C A* be two rational languages and f € o*. If Ig(K) is finite, then
I};‘f(K) € RAT.

Proof. Let k = max({llg(w) | w € K}) and R' = {w € R | [llg(w)| < k}. Clearly Iy, (K) = I, ,(K) and,

since IIg(R') is finite, we get from Proposition 5.4 that I, (K) is a rational language. O

/la
Conversely, using Lemma 4.8 and Lemma 5.2, we get:

Corollary 5.6. If K C B* is infinite then there exists a rational language R such that I;la(K) 18 not a
context-free language.

Proof. Let h: A* — (a+ b)* be the morphism defined by h(xz) = b for all € B and h(a) = a. For any rational
language R, it holds that I% ,(h(w)) = h(I}_. g, (w)) from Lemma 4.8 so it remains to prove that for all infinite
languages K C b*, there exists R € RAT such that I*I (K) ¢ CF. We shall first prove that, for all words w € b*

and for all languages L, it holds that Izla(LF( w)) = LF(IZ‘G( w)). The inclusion Izl (LF(w)) C LF(Iz‘a(w)) is
!/ //

clear. Conversely, let w’ € LF( L‘a( w)); there exists some word w” such that w —— w'w

and we shall prove
IL\a

by induction on n that w’ € I} (LF(w)).

If n =0, w € LF(w), else w = af —— aaf 2L w'w” for some words a and B with « € L. From the

Ip|a Ip|a

inductive hypothesis, there exist two words o’ and 8’ such that aaf = /3 with o/ %) w’. Let us consider
Lla
two cases:

e |a| > |d/|: we directly get w’ € T Tla (LF(w)).
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e |a| < |d/|: in this case, &' = aaf’ and B = f'B" for some words ' and §”. From this follows w = ap’s"”
and we get af’ — aaf’ =ad IL> w' sow' € I}, (LF(w)).
Lla Lla
Now, let R = RyU Ry U Ry U R3 where Ry = (b°a)*b5, Ry = a*, Ry = {a’(b?*a)’b? | i + j is odd} and
Rz = {a*(b*a)’b*a(b%a)P(b%a)1b° | j + g is odd}. Let K C b* be an infinite language. We get LF(I%,(K)) =

[}k%\a<LF(K>) = I;(’,|a

(b*) that is not a context-free language from Lemma 5.2; this implies I;ﬂa(K) ¢ CF. O
As a direct consequence of Corollary 5.5 and Corollary 5.6, we get:
Proposition 5.7. For all languages K C B*, the three following statements are equivalent:

1. There exists some rational language R such that I;‘%‘a(K) is not a context-free language.

2. There exists some rational language R such that I;‘%‘G(K) is not a rational language.
8. K is infinite.

6. SIMPLE RATIONAL CONTROL

This section is devoted to rationally controlled one-rule insertion systems in the case when the rational
control language R is defined as R = u* for some word u. In particular we shall characterize when such systems
correspond to a rational transduction and we shall prove that these systems preserve context-free languages. We
begin this section with the study of the particular case u € a* and f € a™b* for some distinct letters a and b.

Proposition 6.1. For all natural numbers t,i and j,

e if1<t<iandl<j then I(*at)*‘aibj(s) = D*,
ra’
o else It ). i, (€) = (a')".
Proof. Clearly, if t > i or if ¢ = 0 then If,,\. iy, (e) = 12 i (6) = (a’®’)* and if j = 0 then Ity ai (e) = (a%)*.

If 1 <t <4and 1< jthen i = st+r for some s >0 and some r < t. Let h: (a +b)* — (a + b)* be the
morphism defined by h(a) = a® and h(b) = a"b’. Since r < t, the morphism h is prefix and we get A1} 4ep(8)) =
I* (¢) from Lemma 4.8. It remains to prove that for all ¢ > 0 it holds that I*. ., (¢) = D",

(at)*|astarbi

Thanks again to Lemma 4.8, respectively using the morphisms g, : (a +b)* — (a + b)* defined by g1(a) = a
and g1(b) = b" and g2 : (a +b)* — (a + b)* defined by go(a) = a* and go(b) = b we get the two following
properties:

*|a’h

;*\aib(g) r?t I:*|aib77 (E) (61)
Ity (€) = iepon(€) (6.2)

Moreover, we claim:
Lo ivi (8) = L gp(€) N (a + b')* (6.3)

Indeed, the inclusion I;*‘ai pi(€) C I;*Iab(e) N (a + b")* is clear and we can prove the converse inclusion by

induction on the length of a derivation ¢ —— w from ¢ to a word w € (a + b*)*: if w = € then w € I oo (8)
a*|ab

else w = a*b'w’ for some word w’ and k > i > 0. From this follows a*~iw’ € Ira(e) N (a+ b')* and, from the

inductive hypothesis, we get a*~*w’ € I (¢) which implies w € I;*\aibi (e).
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We also have:
I?ai)*‘aibi(g) :I;*laibi(€)ﬂ (aier)* (64)

Indeed, It ). i () is clearly included into I jaivi (e) N (a® + b)*. We prove the converse inclusion by induction

on the length of a derivation e —* w from ¢ to a word w € (ai +b)*:if w=c¢ thenw € I(*ai)a*laibi (), else
a*|atbt

y .
€ akw’ w = ada’b'w’

Iox|qivi Iox|gipi

for some word w’ and some natural number k. Moreover, since w € (a' + b)*, we get a* € (a')* so w €
(*a,;)*laib,;(akw/) and a*w’ € (a4 b)*. From the inductive hypothesis, we get a*w’ € I(*ai)*laibi (¢) which implies
w = dFatbiw’ € I(*ai)*|aibi (¢). Now, we get D}" = I;*‘ab
from (6.3) 80 D}™ ~yat I qii (€)-
Conversely, I:*|a"bi (€) ~~rat I(*ai)*|a'ibi from (6.4) and I(*ai)*|aib’i = D}" from (6.2). That implies

at
(€) ~rat D}* so I* () = D" Finally, since I ,,:(e) = I, (c) from (6.1), it holds that

a*|aib? a

(€), as seen in Example 3.2, and I;*mb(g) ~rat I;*‘aib,i ()

Lo aips
D}* = I**‘aib(e) that ends the proof of the proposition.
ra

a

O

Given a one-rule insertion system Ig|; over an alphabet A for some regular language R and some word f,
the following language Rp|; = {w € A* | I;qf(w) N R # (0} will be very useful in order to study the properties
of the system Ip. This is shown by the following elementary lemmas. The first one highlights the longest right
factor that is never used in a derivation step.

Lemma 6.2. Let Iy be a one-rule insertion system over an alphabet A for some reqular language R and some
word f. For all derivations wy — wy ... — w, with n > 0, there exists a word 5 such that for all integers

I I
Jj €10,n],w; = a;f for some wO:c‘lfaj with foR;fall integers k € [0, n[, ag m api1. Moreover there exists some
integer i € [0,n] with a; € RA i1 = oy f and ag € Rpjy.
Proof. Clearly, ap € Rp|y is a consequence of the other properties. If wq P wy ... " w, with n > 0, then
there exist words ag,...,ay, B),..., 5, such that wy = ayf), wn, = a,f;, and for all 0 < j < n, o € R and

a; f ﬁ; = a; 1 B; +1- These factorisations correspond to each application of the rewrite rule in the derivation
step. Let ¢ € [0...n[ such that 5] is the shortest word in {8),...,5,,_;} then we can take § = ! and for all
integer j € [0,n], a; = w; 7. O

A simpler statement of this property is the following:

Corollary 6.3. For all words w € A* and w’ € Iy, ;(w), there exist some words wy,w, wy € A* and wi € R
such that w = wiwz, W' = wiws, wi € I (w1) and wy € I (wy).

We also get as a corollary of Lemma 6.2:

Corollary 6.4. For all words w € A*, I;?ilf(w) = IElf(wl)wg with w = wywy where wy is the longest left factor
of w that belongs to Rp)f.

When R = u* for some word u, we observe that R« ; = RZ*If since € € u*. We will now prove, in this case
R = u*, that it is possible to build a code C' such that R« ; = C*: let Ig; be a one-rule insertion system over
an alphabet A for some regular language R and some word f. Let Ey = {e € A* | |e| < |u|] A fe € u*} and,
for every i > 0, E;41 = E;U{e € RF(u) | fe € (E; +u)*e, (/! € E; +u) A (|€/| > le])}. We define E = U;»oE;
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and E, = F U {u}. It is easily seen that, for every i > 0, F; C E;y1 C RF(u) so there exists k > 0 such that
E = E; = Ej41. From the inductive construction of E we get:

Lemma 6.5.

1. B} C Ry,
2. E={ec A" |3 € E,,|e| < |¢/| A fe € EXe'},
3. fwe E if and only if w € EL,.

Proof.

1. Since Ry-|f = RZ*If’ it is sufficient to prove £, C R,-|; that is to prove ' C R,y and we easily get by
induction that for all 4 > 0 it holds that E; C Ry

2. Let L={e€ A* | 3¢’ € E,,le| <|¢/| A fe € Efe'}. Clearly, for all ¢ > 0, E; C L. Conversely, let e € L,
then there exists some e’ € E,, with |¢/| > |e| and fe € Ele/. If fe € u* thene € By C E. Else fe=e1---¢€,
such that for all ¢ € [1..n], it holds that e; = u or e; € Ey, for some k; and e, = €’. Let ¢t be the biggest
index among the kis, we can assume that ¢ exists else fe € u*. From this follows ¢’ € E}, so e € E;41 C E.

3. From 2, we only have to prove that fw € E implies w € EE®. If fw € E then f = f'f” and w = w'w"
with f' € Ef, f" # e, w” € E! and f"w' € E,. From this follows fw’ € EX(f"w’) and, since w’ € RF(u),
we get w’ € E,. Moreover |w'| < |u| since |f”| > 0so w' € E and w € EE}.

O

We shall now prove the converse inclusion R,y C E;. The following lemma highlights the different cases
that must be considered.

Lemma 6.6. Let u, f € AT, Then

either uf = fu,
or f = u®z with {u, z} prefix for some integer s > 0,
or u = fiz with {z, f} prefiz for some integer i > 0,

4. or{u, f} is suffix.

Proof. Let u € AT and f € AT such that uf # fu. Assume first u & LF(f*); we get u = f'z with {z, f} prefix
for some integer ¢ > 0. Otherwise, if u € LF(f*), we can first observe that |u| # | f| else this implies uf = fu, a
contradiction. Hence, we consider two cases:

o o~

e |u| > |f|. In this case, f = f'f” for some words f’ and f” and u = f'f’ with i > 0. Since uf # fu we get
fl#eand f'f" £ f"f so f & RF(ff") which implies {u, f} suffix.

e |f] > |u|. In this case f = u®z for some word z with u ¢ LF(z) and some natural number s. Observe that
s > 0 since u € LF(f*) and z # ¢ else uf = fu. Assume that {u,z} is not prefix. We get z € LF(u) and
u = zz' for some word z’. From uf # fu follows zz’ # 2’z so u ¢ RF(uz) which implies {u, f} suffix.

O

We can observe that the different cases that appear in the previous lemma are not necessarily exclusive to
each other.

Lemma 6.7.
If u € A*bd and f € A*ad for some word d and some distinct letters a and b then:

1. dE, C A*bd,
2. adE C RF(du).

Proof. From fE; C u* and E; C RF(u) follows adE; C RF(du) which implies dF; C A*bd. By induction on the
construction of E, we get adE C RF(du) and dE C A*bd. O
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We can now prove the crucial following lemma:

Lemma 6.8. Let u, f € AT. For every word w € A*, if uw € E then w € E}.

Proof. From Lemma 6.6 we can consider four cases.

1.

2.

uf = fu. In this case, uP = f9 for some strictly positive integers p and ¢. If uw € E; then vPw € £}
which implies ffw € E; and we get w € E} from Item 3 of Lemma 6.5.

f = u®z with {u, z} prefix for some integer s > 0. The property is clearly true since in this case E; = ()
so B =u”.

u = fiz with {z, f} prefix for some integer i > 0. It is easily seen that in this case, E = Up<;j<;{f’2} so
E, = Uo<;<i{f’z}, a prefix code and this implies the property.

{u, f} is suffix. In this case u € A*bd and f € A*ad for some word d and some distinct letters a and
b. Let v =du and D = {« | ada € RF(v)}. Observe that £ C D from Lemma 6.7; on the other hand it
has been proved in [11] (Prop. 4) that vD* N ATvA* = (). Now, assume uw € E and w ¢ E}. From this
follows uw € EE} which implies uw’ € E* for some word w': indeed if uw € EE?, then there exist words
w”,a, B and v such that ww = vaw” with v = 8v, f € E* and ya € E,. If ya € FE then we can take
w' = «a to get uw’ € E*, else ua = fu which implies ua € LF(8*) C LF(E™*) so there exists a word o/ such
that uaa’ € E* and we can take v’ = aa’ to get vw’ € E*. Finally, uw’ € E* leads to a contradiction:

vuw' € vD* and vuw’ € ATvA* since vu = duu € A*bduA* = A*bvA*.
O

As a consequence, we get:

Proposition 6.9. It holds that R~y = E,;. Moreover

1. if uf # fu then E, is a code and f € E,
2. else B}, = x* where x is the longest word such that w and f are in x*.

Proof. From Lemma 6.5 we only have to prove Ru+ 1y € E;,. The proof is an induction on the length of the
derivation from a word in R« s to a word in u*. If this length is null then w € u* C E;. Else w = u'ar ——

Ly ¢

u! fa —— w' for some natural number i and some w’ € u*. From the inductive hypothesis follows u’fa € EY.

Ly

This implies fa € E from Lemma 6.8 and a € E from Item 3 of Lemma 6.5. Finally we get w = u‘a € E}.

e To prove 1, from Lemma 6.6 we can consider three cases:

o f =u®z with {u, z} prefix for some integer s > 0. In this case £y = () so E, = {u}.

o u= f'2 with {z, f} prefix for some integer ¢ > 0. In this case, E = Up<;j<i{f72} so B, = Up<j<i{f72},
a prefix code that does not contain f.

o {u, f} is suffix. In this case u € A*bd and f € A*ad for some word d and some distinct letters a
and b. Let w € E and assume w = ae = ¢’ for some e, e’ € E, with |¢/| < |e|. From this follows
e’ € E and there exists a word e¢” € E, such that w € A*¢”¢’. From Lemma 6.7, we get de” € A*bd so
bde’ € RF(de) C RF(du). This leads to a contradiction since ade’ € RF(du) from Item 2 of Lemma 6.7.

To prove 2, let = be the longest word such that v and f belong to x*. From the definition of E follows

E, Cx* Conversely, let y = 2% for some k > 0 be the shortest word in E, \ {¢}. Necessarlly, f € y*, else

f=y mk for some integer ¢ and some integer k' with 0 < &’ < k which implies 2% in E,, a contradiction.

Assume F,, € y* and let e be the shortest word in E, such that e ¢ y*. There are two cases:

1. |e| < |f]: in this case, f = ey’z® with 0 < &’ < k that leads again to a contradiction.

2. le| > |f]: in this case, e = fe’ which implies e’ € E,, from Item 2 of Lemma 6.5. Moreover ¢’ ¢ y* and
is shorter than e, a contradiction.

So E, C y*. In particular, u € y*. That implies k = 1: indeed, u = 2P and f = z? for some integers p and

q that are prime between them else x is not the longest word such that v € z* and f € x*. Finally, z =y

sox € F,.
[
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As a consequence, we get:
Lemma 6.10. If uf # fu then

1 u* fud* N Rywp =0,

2. u*f* ﬂRu*‘f = @,

8. for all natural numbers p and for all words w, I;*lf(upfuw) = I;*lf(upfu)w,
4. for all words w € A*, I, ;(ww) = I, ,(u) L. p(w).

Proof.

1. Assume ' fuw € R+ f = £} for some natural number i and some word w. By induction on i, we get
fuw € E} from Lemma 6.8. Moreover, from Item 3 of Lemma 6.5, we get uw € EE. That implies uw € E
so w € E} from Lemma 6.8. We finally get uw € FE; NuFE; that contradicts Item 1 of Proposition 6.9.

2. Assume u'f7 € R+ = E;, for some natural number 7 and some strictly positive integer j. By induction
on ¢, we get f/ € B from Lemma 6.8 and by induction on j we get f € E; from Item 3 of Lemma 6.5
that contradicts Item 1 of Proposition 6.9.

3. The inclusion I3, (u? fu)w C I, ,(u” fuw) is clear. Conversely, from Corollary 6.4 follows If, (u” fuw) =
I};U(wl)wg with u? fuw = wiws where w; is the longest left factor of u? fuw that belongs to Rps. From
Item 1, |wy| < |uP ful so Lo (WP fuw) € I3, (uP fu)w.

4. IZ*|f(u)IZ*|f(w) is clearly included into I;‘*lf(uw). Conversely, the proof is an induction on the length of
a derivation from uw to some word w’. By considering the first step of the derivation, one can distinguish

two cases:
o uw — L ow” - 5 w with w — w”. From the inductive hypothesis, we get w” €
wr s wr s wr s
I;:*‘f(u)l;‘*lf(w”) C IZ*\f(u)IZﬂf(w)'
o uw — fuw 7 * w'. We get from Item 3 that v’ = w”w with w” € Lo (fu) © 10 4 (u) so w' €
wr|f wrlf

Lo p () (w).
O

We can observe that Item 3 and Item 4 of Lemma 6.10 remain true in the case uf = fu unlike items 1 and 2.
To finish the preliminary results of this section, we shall now prove a stronger version of Lemma 6.2 in the case
when R = u* and uf # fu. In this case, the word § of Lemma 6.2 only depends on the words wy and w,; in
particular that implies by induction on the length of derivations the unicity of the derivation from a word w to
any word of I, (w). We need first:

Lemma 6.11. Let u and f be two words with uf # fu. For all words w € E}, there exists a unique natural
number n such that u™ € I;:*‘f(w).

Proof. The proof is an induction on the length of a shortest derivation from w € E} to some word of u*. If

w = u™ for some n we get from Item 1 of Lemma 6.10 that for all p # n, uP & Iz*‘f(w). Else w —— w1 %) u™
wr|f wr|f
with w = u*a and w; = u* fa. Since w; € E} we get from Item 1 of Lemma 6.10 that o € uA*. That implies

that w; is uniquely defined and, from the inductive hypothesis, n is unique. O

In the following, thanks to this lemma, when u and f satisfy uf # fu, for all words w € E}, we shall
denote by ¢(w) this unique word that belongs to 1. ,(w) Nu*. We observe that, for all words w1, ws € E,
p(wiws) = p(w1)p(ws).

We also need the following lemma that states that for all prefix sets P and for all distincts words z,y in P,
to give two words w € P*xf and w’' € P*yf uniquely defines the word 3. More precisely:

Lemma 6.12. Let P C A* be a prefix set and x and y be two distinct words in P. For all words w,w’ € A*,
there exists at most one word 3 such that wB~' € P*z and w'3~' € P*y.
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Proof. Assume there exists two distinct words 81 and 3 such that w € P*z/3; N P*xfs and w’ € P*yB; N P*ySs
and assume | 32| < |B1]. Then z3; € PT x5 and, since x € P which is a prefix code, we get 81 € P*z35. Similarly,
we get 81 € P*yfs, a contradiction since P*x N P*y = (). O

We can now state:

Lemma 6.13. For all words u, f,w and w' # w € I}, (w), there exist words w{ and wy such that, for all

derivations w = wy I—> wy ... I—) wy, = w', there exists some index i € [0...n[ such that w; = w} and
u*|f u*|f

— /1
Wi41 = Wy .

k

Proof. Observe first that, if uf = fu, we can take w} = w and w4 = u* fw, where w = uFw, with we ¢ uA* so

we assume uf # fu. From Lemma 6.2, there exists a word 8 with:
e For all integer j € [0,n], w; = o;f for some word «; with for all integer k € [0, n[, ax T Qe
wr|f
e there exists some integer ¢ € [0, n[ with a; € u* A a1 = oy f,
o o€ L.

We first show that 8 only depends on w and w’ and not on the derivation itself. From Lemma 6.6, we can
consider three cases:

1. u € A*bd and f € A*ad for some word d and some distinct letters a and b: from oy € E} and thanks
to Item 1 of Lemma 6.7, we get dag € A*bd which implies dwy € A*bdS. Moreover, «, € IZ*‘f(aif) -
I;‘*lf(A*ad) = A*ad so w, € A*adfB. Hence 3 is uniquely defined from these two properties : dw € A*bd
and w' € A*adp.

2. u = fizwith P = {f, 2} prefix. In this case, E} = {2, fz,... fiz}* so zag € P*z and zw € P*z3. Moreover,
a, € I;‘*lf(u*f) C I;j*lf(P*f) = P*f so w’ € P*ff3. From Lemma 6.12 we get that § is unique.

3. f=wuz with P = {u, z} prefix. In this case, E} = u* so uay € P*u which implies uw € P*uf. Moreover,
an € IZ*|f(U*f) C IZ*U(P*Z) = P*z so w’ € P*2f and, from Lemma 6.12, we get that $ is unique.

Finally, from the uniqueness of 3, we can define w{ = ¢(wB71)3 and wh = p(wB™1)fA. O
By induction, we can deduce from this lemma:

Proposition 6.14. For all words w and w' € IZ*|f(w)’ there exists a unique derivation from w to w'.

We can now address the main results of this section that is to characterize, given two words u and f, when
I Z*‘ f is rational and to prove that these systems preserve context-free languages.

Lemma 6.15. If uf = fu then for all words w, Iz*lf(w) = f*w.

Proof. Clearly, in this case, for all words w,w’ € A*, if w T w’ then w’ = fw and, by induction we get that
wrlf

IZ*‘f(w) = f*w. O
So, when uf = fu, Iz*‘f is rational. It is also the case when u & LF(f*):
Lemma 6.16. If u & LF(f*) then I s rational and Ly« p = f*.

Proof. If u & LF(f*) then u = f’z for some i > 0 and some word z with {f, z} being a prefix set. In this case,
E! = (Up<j<i{f2})*. Let B be the alphabet B = Up<j<;{b;} and h: (BU A)* — A* be the morphism defined
by h(bj) = fiz for all b; € B and h(a) = a for all a € A. Let s : (BU A)* — A* be the rational substitution
defined by s(b;) = f*uf* for all b; € B and s(a) = a for all a € A.

For all w € A*, it holds that I}, (w) = f*s(h~!(w) N B*A*): indeed we clearly have f*s(h™'(w) N B*A*) C
IZ*‘f(w); conversely, from Lemma 6.2, if w’ € I;‘*lf(w), there exists « € E¥, o/, 3 € A* such that w = af, v’ =
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o/fand o € I}, (p(@)). Since By = (Uo<j<i{f'2})*, we get o’ € (h™'(a) N B*) sow’ € f*s(h~!(w) N B*A*).
In particular, L,y = f*. O

We observe that if f € a* for some letter a then uw € LF(f*) implies v € a* so uf = fu and we get as a
corollary:

Corollary 6.17. If f € a* for some letter a then IZ*‘f is rational.

This result does not hold when v € a*: indeed we have seen before that I:*|ab(5) = D}". More generally, for
all s > 0, let g5 be the morphism from (a + b)* to (a + b)* defined by g(a) = a® and ¢g(b) = b then it holds that

97 (L. 405(€)) = D17 As a matter of fact, we can state:

Lemma 6.18. Ifuf # fu and u € LF(f*) then L.y ¢ RAT.

Proof. From Lemma 6.6, we can consider two cases: indeed the case u = f'z with {f, 2z} prefix is not possible
since u € LF(f*).

1. f = u’z for some integer s > 0 and some word z with {u, z} prefix. Let h : (a + b)* — A* be the (prefix)
morphism defined by h(a) = u and h(b) = z. From Lemma 4.8 we get I ,.,(c) = h™ (L~ s) and from

I;*‘aSb(a) ¢ RAT follows L.« s & RAT.

2. {u, f} is a suffix set. In this case, u € A*bd and f € A*ad for some word d and some distinct letters a
and b. Let us consider the factorization f = az where « is the longest left factor of f that belongs to
E? and let p(«) = u™. Observe that from u € LF(f*) follows n > 0 so f # z and p(a) # €. Let L be the
nonregular language L = {u'"z" | t > 0}; we shall prove Ly~ ; N u*z* = L which implies L, ; ¢ RAT.
Clearly, L C L,y Nu*z*. Conversely, we shall prove by induction over the length of the derivation that

* . . . . *
e — wz' for some word w € E} implies ¢(w)z" € L. It is clearly true if wz! = ¢ else € utw'
Ly I «y I*5

u® fw' for some natural number s and some word w’ with u® fw’ € EX2* so u® fw' = wz! with w € E.

If w' = z* for some natural number k, we get u*w’ = u*z*F and from the inductive hypothesis follows

s = kn. Now u® fuw' = u®az**t! with p(u®a) = u**" = u*TD" which implies u® fu’ € L. So we assume in

the following w’ ¢ z* and we consider two cases:

(a) |2*| < |w'|. In this case, w = u®fw” for some word w” # € since w' & z*. We get fw” € E from
Lemma 6.8 so w” € EE? from Lemma 6.5. Moreover, since w” & uA*, we get o(fw”) = p(w”) so
o(u® fw")zt = p(uw")zt € L.

(b) |2t] > |w'|]. One can distinguish two sub-cases:

i. |zw'| > |zt|. In this case, w = u®az; with 27 # ¢ and az; a left factor of f. Since w € E}, from
Lemma 6.8 follows az; € EZ, a contradiction with the definition of «.

ii. |zw’| < |z']. In this case, z = 2122 for some nonempty suffix z; of z and some nonempty left factor

2z of z and v’o = Bz for some word 8 € E;z*. Moreover, since o € E7, we get from Item 1 of
Lemma 6.7 that du®a € A*bd.
On the other hand, let » be the root of z. We get z; = r* and 2, = 77 for some positive integers
i and j. Since dz = dr*tJ € A*ad, we get d € RF(r*). That implies dr* C RF(r*) and we get dr €
RF(dri*7) C RF(A*ad) so dz; € A*ad. This leads to a contradiction: du®a € A*bd and dfBz; € A*ad
but du’a = dfz;.

O

We shall now prove that for all words w, I::*If (w) ~rat Ly+r. We will need the two following lemmas that
hold in the case when {u, f} is a suffix set.

Lemma 6.19. Assume u € A*bd and f € A*ad for some word d and some distincts letters a and b, then for
all words w € A* and o, o € (A*d)*, if d'w € Iz*‘f(aw) then o/ € IZ*U(O‘)'
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Proof. The proof is an induction on the length of the derivation aw % o’w. If this length is 0 then a = o’ else
wrls

aw = uw' - ul fw' - * 5 o/wand o # . If i = 0 then v’ fw’ = fow and, from the inductive hypothesis,
wr | f u* | f

* * .
we get faa — o/ hence « —— fa —— /. Else we have to consider two cases:
Iy* |y Ly« 5 I ¢
e |ui| < |a|. In this case, @ = u’a” and w’ = o/'w for some word o’ that satisfies da’’ € A*d. Then we
y 5 * . . . 5 *
get u'a’w —— u'fo’w ——— o’w. From the inductive hypothesis, we get u*fa” —— o’ so a ——

Ly Loy Loy I
uifa —— o
Tux s
e |uf| > |al. In this case, u’ = aw” and w = w"w’ for some word w” # €. Since a € (A*d)* we get dw” €
A*bd and from o’ € A*d follows o’w” € A*bd. From the derivation aw o ul fu'’ - *l o'w"w' we get
wrl s wrl s

from the inductive hypothesis ' f % o’w’” and this leads to a contradiction with Lemma 3.20 since
wr|f

u'f € A*ad and o'w" € A*bd.
O

In the general case, for all words w, it holds that L. ; C I7. ‘f(w)w’1 but the converse is not always true: for

instance if u = b and f = ab for some distinct letters a and b, we get bab € IZ*‘f(b) but ba & L, ;. Nevertheless,
we can state:

Proposition 6.20. For all u and f, there exists a rational language K such that for all words w, L« ; =
I;*‘f(w)w_l NK.

Proof. Thanks to Lemma 6.6, Lemma 6.15 and Lemma 6.16, we can consider three cases:

L. uf = fuoru¢gLF(f*). In these cases, L, = f* so we can take K = f*: indeed, for all words w, it holds
that Ly« ; C I:z*lf(w)w’1 80 Ly+ 5 C Il’i*lf(w)w’1 N f* and conversely I:;*‘f(w)w’1 Nf*C f* =Ly s
2. f = u®z for some s > 0 with P = {u,z} prefix. In this case, we can take K = P*: indeed, clearly
IZ*|f<P*) = P* and IZ*\f(P*Z) = P*z. From this follows L,y € P* so Ly«y C Izt*|f(w)w_1 N P*.
Conversely, observe first that, clearly, for all x € P*z and for all y € A*, it holds that I:;*‘ f(xy) =
I;Zlf(x)y. Now, if we consider a derivation w % aw for some « € P*, either o = ¢ € Ly»|y or
ur|f

w = u'w’ — ul fuw' % aw = au'w'. If i > 0 then aw € P*zw’ N P*uw’, a contradiction so i = 0
wr|f wr|f
and « € I7. ,(f) € Ly
3. {u, f} is suffix. In this case, f € A*ad and u € A*bd for some word d and some distinct letters a and b
and let K = (A*d)*.
® Ly p C (Iz*‘f(w)w_l) N K: the inclusion Ly € (IZ*‘f(w)w_l) is always satisfied and, clearly, L\
{e} = I;*If(f) C A*d.
o (Iz*‘f(w)w_l) NK C Ly« if w %> o'w with o/ € K, then either o/ =& € L,y or o/ € A*d and
© U/*If
o' € Ly+|y from Lemma 6.19 by taking o = e.
O
By combining the previous results of this section, we can now precisely characterize when IZ*| 7* is rational:

Proposition 6.21. The following statements are equivalent:

1. Lu*|f € RAT.
2. 3w € A" | I ;(w) € RAT.
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3. udLF(f*)Vuf = fu.
4. Ly=j5 = f*.
5. Ii*lf is rational.

Proof. Observe that implications between some of these statements are clear: 4 implies 1, 5 implies 1, 1 implies 2.
Moreover, Lemma 6.15 and Lemma 6.16 prove that statement 3 implies both statement 4 and statement 5. Hence
it remains to prove that statement 2 implies statement 3 to complete the proof. That is indeed the case since
Proposition 6.20 proves that statement 2 implies statement 1 and Lemma 6.18 proves that statement 1 implies
statement 3. O

The rest of the section is devoted to the proof of the fact that I;‘*‘ 7 breserves the context-free languages, in
other words I, is CF/CF. We first state:

Proposition 6.22. Ij;*‘f(u) and L~y are two context-free languages.

Proof. We define the following set A = A; U Ao UA3zUA, of context-free rules where A is the terminal alphabet
and where S. and S,, are variables:

Al = {SE — E}

Ay = {Sc= S8 | f=ff"F € ELo(f) =u'}

Az = {S,— S:5,5:}

Ay = {Sur (S)F | u=uu" W € BX U # e, o) = uF}

From this definition, we can observe the following:

in Ay, the words f” are nonempty since f & EZ,

in Ay, if we take f' = ¢, we get the rule S, — S, f,

in Ay, the words f” is assumed to be nonempty in order to avoid the rule S, — S,
in Ay, if we take u’ = ¢, we get the rule S, — u.

We shall prove that for all words w € A*, for all x € e +u, S, % w if and only if w € IZ*‘f(x). Since all rules

in A are context-free which implies that I7, | f(u) and L, are both context-free. The proof is an induction on
p=|wl—|z].

1. x%wimphes Sx%w: if p=0 then x =w =¢ or xt = w = v and we have the rules S, — =z.
ur|f
If p > 0, assume first z = ¢ and ¢ — f % w. From Lemma 6.2 we get f = f'f” and w = w'f”
wr|f wrlf

with f’ % o(f") = uF % w'. If f/ =¢, we have w = f and the property is true thanks to the
w* | f u*|f
derivation S ? Sef ? f. Else, from Item 4 of Lemma 6.10, v’ = wy - --wy with u % w; for all
wr|f
1 < i < k. Observe that for all 1 < i <k, |w;| — |u| < |w]|, so from the inductive hypothesis follows
Su i» w; for all 1 <4 < k. On the other hand, A, contains the rule S. + S.(S,)*f" so we get the

derivation S; — S.(S,)k " ™~ (Su)Ff" ? wy - wpf = w.
Assume now z = u. We have to consider two cases:
(a) u I—) uf %) w: from Item 4 of Lemma 6.10 follows w = wyws for some words w1y, we with u %)
wr|f wr|f wr|f
wy and f % wa. Since |wi| — |u| < |w| — |u] = p, we get from the inductive hypothesis S, % wy.
wrlf
Moreover, from |wy| > |u| follows |ws| < |w| — |u| = p so we can apply the inductive hypothesis on the

derivation e —— f —— ws to get S. i» wo. Finally we have S,, < S.5,5: = SuSe i% WiwWe = W.
Loy ) Lueps
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(b) u —— fu — 5 w: if w = fu, we have the derivation S, — S.5,5. — S-S, — S.u — S-fu —
Loy Loy A A A A A

fu. Else, from Lemma 6.2 there exist words «a, 3, w’ such that fu = a8, w = v’ and « % ut %)
wr|f w*|f

w' for some t. Observe that af = uf ¢ E; from Item 1 of Lemma 6.10. That implies 8 # € so |w’| < |w].
Moreover, from Item 4 of Lemma 6.10, v’ = w} - - - w} with u % wj and |w}| < Jw| forall 1 <4 <t
wrlf

From the inductive hypothesis, we get S, ? w; for all 1 <4 <tso (S,)'B i) w. We have to consider

again two cases by comparing |f| and |«|:

o f=af"” and 8 = f"u for some word f”. In this case, we easily get the derivation: S, N Sc5uSe N
Seu — Se(Su)'S"u — (Su)'"u = (8)'8 - w.

e o= fu' and u = /B for some word v’. From the derivation u’ ﬁ fu ﬁ) ut follows v’ € E}
with ¢(u') = u'. Moreover 3 # ¢ so the rule S, — (S,)!8 belongs to A4 which implies S, ’Z» w.

2. S, %wimpliesm %)w: ifp=0thenw==xsox %w.lfp> 0 and z = € then S, Z> S.(S.)kf i)
ur|f u*|f
w with f = f/f” and ¢(f') = u*. From this follows w = wow; - - - wy f” and, since f” # ¢, |w;| < |w| for

all 0 <4 < k. We can apply the inductive hypothesis on the derivations S. % wo and S, % w; for all

* *
ukf” wy - w f—— wowy - w f = w.
Ly 5 Lyxif Tyxif

1 <7< ksowegete

Assume now p > 0 and z = u and consider a shortest derivation S, i» w, we have two cases:
(a) Sy N (Su)Fu” % w with v = v/u”, v’ # ¢ and p(u') = u*. From this follows w = w; - - - wpu’ with

|w;| < |w| for all 1 < i < k since u” # e. From the inductive hypothesis, for all 1 <14 < k, u —— w;
Ly
which implies v = v/v/ —— vFu’ —— w.
Lyxiy L5

(b) S, = S.5,5: i» w: then w = wywows for some words wi,ws, ws with S, i% wy, Sy i» wo and
* . . . . . .
S. ? ws. Moreover, since we consider a shortest derivation, wyws # €. That implies |ws| < |w]| so,

from the inductive hypothesis, we get u —— wy. Now, since |ws| > |u| we get |w1| < |w| — |u| and

I
ur |
. . . * * . . .
|ws| < |w| — |u| so, from the inductive hypothesis follows ¢ —— w; and € —— w3 which implies
Iyx ¢ I,* ¢
w* | f w* | f
* * *
u uws wo W3 wLWw2wsz = W.
Loy Loeis Los iy 0

Thanks to Proposition 6.22, we can now state that I;*I s breserves the context-free languages:

Proposition 6.23. For every context-free language L, for all u and for all f, I;*‘f(L) e CF.

Proof. We shall prove that I:*I j=sort where 7 is a rational transduction and s is a context-free substitution
that will prove the property. Let B = {b. | e € E,} be an alphabet in bijection with the set E,, we define
the morphism h : (AU B)* — A* by h(a) = a for all a € A and h(b.) = e for all b, € B. We also define the
morphism g : (AU B)* + (AU B)* by g(a) = a for all a € A and g(b.) = (b,)" for all b, € B with ¢(b.) = u'.
We can now define 7 : A* +— (AU B U {#})* where # is a fresh letter by 7(w) = #g(h~!(w) N B*A*) for all
we A%and s: (AUBU{#})" = A" by s(a) = a for all a € A, s(#) = Ly |y and s(by) = L. (u).

We observe that for all words w,

T(w) = {#(bu)'w" [ w=w'w" w' € Ej, p(w') = u'}.
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This equality shows in particular that the fresh letter # is only useful when ¢ = 0. We also observe that
w € soT1(w) for all w € A*.
We shall now prove that for all words w,w’ € A*, it holds that w’ € 15 (w) if and only if w’ € s o 7(w).

L if w" € I}, ;(w) then w" € s 0 7(w): the proof is an induction on |w’|, the length of the word w’. The base
case |w'| = |w] is clear since w € so7(w). Else, if w = wywy and w’ = wjws for some words wy, wy, wj with
wy # € and wy € I, ;(w1), from the inductive hypothesis follows wj € s o 7(w1) so wjwz € soT(wiws).

The last case is a derivation w % uF %) w’ for some natural number k. In this case, #(b,)* € 7(w)
Wl wr |y

sow' € I;*‘f(uk) which implies w’ € Lu*|f(I;*|f(u))k C s(#)s((bu)F) C s(#(by)F) C s 0 7(w).
2. if w’ € so7(w) then w’ € I7, ;(w): if w' € so7(w) then there exists #(b,)*w" € 7(w) for some word
w" € A* such that w' € s(#(b,)*)w”. From the definition of 7, w = aw” with « % u®. Moreover,
wrlf
!/

(u*). Finally w = aw” —— vuFw” —— pu” = w'.

w' = Buw” for some word 3 with 8 € s(#(b,)* = I* - .
u*|f wr|f
O]

u*|f

7. CONCLUSION AND PERSPECTIVES

In this paper we have shown that, even in the case of a rational control language and even in the case of
a single insertion rule, it is possible to define a system Iy, such that Izlf is not (FIN/CF). In particular, we
have proved that as soon as a word f contains at least two distinct letters, there exists a rational language Ry
such that for all words w, I}"{f‘ f(w) is not context-free. On the other hand, it is easily seen that, for all R and
all f, Iz*af\ f(w) is recursive: for all words, by erasing, iteratively and nondeterministically, occurrences of f it
is possible to check if w is reached with this procedure that clearly stops since the length of the input strictly
decreases at each step. Moreover this last remark shows that for all context-sensitive languages L, I}E{f‘ f(L) is
in fact context-sensitive since it can be recognized by a linear bounded automaton.

Among the different questions that arose on controlled insertions systems, the following ones deserve to be
studied as a complement of Section 3.3: given a rational language L and a word f, is it possible to decide
whether or not

. Izlf is confluent?
. zl ;s unambiguous?

In Section 3.4, we have defined the maximal control language of a word f for insertion, denoted by C,..(f)
when it exists. We have proved its existence for all words f such that 7, the root of f, is unbordered: in this
case, Coo(f) = LF(f)*\ (A*fA* U A*r) and 12 (p)y 18 codeterministic. We have seen that this result does not
hold anymore when f is bordered. Nevertheless this proposition does not prove that there is no maximal control
language in this case. For instance, if f = aba it can be proved that C,,(aba) = a* + (ab)*. We can observe that
Cax(aba) and R = LF(aba)* \ A*abaA* are not comparable with respect to inclusion: abab € C,, (aba) \ R and
aab € R\ C,.(aba). On the other hand, it can also be proved that Iémax(aba)‘aba is unambiguous, so, in the light
of this example, we can summarize the questions about the maximal control language as follows:

e Does every word possesses a maximal control language for insertion?

e If the answer of the previous question is negative, given a word f, is it decidable to know whether or not
Coax(f) exists?

e When C,..(f) exists, is it always rational?

e When C,,.(f) exists, does it always hold that Iémax( Pl s unambiguous?

In Section 6 we have defined the language Ry = {w € A" | Iy, ,(w) N R # (}. We have proved that in the
case when R = u* for some word u, Rp|; is a rational language and we have given an algorithm to compute it.
We think that Rp,; is also rational when Ippis codeterministic. More precisely, we conjecture the following:
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If Il*ﬂ f is codeterministic then

1. I}"ﬂ 7 breserves the context-free languages,
2. Rpyy is a rational language.

More generally, a natural question would be to know whether R g, is a recursive set or not when R belongs
to different classes of languages.

In the same section, we have characterized in Proposition 6.21 when such a system I,y leads to a trans-
formation I7. f that corresponds to a rational transduction and we have proved that these systems preserve
context-free languages in Proposition 6.23. More generally, given a rational language R and a word f, is it possi-
ble to decide whether I;F?I 7 is rational and is it possible to decide whether I;K?I 7 preserves context-free languages?
When R is a finite language, the controlled rewriting corresponds to prefix rewriting as defined in [2] where it
is proved that the corresponding transformation is a rational transduction. Clearly, it is also the case when R is
not necessarily finite but is a prefix set. It is worth studying whether there are some other families of rational
languages that satisfy these properties. In particular, can the results established in Section 6 be extended to
the case when R is a bounded rational language?

At last, we state here one conjecture and two questions when R = u* for some word u:

e First, in order to characterize when Igy is a rational transduction, we have proved in Proposition 6.20
that for all words w, il}. (W) ~rat Ly |y In fact we conjecture that we also have Ly ~rat IZ*‘f(w)
i.e. I;‘*‘f(w) and L,y are rationally equivalent.

e Second, to prove that I ;*‘ 7 breserves context-free languages, we have proved in Proposition 6.22 that for
all w and f, L,«|s is a context-free language. The following questions would precise this property:

o Does that hold that D" ~»ya¢ Ly 7
o Conversely, does that hold that either L,-; is a rational language or Ly=|; ~rat D7
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APPENDIX I
Some of the notations that are used in this article are listed below.

~opat ¢ a language L rationally dominates a language L', denoted by L ~»,¢ L', if there exists a rational

transduction 7 such that L' = 7(L).

= two languages L and L’ are rationally equivaeant, denoted by L = L' if L~ L' and L' ~>44 L.

ra ras

I,y :the binary relation on words associated with the controlled one-rule insertion system with L as control
language and f as word to be inserted. It can be seen as a one-rule rewriting system where the unique
rule ¢ — f can only be applied in a position defining a left context that is in L.

Izl F the reflexive and transitive closure of I s. It is also the corresponding transformation over lan-
guages: for all words w € A", I7 (w) = {w' [ (w,w’) € I} ,} and for all languages K C A", I}, ,(K) =
Uwer IZ|f(w)'

—— : a single step of rewriting using a rule of the rewriting system S.

— : the derivation relation that is the reflexive and transitive closure of T} In this paper, a deriva-
tion w = wy ? wy - ? wy, = w’ is completely characterized by the list of words [wo,...,wy,]
independently from the indexes where the rule is applied in the left-hand side of each step of rewriting.

— : the derivation relation in the case when the rewriting system is implicitly defined.

Ly : the language I**‘f(e) for some word f € A*.
Ly : the language I7, #(€) for some control language K and some word f.
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Crax(f) : the maximal control for insertion of the word f. It satisfies that for all languages K, Lg s = Ly if
and only if C,..(f) C K. The fact that for all f, C,..(f) exists is an open question.
Ky : the language Ko = D7 N K where K = {w € (a +b)* | Vo € LF(w), |z], < 2|z]p + 1}.
Iy : the insertion system Iy = Ig|q, where R = {w € A* | |w|, = 2n,n > 0}.
Ry : the language Ry|p = {w € A" | I} (w) N L # 0}.
E;, : alanguage obtained by an algorithmic construction and proved to be equal to R« ;-
@(w) : defined only for a word w € R, when u and f satisfy uf # fu. The word ¢(w) is the unique word
of I;*If(w) Nu*.
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