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Dimension Theory and Nonstable K-theory for Net Groups.

ANTHONY BAK (*) - ALEXEI STEPANOV 

ABSTRACT - The article applies concepts of structure and dimension in arbitrary cat-
egories to establish that nonstable net K, of a net of finite Bass-Serre dimension
is a nilpotent by Abelian group.

Introduction.

This article together with the articles Mundkur [Mu] and Hazrat
[H] apply concepts of structure and dimension in arbitrary categories
to prove structural results for classical-like groups defined over rings
and related objects. The current paper provides applications to net

groups associated to the general linear group, the paper [Mu] to the

general linear group, and the paper [H] to the general quadratic group.
Each article including the current one has a short, self-contained

introduction to a different aspect of the general theory of structure

and dimension in categories and of group valued functors on categories
with structure and dimension, which is developed in Bak [Bk4] and

Bak [Bk5]. The current articles are intended to illustrate this theory.
The main application in the present article is to prove that nonstable

(*) Indirizzo dell’A.: Fakultat fur Mathematik, Universitat Bielefeld, D-
33615 Bielefeld, Deutschland.

(**) Indirizzo dell’A.: Chair of Mathematics II, Sankt-Petersburg Electrote-
chnical University, 194356, St.-Petersburg, Russia.

The work on this article was partially supported by the INTAS 93-~36 and
DFG-RFBR 96-01-00092G.

The second named author gratefully acknowledges the support of the SFB
343 acn der Universitat Bielefeld.



208

K1 of a major net of rank &#x3E;- 4 and finite Bass-Serre dimension is

a nilpotent by Abelian group.
We describe the general theory as it pertains to the current paper. An

arbitrary category C is structured by fixing a class of commutative dia-
grams called structure diagrams and a class of functors called infrastruc-
ture functors on directed quasi-ordered sets with values in C, whose direct
limits exist in C. In the current article the diagrams are commutative
squares. A function is called a dimension func-

tion, if it satisfies a certain property called reduction relating it to the
structure on e. Let z : s ~ ~ denote a natural transformation of group
valued functors S and f1 on C. The dimension filtration of r on f1 is defined by

for any integer i ; 0 and object A of C. Let 8 = Im (r). The main result
used in the current paper for group valued functors on a category with
structure and dimension is the following: If r is good with respect to the
structure on C descending central series such

for all i ~ d(A ). Moreover, if the coset space

§ (A)/8 (A) is an Abelian group for all 0-dimensional objects A then the
quotient functor §/§° takes its values in Abelian groups. In this case,
the quotient functor S18 is a nilpotent by Abelian group on all finite di-
mensional objects of C.

Let ((v-nets)) denote the category of all nets corresponding to an equi-
valence relation v on a subset of the natural numbers. Let ((major v-nets))
denote the full subcategory of all major v-nets. Let 
~ ( ( groups ) ), G(a), denote the usual group valued functor associating to
each v-net a, its group G( a~). Let E ( v , ~) denote the elementary subgroup
of G(a) and St ( v , Q) the Steinberg group of o~. The main results concerning
v-nets are obtained by exhibiting ((v-nets)) as a category with structure
and dimension whose dimension function is the Bass-Serre dimension of a
net. It is then shown that the natural transformation jr: St ( v , _ ) -~ G( _ )
is good on the category ((major v-nets)) and that for any 0-dimensional
v-net Q, Q) is an Abelian group. It follows now from the gene-
ral theory above that the dimension filtration G ~ ... ~

~ E ( v , _ ) on G makes the quotient functor Kl G : = G/ E ( v , _ ) into a nilpo-
tent by Abelian group valued functor on finite dimensional major v-nets.
This allows one to deduce that each sandwich E ( v , ~) ~ H ~ C ( v , on) in
the sandwich classification theorem for subgroups H of the general lin-
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ear group normalized by a block diagonal elementary subgroup, has the
property that the quotient is a G ° ( [ v ] + a)-nilpotent
group for any finite dimensional v-net a.

The rest of the paper is organized as follows. In section 1, a certain
group homomorphism X is constructed, which plays a crucial role in sec-
tion 2 in showing that the ... is a descending central
series. When X is bijective, it turns out that its inverse is the connecting
map in a certain nonabelian Mayer-Vietoris sequence. This result is in-
cluded for completeness, but is not necessary for proving the main re-
sults. Section 2 develops notions of structure and dimension in arbitrary
categories and proves the main results for dimension filtrations on group
valued functors. Section 3 recalls nets and net groups and establishes
stable properties of these groups. Section 4 proves the injective stability
theorem for the functor K, of nets. The surjective stability theorem is
known by work of Vavilov [Vv]. Section 5 studies nets over quasi-finite
rings. In particular, it shows that elementary subgroups of net groups
are normal and that the so-called standard commutator formula holds.
Golubchik’s sandwich classification theorem is recalled. Section 6 ex-

hibits the categories ((v-nets)) and ((maj.or v-nets)) as categories with
structure and dimension and shows that the natural transformation
jr : St (v, - ) - G( _ ) is good on the category ((major v-nets)). A nonstable
K2-K, Mayer-Vietoris sequence for nets is also proved. Section 7 puts to-
gether the results of sections 2, 5, and 6 to prove our main results con-
cerning net groups.

1. The map X and a nonabelian Mayer-Vietoris sequence.

The materials in this section are taken in a selfcontained way from

Bak [Bk2] and [Bk3] (unpublished). We begin by sharpening the Mayer-
Vietoris sequences in[Bk2], following the exposition given in [Bk3]. In
the second half of the section, we investigate the equivariant properties
of the connecting map in the Mayer-Vietoris sequence.

1.1. Let % be a category and let S, 8, S be functors from R to ((groups)).
Suppose that for any object A E bl, these functors satisfy the following
conditions.

(i) ~ (A ) is a normal subgroup of ~ (A ) and the inclusion map de-
fines a natural transformation of functors.



(ii) s (A ) is a central extension of 8 (A) and the covering
defines a natural transformation of functors.

1.2. For each object A in bl, define the groups ,

Clearly KI and K2 are functors from to ((groups)).
For a commutative square

in ~ consider the corresponding squares of group:

Factoring K2 (A ), K2 (B ) and K2 ( C) out of the right hand square, one ob-
tains the commutative square

(factor-square)

Note that we denote functorial group homomorphisms in the diagrams
above with the same letters used for the corresponding morphisms in the
category bl, e.g. we write cp instead and 8(cp), but we intro-
duce into the factor-square the new letters w and e to denote the group
homomorphisms induced from the functorial ones on the S-level. We
shall use such notation when it cannot cause confusion.
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will be called a Mayer-Vietoris sequence if the following conditions are
satisfied.

(i) The square is exact, i.e. the canonical homomorphism from
Kl (A ) to the pullback of the diagram is suijective.

(ii) The intersection of the kernels of the maps 
and coincides with Im (a).

(iii) The 
formed by the product of the images of K2 (B ) and K2 ( C) in K2 (D ) coin-
cides with Ker(a).

The purpose of this section is to construct for certain commutative

squares ( ~ ) in R, a Mayer-Vietoris sequence which is functorial over
these squares.

1.4. Following [Bk2] we define the kinds of squares that will be needed.
The square ( ) will be called:

(i) weak 8-fibred, if factor-square is a fibre square.

(ii) 8-surjective., if given and ceg(C) such that
there are elements and such

that

."......"......~.."’."... ,

(ill) ~-surjective, it given there are elements 

and c E S(C) such that 

(iv) ~-fibred, if S-square is a fibre square.

The next lemma provides conditions which are easier to check in
practice than those in (1.4)(i)-(iii). It will be used in the Goodness
Lemma 6.9.
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1.5. EXCISION LEMMA. Let ( * ) be a §-fibred square and
the map of coset spaces induced by

S-square.
If 0 is injective and

then the square ( * ) is weak 8-fibred.
is surjective then the square (*) is 8-surjective and S-surjective.

PROOF. Let and c be such that m(c) = e(b) and let b ’
and c ’ be preimages in s (B ) and S ( C), respectively. Obviously we can
choose b ’ and c’ such that s ( cp ’ ) ( c ’ ) = s ( ~ ’ ) ( b ’ ). We have

0(b’Im 8(q)) =1 ~ Im and since 0 is injective, there is an element
a ’ E S(A) such that 8(q)(a ’ ) = b ’ . Let a denote the image of a ’ 
Since the belongs to it follows from the

hypotheses in the lemma that it has a preimage a E Ker 8(cp). If a = a a
then it is easy to check that 8 (cp )( a) = = c. The uniqueness
of such an element a follows immediately from condition (1.4)(iv). Thus
we have shown that factor-square is fibred.

The surjectivity of 8 immediately implies that each element from
s (D ) can be written as product for some 
c’ E s(C). The rest of the proof is very easy and will be left to the
reader.

1.6. Let

Obviously 8 (A) ~ 8. Consider the commutative diagram

Define a function ~: 8-~(D)/(K2CB)K2(C)) by the formula

1.7. LEMMA. X is a homomorphism from 9 to K2(D)/(K2(B)K2(C». Sup-
pose that ( * ) is a §-fibred square.
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If ( * ) is S-suijective then X is an epimor~phis~n.
If ( * ) is weak 8-fibred then Ker X = 8 (A).

PROOF. Since §-square is commutative, the image of X lies in the
subgroup K2 (D ) /(K2 (B ) K2 ( C) ) which is central in s (D ) /(K2 (B ) K2 ( C) )
by (I,I)(it). Hence

=x(a’a)

for any a , a ’ E 8. Thus X is a homomorphism.
Let 2,E K2 (D)/(K2 (B) K2 (C)) and d be a preimage of d in K2 (D). By

(1.4)(iii) there are elements b e S(B) and cz s ( C) such that d =
= = (where n denotes as in ( 1.1 ) the natu-
ral transformation S - 8). Since the image of d is trivial, it follows
that 8 (y ’ ) ,r(b) - 1 = 8 (99’) z(c). By (1.4)(iv), there is an element 
such that = 7r(b) - 1 and 1jJ(a) = z(c). Obviously a E I, since E

e 8(B) and n(e) But X(a) = = d.
Thus X is surjective.

Clearly 8(A) % because factor-square is commutative. Suppose
w1jJ(a) = ecp(a) for some a E 8. Since ( * ) is weak 8-fibred, there is by defi-
nition (1.4)(i) an element a’ E 8(A) such that cp(a’ ) = cp(a) and ~(a’ ) _
= But, since is a fibre square, a = a’ which proves the last
assertion of the lemma. ,

Suppose that ( * ) is g-fibred, weak 8-fibred, and S-surjective. Define
the homomorphism a : K2 (D ) -~ Kl (A ) as the composite map

_, 1

(k Y ta ki.0) JV-I

weak 8-fibred S-su?jective, 8-suryective squares ( * ).

PROOF. The proof is absolutely the same as that of Theorem 5.31 of
[Bk2] (using (1.7) instead of [Bk2, Lemma 5.29]).

In fact, exactness of the Kl-square follows from (1.4)(iv) and ~-surjecti-
vity ; exactness at the term K2 (D ) follows from S-surjectivity; and exact-
ness at Kl (A ) follows from the condition that ( * ) is weak 8-fibred. Of
course, in the last two cases we must change the definition of x’ in the ob-
vious way ff X is not an isomorphism.

In subsequent sections, the Mayer-Vietoris sequence in (1.8) will not
be fully used, but the homomorphism X which is used to construct it, will
play a crucial role. Furthermore it will be important that X is equivariant



in a certain sense. For the sake of precision and clarity, we define and es-
tablish the equivariance of X in a purely group theoretic context. The ar-
guments refine those given already above and are taken from [Bk3].

1.9. For the rest of this section, let

be a commutative cube of groups. For X = A , B , C or D, let Ex =
= Im (,Sx~ Gx) and Kx = Assume that KD ~ center (,SD).
Define the group EA = {a E GA I image of a in Gx (X = B , G~ lies in 
Define the homomorphisms cp , 1jJ, (}, and as in the commutative dia-

gram

and set

Since center (SD), it follows that X A is a group homomorphism.

1.10. KEY LEMMA. Suppose that the cube in (1.9) satisfies the following
conditions.

(i) The group KD is central in SD.
(ii) The groups Ex are perfect for X = B , C.

(iii) The maps SB /,SA - SD /Sc and are injective.
(iv) The G-square is fibred.
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Let JA ~ GA be a subgroups satisfying the following conditions.

(v) Im (JA - Gx) (X = B , C) normalizes Ex.

(vi) Im (JA 2013~GD)~~D. the obvious way the action of JA on
ED by conjugation to an action of JA on SD.

Then JA normalizes EA and leaves each element homo-

morphism JA-equivariant, and In

particular the action of JA on EA /EA is trivial.

PROOF. Since JA normalizes EB and it follows from the definition
of EA that JA normalizes EA. Since center (,SD ), the obvious lifting to
SD of the conjugation action of JA on ED leaves each element of KD fixed.
Let JA act on EB and E~ by conjugation. To show that x A is JA-equivariant,
it suffices to show that all the homomorphisms in the second diagram in
(1.9) are JA-equivariant. The homomorphisms EB --~ ED and Ec - ED are
clearly JA-equivariant. Since EB and Ec are perfect and 
~ center (SnIKBKc),itfollowsthatthehomomorphisms(} : 
and o : are JA-equivariant (cf. [M, lemma 5.4]). The re-
maining homomorphisms in the second diagram in (1.9) are obviously JA-
equivariant and thus x A is JA-equivariant. From the JA-equivariance of x A
and the triviality of the JA-action on it follows that the JA-ac-
tion on is trivial. But the third and fourth conditions in the
lemma show as in the proof of (1.7) that Ker x A = EA .

There are frequently situations in which all of the hypotheses of (1.10)
hold except the one that the map is injective. In order to get
around this problem and still have the final conclusion of (1.10) hold, one
develops a relative version of the above.

Let G and G be groups with an action of G on G by automorphisms of G.
The semidirect or smash product of this action is denoted by G ~ G. By
definition, G ~ G is a group whose underlying set is the Cartesian product
G x G and whose multiplication is given by (o, 7)(~ Q) = p), A

precrossed module of the action is a group homomorphism f : 16 - G
which is G-equivariant under the action of G on itself by conjugation. This
implies of course that Im( f j is normal in G. The group G is called the
smash product group associated to f. A precrossed module f : 16 - G is
called a crossed module if the action of G on itself induced from that of G
on G is the conjugation action. This implies of course that Ker(f) -
; center (G). A homomorphism of precrossed modules is a commutative
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diagram

of groups such that the group homomorphism I is G-equivariant. A homo-
morphism of crossed modules defines a homomorphism 
- B x H, (Q, on) ’-~(/’(~), f(a)), of groups. Let G -~ G denote the crossed
module defined by the action of G on itself by conjugation and the identity
map 1 : G -~ G.

1.11. COROLLARY. [Bk3] Let

be a commutative cube of precrossed modules such that the associated
cube of groups

and the subgroup JA ~ GA ~ GA of GA satisfy the assumptions
of (1.10), except possibly the third and fourth assumptions. Let Ex =
= Im Gx) (X = A, C) and let ka = {a e ~ ~ I image of a in GB (resp.
Gr) lies in EB (resp. Er) 1. Assume the following.
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(i) The maps and are injective.

is a fibred subsquare of

of normal subgroups and the action of Gx on GX (X = A, C) is by
conjugation.

(iii) The map suryective.
(iv) EA is JA-invariant.

Then the action of JA on the coset space EAIEA is trivial. (No assertion is
being made concerning the normality of EA in EA. )

PROOF. Obviously Eq is JA-invariant. We show next that EA is JA-in-
variant and normal in kq and that the action of JA on is trivial. Let

(X=A,C). Define and
as in (1.9). Then x =

= The proof of ( 1.10) shows that X is JA-equivariant. Since the ac-
tion of JA on is trivial, it follows that the action of JA on
EA is trivial. But the first and second assump-
tions in the corollary imply as in the proof of (1.7) that Ker XÃ = EA. Thus
EA is JA-invariant and normal in EA and the action of JA on EÃIEA is trivial.
The map of coset spaces is obviously JA-equivariant and
by the third assumption in the corollary, it is surjective. Thus the action of
JA on EA /EA is trivial.

2. Dimension Theory and group valued functors..

The materials in this section are taken from Bak [Bk3] (unpublished).
We define the notion of a category with structure and introduce one kind
of dimension function on a category with structure. A category with struc-
ture equipped with a dimension function is called a category with dimen-
sion. Let T : S 2013~ g be a natural transformation of group valued functors
S, g: e2013&#x3E; ((groups)) on a category C with dimension. We define the di-
mension ... ~ ~ i ~ ... ~ Im (S ~~) of r
on S and show under certain conditions 
descending central series such = Im (8(A) 2013&#x3E; g(A)) whenever
i ~ dimension (A).

Recall that a quasi-ordered set is a set I together with a reflexive,
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transitive relation  on I. A quasi-ordered set (I , ~ ) is called directed if
given i, j E I, there is a k E I such that i ~ k k. An equivalent defi-
nition of a quasi-ordered set is a category whose objects form a set and for
any pair i , j of objects, Mor ( i , j ) has at most one element.

2.1. DEFINITION. A category with structure is a category C together
with a class S(e) of commutative squares in e called structure squares
and a class 3(C) of functors called infrastructure functors whose domain
categories are directed quasi-ordered sets and whose target category is
C, satisfying the following conditions.

(i) S(e) is closed under isomorphism of commutative squares. For
each object A of C, the constant or trivial square

is in 8(C).

(ii) 3(C) is closed under isomorphism of functors. For each object A
of e, the constant or trivial functor F~ :{*}2013&#x3E; e, * -A, is in ~(~), where
I * I denotes the directed quasi-ordered set with precisely one element * .
For each (F : I - e) in ~(~), the direct limit lim F exists in e.

I

2.2. DEFINITION. Let (~, g(e)) be a category with structure. Let
d : U f oo I be a function which is constant on isomorphism
classes of objects. Let A z such that 0  d(A )  oo . A d-reduction
of A is a set

of structure squares where I is a directed quasi-ordered set and B : I -
~ e, is an infrastructure functor such that the following holds.
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(i) If i E I then the triangle

-.1 Bj

commutes.

The function d is called a dimension function on ( ~, s ( ~), b(C) ) if each
object A of e such that 0  d(A)  oo has a d-reduction. In this case, the

quadruple (C, S(e), g(e), d) is called a category with dimension.
In [Bk3], a more general concept of dimension function is developed,

which allows conditions other than those above to be placed on d(lim Bi )
I

and the d(Xi)’s (X = B, C, D), e.g. d(lim Bi)  d(A), d(Ci)  d(A), and
d(Di )  d(A). I

A dimension function d on ( ~, s ( ~), g(e)) is called tame or universal, if
the existence of a d-reduction

for A such that d( Ci ) ~ n for all i e I implies that d(A ) ~ n + 1.
The next result is fundamental for appreciating the concept of a di-

mension function, but will not be applied in the sequel.

2.3. THEOREM. [Bk4] Let (e, be a category with structure and
(!J a nonempty class of objects of e, closed under isomor~phis~n. Then
there is a universal dimension function 6 on (e, s ( ~), ð( e» such that e’
is the class of 0-dimensional objects of 6 and such that if d is any other
dimension function on (e, See), whose 0-dimensional objects are
contained in C° then d ~ d , i. e. ~S (A ) ; d(A ) for all A E (9 bj(C).

The example below of a category with dimension will play a role in the
current paper.
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2.4. EXAMPLE. Let e denote the category of all algebras AR over Noethe-
rian commutative rings R such that AR is module finite over R. A mor-
phism is a pair of ring homomorphisms and R -~ R ’

such that the diagram

commutes. If let (s) denote the multiplicative set generated by s.
For any Noetherian R-module M, denote the module of (s)-
fractions of M and let denote the completion lim M/s n M of M. Let

neN - -

(8)-1 AR denote the algebra and (AR)(s) the 
gebra Let See) denote the class of commutative squares in e

isomorphic to a square of the kind

Such squares are called localization-completion squares. The Noethe-
rian and finiteness conditions guarantee that they are pullback diagrams

multiplicative set, let S have the directed quasi-ordering
defined by s 5 t ~ there is a such that su = t. Let FS, AR : S- C de-
note the functor s H ~ s ~ -1 AR . Clearly lim Fs, AR exists and is the al-

s

gebra Let 4(e) be the class of all functors isomorphic to so-
me functor Fs, AR. Then Bass-Serre dimension B,S and Jacobson-Krull di-
mension JK are dimension functions on ( ~, 8(C), j( e». A definition of
Bass-Serre dimension is found in [Bkl] where it is shown that BS is a di-
mension function on ( ~, N(6)). Jacobson-Krull dimension is defined
as follows. An ideal of R is called Jacobson if it is the intersection of the
maximal ideals containing it. JK(AR) is by definition the largest nonnega-
tive integer n such that there is a chain $0 c ~1 ~ ... ~ ~n of prime Jacob-
son ideals $i in R. It is not difficult to show that JK(AR) = dimension (ma-
xspec (R )) where maxspec (R ) is the space of all maximal ideals of R under
the Zariski topology. Using this fact, one can show easily that JK(AR ) ;
~ BS(AR) and can adapt to JK the proof in [Bk1] that BS is a dimension fun-
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ction on ( ~, s ( ~), 3(e)). It can also be shown, but is beyond the scope of the
current article, that neither JK nor BS is the universal dimension function
on (C, S(e), 3(e)) for their class of 0-dimensional algebras, namely all AR
such that R is semilocal.

2.5. DEFINITION-LEMMA. Let (~, d) be a category with dimen-
sion. Let r : s --~ ~ be a natural transformation of functors s, ~ : ~ --~
- Let 8 = Im (,r). Define the dimension filtration or d-filtra-

for any i ~ 0. In general (j(B)/8(B) is just a coset space (not a group)
and by definition, ~(B)/~(B)) _ {ae S (A) I image of a in
(j (B) lies in 8 (B) }. It is clearly a subgroup of S (A). If there are no mor-
phisms f : such that i then by definition S’(A) = ~(A). A
trivial, but important consequence of the definition of (ji is that if i ~
&#x3E; dim (A) (A). Furthermore, ifA and i are fixed and a

nonempty set of morphisms A-~B such that for each B, dim (B) ; i and
~2(A) - then the induced map

) is I%jective.

2.6. DEFINITION. Let t : 8 - § be as in (2.5). An arbitrary commutative
square
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I 

is called r-good, if the cube of group

extends not necessarily functorially to a commutative cube of precrossed
modules

which satisfies all the conditions in (1.11) with JA = 1 and

Im (Sr A S(C) - gc X $ (C)) is a normal subgroup of g (C).
The natural transformation r is called good, if S and S commute with

arbitrary direct limits in C and if each object A of C such that 0  d(A) 
 oo has a d-reduction

consisting of structure squares which are direct limits of r-good squares.

2.7. THEOREM [Bk4] Let i : s ~ ~ be a good natural transformation
of functors on a category with dimension

(C, s ( ~), 4(C), d) such that for each finite dimensionacl object A, 8 (A) is
normal in ~ (A). Then the dimension ... ;
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~ ~ n ; ... ~ ~ of r on ~ has the property that is normal in ~,
~’~ (A) _ ~ (A) d(A), ... is a descending cen-
tral series i. e. for all objects A of C, the mixed commutator group

[ ~ o (A ), ~ n (A ) ] , ~ n + 1 (A). Moreover, if ~ (A ) / ~ (A) is Abelian for all 0-
dimensional objects A is Abelian for all objects A.

PROOF. The normality of in ~ (A) follows from the defini-
tion and from the normality of 8 (B) in ~ (B ) for each finite di-
mensional obj ect B. Clearly 8 (A ) ~ ~ n (A ) and if d(A ) ~ n 
~ Ker (~ (A) --~ ~ (A)/ 8(A)) = 8 (A). Thus d(A) ; n implies ~n (A) _ ~ (A).
To show that [ ~ ° (A ), - Sn+ 1 (A) (n ~ 0), it suffices, by the last as-
sertion in (2.5), to consider the case d(A) ~ n + 1. If d(A) ~ n then
~’~ (A ) _ ~ (A ) _ ~ n + 1 (A ) and the inclusion , ~ n + 1 (A )
follows from the normality of 8 (A). Suppose d(A) = n + 1. Let x E SO (A)
and y E We must show that [x, y] . ~n + 1 (A). Let

be a d-reduction of A consisting of structure squares which are direct li-
mits of r-good squares. There is canonical morphism A - lim B , thanks to

7

(2.2) (i). Since d(lim B) = 0 by (2.2) (ii), both x and y vanish in
I

g(lim B)/8(lim B). Since 8 and ~ commute with limits of infrastructure
I 1

functors, so do 8 and g/8. Thus there is a j E I such that x and y vanish in
Let vanishes and

’j) 1. Since by (2.2) (iii), y vanishes 
Thus y E 8(A). Since

is a direct limit of r-good squares and since S and ~ commute with
arbitrary direct limits in C, we can assume that the square above is

r-good instead of a structure square and that x and y vanish in

§ (Bj)/8(Bj), and y E Let J(A) denote the subgroup of ~ (A) ge-
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nerated by x. Since the square above is r-good, there is a cube of

precrossed modules

J tV tV tV

such that ~(A) an~ this cube satisfy t~e hypot~eses of (I,ll). By the con-such that J(A) and this cube satisfy the hypotheses of (1.11). By the con-
clusion of (1.11), the action of J(A) on 8(A)/8(A) by conjugation is trivial.
Thus [x, y) e 8(~) = g~(A).

The last assertion of the theorem follows immediately from the last as-
sertion of (2.5).

The theorem above says that the nilpotent class of ~°(A)/~(A) is ~
it turns out

that the nilpotent class is - d(A) - One proves this in

a trivial way, using dimension shifting which is defined as follows.

2.8. DEFINITION. Let (~, d) be a category with dimension. Let
For an object A of C, define

Obviously (C, 8(C), 8(C), d[ - N]) is again a category with dimension.

2.9. COROLLARY. Let (C, b(C), d) be a category with dimension and
r : s -~ ~ a good natural transformation of functors C 2013~
- ((groups)). Let Let ~ _ ~ ~ -1 ~ ~ ~ ~ ° ~ : ... : ~ ~n~ ~ ... ; ~ be
the dimension filtration of r on g with respect to the dimension function
d[ - N]. Then the conclusions of (2.7) are valid for the filtration above. In

whenever n ;::: d[ - N](A).

PROOF. The corollary is an immediate consequence of (2.7).
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3. Nets and net subgroups.

3.1. Let J be a subset of the set N of natural numbers, of order I J I = n
(where n can be infinite) and let v be an equivalence relation on J. Follo-
wing [BV2], we denote by h(v) the minimal order (possibly infinite) of the
equivalence classes of v. h( v ) is called the rank of v. Recall that a square
table a = called a net over a ring .R , with index set J if each g ij
is an additive subgroup of R and a ij 9 for j , 1~ E J. Let M( n , R )
denote the ring, without unit element if n = oo , of all n x n matrices with
coefficients in 1~ such that each row and each column contains only a finite
number of nonzero elements. Enumerate the entries of a matrix in

M(n, .I~) by elements in J x J. We shall usually identify a net on with its net
ring which by definition is the subring of M(n, R) consisting of all
matrices a such that aij for all i, j e J. Even if n is finite, M( a) does
not necessarily have a unit. A net of is called a v-net, if all are ideals in R

whenever I ol- k and j v- 1.

3.2. The principal net subgroup is the largest subgroup of

GL ( n ,1~ ) such that each matrix a E G(a) has the property that aij * 3 j
mod where 3 jj = 1 if i = j and = 0 if 

Let e denote the identity matrix and the matrix with 1 in position
( i , j ) and 0 elsewhere. Let E (a) denote the group generated by all ele-
mentary transvections = e + and ~ E Denote by
[v, R ] or simply [ v ] the following net:

The net subgroups G(v) = G(v, R) : = G([v, R]) and E(v) = E(v, R) : =
- E ( [ v , R ] ) corresponding to this net are called the principal and elemen-
tary block-diagonal groups, respectively. Thus the elementary block
diagonal group E ( v ) over a ring R is the subgroup of GL (n , R ) generated
by all elementary transvections such that The ele-

mentary net subgroup E ( v , cr) for a net a corresponding to an equivalen-
ce v is the normal closure of the subgroup E(a) by E(v).

3.3. Clearly E(v, a) S G( a) if and only if a is a v-net. Clearly G( a) is
normalized by E ( v) if and only if a is a v-net. For a v-net Q, denote
by Q + [ v ] the net with ideals (or + = if i ~ j and ( Q + = R
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otherwise. If Q = a + [v] then o~ is called a major v-net. Clearly if on

is a major v-net then = E ( v , Q).
For the rest of this article, all nets are v-nets.
Define C( v, a) to be the largest subgroup C of GL ( n , R ) such

that

If a is major then C ( v , Q) obviously coincides with the normalizer N( Q) of
the principal net subgroup G( Q) in GL(n, R ). On the other hand, if v is the
trivial equivalence (i.e. for all then o~ is a constant net (i.e.
aij = I for some ideal I and all i , j EJ) and E ( v , Q) = E ( n , R , I), 
= GL ( n , R, I) and C ( v , a) = C ( n , R , I) are the corresponding relative
subgroups of level I. In the above situation, or is major means I = R .

The sandwich classification theorem shows that a subgroup of

GL ( n , R ) is normalized by E ( v ) if and only if it fits into a sandwich
E(v, a) £ ... ~ C ( v , Q) for some v-net Q. The subgroup G(a) divides the
sandwich E ( v , (7) ~ ... ~ C(v, a) into two parts. We shall consider only
the group a) in situations when E ( v , Q) is normal in G( a~). De-
note this group by Ki (v , The kind of behavior we expect for net Kl-
and K2-groups is described in the next two propositions in the special case
h(v) = oo.

3.4. PROPOSITION. Let v be an equivalence on N zuith a finite number of
equivalence classes each of infinite order.

(i) For a subgroups H  GL (R) normaLized b y E(v), there exists a
unique v-net or such that E(v, (7) ~ H ~ 

PROOF. The second assertion of the proposition follows in the usual
way from the block version of Whitehead lemma. We leave to the reader
the formulation and proof of the block version. The first assertion follows
easily from lemma 2 of [BV1] or lemma 3 of [S2].

The proposition shows that if h(v) = oo then:

- C(v, Q) coincides with G(a).
- In terms of [Sl], E(v) is strongly polynormal in GL (R) and the

subgroups E ( v , Q) as ~ ranges over all v-nets account for all E ( v )-perfect
subgroups of GL (R ).
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- a) = G(a)/E(v, a) lies in the center of G([v] + c).
In particular, the group Ki (v , Q) is Abelian.

3.5. Let 7 ~ [v] be a major v-net over a ring R, with index set J. Define the
Steinberg group St(v, a) to be the group with generators i ~ j ej,

and the ordinary Steinberg relations: For any 
one has:

Let St ( v ) = St( v , R ) : = St ( [ v , R]). For an arbitrary v-net a , define
St (a) to be the subgroup of St ( v , a~ + [ v ] ) generated by all generators

such that E J and ~ e a ij, and define St ( v , a) to be the normal
closure of St (a) in St ( v , ~ + [ v ] ), or equivalently the normal closure

of St (Q) by the subgroup Im (St(v, R) - St (v , a + [v])) of
[v]).

Let 7T denote the homomorphism xij
H t2~ (~), and define K2 (v, on) to be the kernel of n.

3.6. PROPOSITION. Let R be a ring, v be an equivalence on J and a a major
v-net over R. If h(v) &#x3E; 5 then the group St(v, a) is centrally closed (i.e.
any central extensions of this group splits). If h(v) = oo then St (v, a) is
the universal perfect central extension of E ( v , a).

PROOF. The proof is absolutely the same as in [M, § 5]. (Note that to
establish perfectness, we use a &#x3E; [v].) The rest of the paper is devoted to

investigating Kl and K2 of nets with finite index sets.

4. In the stable range.

Throughout this section, R denotes a ring and sr R its stable rank.
The standard description as in (3.4)(i) of E ( v )-normal subgroups of

GL (n , R ) is not known under a stable rank condition on rings (it was pro-
ved in [VvS] only under a weaker condition). Nevertheless the structure
of the standard sandwiches is similar to that described in the previous
section.

The normality of E(v, a) in was proved in [VvS] for any net
7~ [ v ] whenever h( v ) ~ sup ( sr R + 1, 3 ). Together with Corollary 5.2
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this section, we shall prove a stronger commutator formula (4.3)(iii). The
standard commutator formula will be obtained in the next section under a
weaker condition.

4.1. In the rest of this section, v will be an equivalence on N and Q a v-net
over a ring R. Denote by v (kh) the equivalence on the set J = ~ k , ... , h I
got by restricting v to J and by the v (kh)-net with index set J such that

= or for all i , j E J. If k =1, we write V (h) and instead of v ~ 1 h~ and
respectively. For an equivalence x , denote by x(n1) I the order of

the equivalence class of m.

4.2. THEOREM.

E ( v ~n~ , a(n» is normacl in then the canonical

homomorphisms

are surjective.

PROOF. The proof is easy (see 

4.3. THEOREM. (Injective stability for Kl)

(ii) If h(v ~n~ ) ; sr R + 1 and the ... , nj has nonempty in-
tersection with each equivalence class of v then Kl ( v , a(n» =
= Ki (v , a).

(iii) If x is an equivalence with heX) ;::= sr R + 1 and í is a x-net over
R then

Items (ii) and (iii) follow easily from (i). The proof of (i) will be given
below and is based on ideas in [SuTu]. In the special case of the general li-
near group, it will appear in [Vv2]. The key step in [Vv2] and in our proof is
the so-called Dennis-Vaserstein decomposition.
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4.4. We introduce the following notation. Let a be a matrix and r a net.
Then

- is the set of all rows (columns) of length n over R.
- ai* (a *i) is the i-th row (column) of a matrix a.
- ai * (a *i) is the i-th row (column) of the matrix a-I.

4.5. Without lost of generality we may suppose that + 1. Consider
the subgroups and of the

group H = E ( v ~~ + 1 ~ , ~. (n + 1 &#x3E; ) defined as follows:

4.6. THEOREM. (Dennis-Vaserstein decomposition) Let I v (n + 1) (n +
+ 1 ) ~ I ~ sr R + 2. Then every element g E E ( v ~n + 1), a(n + 1 ) ) can be written
in the form g = Yti, n + 1 (A) Z, where yeP, A E all, z E Q.

We start with some lemmas.

4.7. LEMMA Suppose that I
Then there exists x E Q such that

PROOF. Since I and the column

is unimodular, there exists an a k e R such that the column (uk +
+ is also unimodular. Hence for some pieR ( 2 ~ i ~ n )
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Clearly the elements + 1 ~ k are in a n + 1, n +1 = o~ +1 ~ 
are in Thus the matri-

ces

are in Q. It is easy to see that and tl,n+ 1 ( - À) .
for h =1, 2. Hence x = x1 x2 fits the assertion of the

lemma.
Let X denote the subset in consisting of those ele-

ments g which can be expressed in the form g = ytl , n + 1 (A) z , where 

4.8. LEMMA. Assume that 1, i ~ 1. 7
every element g = ytl, n + 1 (A) z E X can be expressed in the form g =
= 11 tl, n + 1 (~.) z as above where in addition zn + 1, j = 0.

PROOF. Let u = z *j e and w = zj’ * E aj*. By the previous lemma,
there exists a matrix such that ( xu )n + 1= o and ( - A) -
. (A) E P. Then

is the desired factorization.
We are now ready to prove Dennis-Vaserstein decomposition.

PROOF. We shall prove that X is normalized by E ( v ~n + 1 &#x3E; ). Since

this will imply x
1, j ~ n + 1. Clearly E ( v ~n + 1 &#x3E; ) is generated by all tran-

svections ivith i e R and either 
~ i , i ~ 1. Obviously if i ~ 1 and k # n + 1 then t2k (~) normalizes X. Thus we
only have to show that

for all y E Q , 2:eP, k ) = ( 1, j ) can be proved
in the same way).

By the last lemma, one may suppose that in+ 1 , = 0. Straightforward
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calculation shows that
~ ~ -

Since P is normalized by t~, n + 1 ( ~) + 1, the factor in
the first square brackets belongs to P. It is easy to verify that the factor in

the last square brackets is of the form a 0), where z = b 0 and a =
n 

~ v 1 v 1
= b f1 Therefore it belongs to Q. Hence ceZ.

i=l i

An analogue of this result holds also for the Steinberg group and allo-
ws one to prove suryective stability for net K2 (surjective stability for K2 is
practically equivalent to injective stability for Kl , see [SuTu] for the case
of GL (n, R)).

Proof of injective stability of Kl.

It is obvious that E ( v ~n~ , o~ ~n~ ) c GL ( a~ ~n~ ) n E ( v ~n + 1 ~ , ~. ~n + 1 &#x3E; ). We
want to prove the opposite inclusion. Indeed, take a matrix g fl3 1 E
E GL(a(n) n E ( v ~n + 1 &#x3E; , ~ ~n + 1 ~ ). Then by the decomposition theorem (4.6),
it can be expressed as a product

where the matrices y , tl , n + 1 (~ ) and z are written in block form with re-
spect to the partition ( 1, n - 1, 1 ). Multiplying the matrices on the right,
we get ~==0,~=0 and y 33 = 1. Hence, 1 (By 22 E Thus by
definition of P and Q,

Consequently g

5. Over a quasi-finite ring.

Following [Bkl], we call a ring quasi-finite, if it is a direct limit of mo-
dule finite rings. In this section, we shall prove the standard classification
of E ( v )-normal subgroups GL ( n , A ) over quasi-finite rings A, where v
is an equivalence on the set J = {1, ... , n ~ and h(v) ~ 3. It will also be
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shown that K2 ( v , a) is central in St( v , o~) for any over a quasi-
finite ring.

The standard classification theorem breaks into two parts, the sandwi-
ch theorem and the standard net commutator formula. The former follows

by a direct limit argument from the sandwich theorem of I. Z. Golubchik
[G] over module finite rings. So there is nothing to do here. The proof of
the commutator formula over quasi-finite rings is reduced also by a direct
limit argument to the case of a module finite ring. Module finite rings A
over a commutative ring R have the property that if M is a maximal ideal
in R and ,S = R BM then S -1 A is semilocal (by definition, ,S -1 A/(Jacobson
radical (S -1 A ) ) is semisimple) and thus its stable rank sr (S -1 A) = 1. We
shall prove the commutator formula over R-algebras A such that given
any maximal ideal there is a multiplicative set S c R BM such that
sup (sr (S -1 A ) +1,3)~ h( v). The proof will use a localization method of
Bak [Bk1]. Before beginning the proof, we want to reduce to the case
where 1 E c~ 22 for ..., 

5.1. LEMMA.

Suppose that subgroups D and H ~ C of a group G satis, fy the follow-
ing conditions:

PROOF. First, note that [ CD , HD] £ HD by (ii) and (iv) and that the
converse inclusion holds by (i) and (ii). In particular, HD is normal
in CD. We are interested in the subgroup L = [C, D]. It is contained in
C by (iii) and in [CD, HD] = HD. It follows that L ~ HD n C = H(C n D),
and hence [L, D]  [H, D][C n D, D] ~ H by (ii) and (v). On the the
other hand, [L, D] b H by (ii). Lemma 1 from [81] says that if D is per-
fect and [[C, D], D] is normal in C then [[C, D], D] = [ C, D]. But
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and the last group is normal in CD because L and DH are. Thus [C, D] =
= H. It follows that H is normalized by C and hence 

Recall that if ~ is a net then by definition, N(a~) is the normalizer in
GL (n, A) 

5.2. COROLLARY. Let a be a v-net such that h(v) ~ 3. Suppose that

E ( v )N«’’~ + a&#x3E; ~ E ( [ v ] + c~) and the standard commutator formula,
R, aii), R)] = R, hoLds for any ieJ.

Then

and E(v, Q) is normal in G([v] + a).

PROOF. Let D = E(v), C = C(v, a) and H = E(v, ar). Clearly CD ~
~ N([v] + on) and C n D is contained in the block diagonal group with dia-
gonal blocks C( The first assertion follows now from the

previous lemma. To prove the second one, note that is normal in

G = G([v] + a). Also E([v] + on) is normal in G, because it equals [G, D].
It follows that

By definition of C(v, a), the above implies that C(v, ~)G ~ C(v, a). Hen-
ce E ( v , a) is normal in G.

5.3. Let R be a commutative ring, A an R-algebra, and a a net over A. For
a multiplicative subset in R , we denote by S ’~72 the localization of R in
S , by the R-algebra A 0RS -1 R, and by ,S -1 a~ the net over
,S -1 A of ideals In the sequel, quotation marks
will denote the image of an ideal or group under a homomorphism indu-
ced by the canonical homomorphism A -~ ,S -1 A , where will be speci-
fied by context.

5.4. LEMMA. Let A be an R-algebra, a ~ [v] a major net over A such that
h( v ) ~ 3, and s E R. Then for any u E E ( v , ~ s ~ -1 a) there exists a positive
integer m such that «E(s m or) -’ - 

PROOF. The proof is the same as for Lemma 4.6 of [Bkl], because a is
major.
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5.5. LEMMA. Let A be an R-algebra such that the nilpotent radical of A
is trivial and let s E R. Then the ideal sA injects into (s) -1 A and hence,
GL (n, A, sA) injects into 

PROOF. Suppose that s~ E sA goes to 0 Then there is m E
such that s m s~ = 0. It follows that (s~A)m + 1= o. Hence by the condi-

tion of the lemma, s~A = 0. Thus s~ = 0.

5.6. LEMMA. (Vavilov, Stepanov [VvS]). Let A be a ring such that

h( v ) ; sup ( sr A + 1, 3 ), [v] a maj or net over A , K a set of represen-
tatives of the equivalence classes of v, and i E J. Then each matrix a E
E N( Q) can be decomposed as a product a = bu such that u E E(v, a), be
iE N(or), and b2k = 0 for all keK.

5.7. THEOREM. Let A be an R-algebra and v be an equivalence on
J = ~ 1, ... , n I (where n can be infinite). Suppose that for any maximal
ideal M of R there is a multiplicative set such that

h ( v ) ; sup (sr ,S -1 A + 1, 3 ). Then for any v-net a

and E(v, a) is G([v] + Q). In particular if A is quasi-finite
then the conclusions above hold for h(v) ~ 3.

PROOF. The last assertion of the theorem follows from the other as-

sertions, because a quasi-finite ring is a direct limit lim Ai of module fini-
te rings Ai , C( v, -), E( v, -), and G(-) commute with direct limits, and if
Ai is module finite over R2 and S = Ri ~M then sr (S -1 Ai) =1. Thus
sup ( sr (,S -1 Ai ) + 1, 3 ) = 3.
We prove now the rest of the theorem. If v is the trivial equivalence

(cf. 3.3), the result has been proved by L.N.Vaserstein in [Vs1]. By
Corollary 5.2, we have to prove only that E ( v )N«v~ + Q~ ~ E ( [ v ] + Thus
we can assume that (7 ~ [v] is major.

Suppose first that the Jacobson radical RadA is trivial. Let M be a ma-
ximal ideal in R , be distinct indexes from J, ~ E A , and a E We
want to show that there exists an a such that d = e E (a)
for any t7 E R. Choose a set K c J of representatives of the equivalence clas-
ses of v and a multiplicative set ,S satisfying the conditions of the theorem.
By Lemma 5.6, we can decompose the image of a in 
into a product bu where and for
all k E K. Since over all t E S, there is an 
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such that and bpq «a qr» brj e S -1 «a pj». By Lemma 5.5,
GL (n, A, sA) injects into Thus by Lemma 5.4, there is
an n1 z N such that «E(s m Q)»~‘ ; 

For an index l E ~I consider the matrix

/ ." B ~ . ~ - - 1- 1 _ _ n . n - - -

wnere rc e 1B.., x - i iine mrrrmd auove is just a vanauon 01 me w nweneaa

lemma). Set a = s 2m + 2. Then d E GL (n, A, sA) and the image of d in
GL(n, ~s)-1A) is equal to

Thus E (a).
Let U be the set of all t E R such that E (a) for any p E R.

Obviously, U is an ideal in R. If U ~ R then there exists a maximal ideal
M ; R containing U. But this is impossible because we have just proved
that there exists an element a E U which does not belong to M. The con-
tradiction shows that U = R and hence E (a) for any h # j E J,
i z A and a e N(a).

Let now A be an arbitrary R-algebra, satisfying the conditions of the
theorem. Clearly A/Rad A fulfills the conditions of the theorem as well.
Hence H = [E(v), N(Q)] is contained in H’ = A, Rad R) n
n G(a~) and is normal in It is easy to see that H’ ; E(a) D(n, R)
where D(n, R) denotes the subgroup of diagonal matrices and therefore
[H, [H’ , H’ ] ~ E(cr). On the other hand [H, H] ~ E(a), because
[E(a), E(v)] = E ( o~). Thus E ( Q) is normal in N ( Q), since it is the commu-
tator subgroup [H, H] of the normal subgroup H of N(a).

5.8. STANDARD CLASSIFICATION THEOREM. Let A be a quasi-finite ring, v
an equivalence on J = ~ 1, ... , n~ (where n can be infinite) and h(v) ~ 3.
Then the subgroups of GL (n, A) are in one to one corre-
spondence with the subgroups H of the sandwiches E ( v , a) ~ H ~
; C( v , a) where a ranges over all v-nets. Moreover each E(v)-normal sub-
group of GL (n, A) belongs to precisely one sandwich and the mixed
comrrzutator groups [E(v), C(v, or)] = [E([vl + a), C(v, a)] = E(v, a).
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PROOF. Since the functors E ( v , _ ), G( _ ), and GL (n, - ) commute with
direct limits, we can reduce routinely the proof of the theorem to the ca-
se A is module finite over a commutative ring l~. The commutator formu-
la follows now from Theorem 5.7 and the fact that if M is a maximal ideal
in R and S = R~M then = 1 because S -1 A is semilocal. From
the commutator formula, it follows that if a subgroup H is contained in a
sandwich E(v, a) ~ H ~ C(v, a) then [E(v), H] ~ H. Thus H is E(v)-
normal. Furthermore a sandwich containing H must be unique, since
E(v, a) = [E(v), E(v, &#x3E; °)1 5 [E(v), H] ~ [E(v), C(v, a)] = E(v, a), i.e.

E ( v , a) = [E ( v ), H], and obviously E ( v , a) = E ( v , e) ~ a = g. The fact
that each E(v)-normal subgroup of GL ( n , A ) is contained in a sandwich
is a special case of Golubchik’s theorem [G].

Let K be an overgroup of E ( v ) in G( v ). The K-normal subgroups of
GL ( n , A ) are among the E(v)-normal subgroups and the E(v)-normal
subgroups are classified in Theorem 5.8. If the conjugation action of K on
C(v, a~) / E ( v , a) is trivial for each v-net Q over A then the set of K-nor-
mal subgroups of GL ( n , A ) is the same as the set of E ( v )-normal sub-
groups. Thus the nilpotent class of the action of K on C( v , Q) is
an obstruction to the sets above being equal and provides a rough mea-
sure of how much smaller the set of K-normal subgroups is. We shall in-
vestigate this nilpotent class in the next section.

5.9. THEOREM. Let A be a quasi-finite ring, v be an equivalence on
J = {1, ..., n ~ (where n can be infinite) and h( v ) ~ 4. Then for any ma-
j or net Q ; [v], the group K2 ( v , a) is contained in the center of St ( v , a).
Moreover there is a natural action ofG(a) on St ( v , a) extending the ac-
tion of G(a) on E(v, Q) via conjugation.

PROOF. For module finite rings one can take the set

and run it through the proof of the main theorem of [Tu], because Q is
major. The quasi-finite case can be obtained by the standard direct limit
procedure.

6. v-nets as a category with dimension.

In this section, we define the category of v-nets over algebras and
make it and its full subcategory of major v-nets into categories with di-
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mension. Then we show that the natural transformation n : St(v, - ) -
- G(-) is good on the category of major v-nets. In the next section, we
shall combine the goodness of z with Theorem 2.7 to conclude that for a
major v-net Q, the group o~) has nilpotent class - dim ( v , a)
whenever dim ( v , a)  oo and h( v ) ~ 4 , and that for any v-net c~ , the

group G° (a)/E(v , ~) has nilpotent class - dim ( v , ~) + 1, under the sa-
me conditions.

6.1. It will be important in this section to know exactly what is meant by
an algebra and a morphism of algebras, because ground rings will fre-
quently change. An algebra will mean a pair (R, A) where A is an asso-
ciative ring with identity and R is a commutative ring with identity, toge-
ther with a fixed ring homomorphism R ~ center (A) which preserves
the identity. We let ((alg)) denote the category whose objects are all

pairs (R , A ) as above and whose morphisms f : (R , A) -~ (R ’ , A ’ ) are
all pairs of identity preserving ring homomorphisms R -~ R ’ and A - A ’
such that the diagram

commutes. An algebra (R , A) is called module finite (over R), if A is fi-
nitely generated as an R-module. Following [Bkl], we shall call an alge-
bra (R , A) quasi-finite (over R), if (R , A) is a direct limit Ai ) in

((alg)) of module finite algebras (Ri, Ai ). It is easy to check that this de-
finition is equivalent to the one obtained by postulating that each Ri = R.
The concept of quasi-finiteness for algebras is stronger than that for rin-
gs in § 3, because it is not required in § 3 that the ring homomorphisms

where i s j, take the center(Ai ) to the center(Aj ). Let v be a fi-
xed equivalence on a subset J of N. Define the category ((v-nets)) as fol-
lows. An object is a triple (R, A, ~) where (R, A) is an algebra and a is a
v-net in the sense of §3 over A. We shall frequently denote the triple
(R, A, a) by a, if this does not lead to confusion. A morphism
(R , A, (7) 2013~ (72’, A’, a’) is an algebra homomorphism 
- (R ’ , A ’ ) such for all i , j E J. We let ((major v-nets)) de-
note the full subcategory of ((v-nets)) consisting of all v-nets (R , A , a)
such that a is major in the sense of § 3.
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We want our structure squares in ((v-nets)) to be pullback squares,
since the functor G( _ ) on ((v-nets)) preserves pullback squares, and we
want localization-completion squares to be included among our structure
squares, since such squares behave well under Bass-Serre dimension.
However localization-completion squares are not in general pullback
squares, but only when R is Noetherian and A is module finite over R. To
get around this problem, Bak [Bk4] has introduced the notion of finite
completion and constructed localization-finite-completion squares which
are always pullback squares and are well behaved under Bass-Serre di-
mension. We recall what is necessary for the current paper.

6.2. Let ((mod)) denote the category of modules M over commutative
rings R. By definition, an object of ((mod)) is a pair (R, M). A morphism
(R , M) --~ (R ’ , M ’ ) is a pair ( f , g ) consisting of a ring homomorphism
f : R-R ’ and a homomorphism g : M ~ M ’ of Abelian groups such
that g(rm) = f(r) g(m) for all r E R and m E M. For an element s E R, let
M(s) = lim M/s ’ M denote the completion of M at s and let ~s~-1 M denote

i&#x3E;o

the module of (s)fractions of M at the multiplicative set (s) _ ~ s i ~ i ~ 0}.
Let I(s, R , M) Mi) a finitely generated Z-subalge-
bra such that s E Ri , Mi c M a finitely generated ~-submodule}. Obviou-
sly I(s , R , M) is a directed, partially ordered set under inclusion. Define
the finite completion of M at s by . Clearly
_ _ c~~~.y ~y 

M(,) is a module over R(s). Furthermore if R is finitely generated over Z
and M is finitely generated over R then M(s) = M~s~ . The basic facts con-
cerning finite completion are contained in the next four lemmas.

For a fixed commutative ring R , let ((R-mod)) denote the subcat-
egory of ((mod)) of all R-modules (R, M) and all morphisms
( f, g) : (R, M) -~ (R, M’ ) such that f = identity.

6.3. LEMMA. [Bk 4] Finite completion is an exacct , functor on ( (R-
mod)).

PROOF. Any 3-term exact sequence in ((R-mod)) is a direct limit of
3-term exact sequences of finitely generated modules over finitely gene-
rated Z-subalgebras of R. Ordinary completion preserves such exact se-
quences and a direct limit of exact sequences is exact. The conclusion of
the lemma follows.
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6.4. If (R, M) E ((mod)) and then

is called the localization-finite-completion square of (R , M) at s.

6.5. LEMMA [Bk 4] Localization- fi nite-completion squares are fibre
squares.

PROOF. 1 and it is well

known classically that each Ri , Mi ) is a fibre square.

6.6. DEFINITION-LEMMA. [Bk 4] Let (R , A) be an R-algebra and s E R.
Define a multiplication on A(,) as follows. Let x, y E A(s). Choose a, ~3 e
E I(s, R , A) and elements x ’ E (Aa)(s) and y ’ E (Ap)(s) such that x ’ and y ’
represent x and y , respectively. Neither Aa nor Ap is necessarily closed
under multiplication in A. Let fl xi E TI Aa re~resent x ’ and TI yi E

E TI Ap represent y ’. Choose y E I ( s , R , A) such that a ; y , ~3 and
~ ~ 

_ _

AaAaçAy. Define x o y to be the class in Ã(s) of the element of (A,)(s)
defined by I 7hen the product x 0 y is independent of all

choices made and makes A(s) into an 

PROOF. Straightforward.

6.7. COROLLARY. [Bk4] A) is an seR, c A is an

ideal (s) g A(,) is an ideal

PROOF. This follows routinely from (6.3), (6.6), and the proof of
(6.6).
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6.8. DEFINITION-LEMM-A. If (R, A, a) E ((v-nets)) and s E R then the
square

is called the localization-finite-completion square of (R, A, a) at s.

Let LFC((v-nets)) (resp. LFC(( major v-nets))) denote the class of
all commutative squares in ((v-nets)) (resp. ((major v-nets))) which
are isomorphic to a localization-finite-completion square. If S c R is a
multiplicative set, give S the directed quasi-ordering (cf. § 2) defined by
s ~ r ~ ~ u E ,S such that su = t. Let Frac ((v-nets)) (resp. Frac((major
v-nets))) denote the class of all functors F(S, R, A, a): ,S -~ ((v-nets)) (resp.
((major v-nets))), (s) -1 A, ~s~-1 a), where (R, A, a) ranges
over all objects of ((v-nets)) (resp. ((major v-nets))) and ,S over all multi-
plicative subsets of R. Then (((v-nets)), LFC((v-nets)), Frac((v-nets)))
and (((major v-nets)), LFC((major v-nets)), Frac((major v-nets))) are
categories with structure in the sense of (2.1 ) whose structure squares
are pullback squares. Let BS(R) denote the Bass-Serre dimension of R ,
cf. [Bk1]. Define

Then dim is a dimension function in the sense of (2.2) on the categories
above. Moreover if dim (R, A, a) = 0 then the stable rank sr (A) = 1.

REMARK. An important part of the definition of dim is that

dim (R , A , Q)  oo implies (R , A ) in quasi-finite.

PROOF. Obviously we have categories with structure. Lemma 6.5

shows that all structure squares are pullback squares. It is clear that if
(R, A) is quasi-finite then for any element s E R and any multiplicative
set S c R , every algebra in the localization-finite-completion square
LF’C(s , R , A) and the algebra (S -1 R , S -1 A) are quasi-finite. It fol-
lows therefore from the Induction Lemma 4.17 of [Bkl] that dim is a
dimension function on both categories with structure. Suppose
dim (R , A , a) = 0. Since A is quasi-finite over R , A is a direct limit of mo-
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dule finite R-subalgebras Ai. Since BS(R ) = 0, it follows that R is semilo-
cal. Thus Ai is semilocal. Thus sr (Ai ) = 1. But a direct limit of stable
rank 1 rings has stable rank 1. Thus sr (A ) = 1.

For the proof of the goodness lemma below we shall use smash pro-
ducts of rings and v-nets. By definition, the smash product of a

ring A with itself has as elements those of the Cartesian product A x A.
Addition is defined componentwise and multiplication by the rule

( b , a ) ( b ’ , a ’ ) = (bb’ + ab ’ + ba ’ , aa ’ ). If Q and Q are v-nets over A such
that ae c Q and ga c p then one defines the smash product p X a similar-
ly and becomes a v-net over If a and e are major v-nets,
then so is Let (b, a) -a, and 
( b , a) - b + a. B oth f and g are ring homomorphisms and are commonly
split by the homomorphism A -A XA, a-(0, a). They induce mor-
phisms f : g m (7-~ a and v-nets, and f is split by the
v-net map Moreover if then g is split by the
same v-net map.

Let be v-nets over A such that ae c e and If
L : ((v-nets)) - ( (groups ) ) is a functor, set L(a, e) = Ker (L( f ) :

Give L(a, e) the L(a)-action defined by the conjuga-
tion action of on and the split exact sequence

. 

L(f)
L( a, o) ~ L(a). denote the composition of the ho-’ 

T {~B

momorphisms Obviously

/~p:L(c~~)2013~L((y) is a precrossed module whose associated smash
product group L(a, o) AL(a) (defined just prior to (1.11)) has a canoni-
cal identification L(a, Q) A L(a) with 

Let G(-), E(v, _ ), and St(v, _ ): ((v-nets))- ((groups)) be defined as
in § 3 and let .7r : St(v, - ) - G( _ ) denote the canonical natural transfor-
mation. Let g c a be v-nets on A such that oro c o and The proof of
the goodness lemma below will use tacitly the following facts.

Since the square

is a fibre square of v-nets and the functor G( _ ) preserves fibre squares,
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it follows that the map G( a, a) - G( a) above is an isomorphism. Al-
though the functor St( v , _ ) does not preserve fibre squares, using the re-
lations (3.5) defining St(v, - ), one can show (see for example the proof of
[M] (6.1)) that St(v, a, a~) --~ St(v, a) is an isomorphism providing
h( v ) ~ 4 and o~ is major. It follows that h,,,,: E(v, or, Q) - E(v, of) is an
isomorphism under the same conditions.

6.9. GOODNESS LEMMA. The natural transforrr2ation ir above is good in
the sense of (2.6) on the category with structure (((major v-nets)),
LFC((major v-nets)), Frac((major v-nets))), providing h(v) ~ 4.

PROOF. It is straightforward to check that St and G commute with
arbitrary direct limits. Any localization-finite-completion square

LFC( s , R , A, Q) such that dim (R , A , a)  oo is a direct limit of sub-

squares LFC( s , Ri , Ai , where Ri is Noetherian and Ai is module fini-
te over Ri . It suffices to show that each square LFC( s , Ri , Ai , is jr-

good. Given i, one can show as in the proof of Lemma 4.10 in [Bkl] that
there is an n ~ 0 such that s nAi is s-torsion free. It suffices therefore to
prove the following:

(6.9.1) If (R , A ) is quasi-finite, n ~ 0, and Q is a major v-net such that
is s-torsion free then LFC( s , R , A , Q) is a a-good square.

By definition, it suffices to show that the commutative cube of pre-
crossed modules
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satisfies (1.11)(i), (ii) and (iii), and that the associated cube of smash pro-
duct groups

satisfies (1.10)(i) and (ii) and Im (St(v, -~ &#x26;(g)) is
a normal subgroup of Condition (1.10)(i) follows from
Theorem 5.9. Condition (1.10) (ii) follows from the standard equations
for elementary transvections, which are spelled out under (3.5)(1)-(3),
and the fact that h( v ) ~ 3 and a is major. A little extra care has to be ta-
ken in the case of E(v, 5~))? because 5(g) is not major,
but only &#x26;(g). The normality of E (v, sna(s) A in follo-

ws from Theorem 5.7. Condition (1.11)(ii) follows from the fact that loca-
lization-finite-completion squares are fibre squares by Lemma 6.5 and G
preserves fibre squares. Condition (1.11)(i) has 2 parts. We demonstrate
first the injectivity of E(v, 5(~ sn~~s~) -~E(v, ~s~-l~~s~). Since is s-

torsion free and finite-completion is exact by Lemma 6.3, it follows that
s n a(s) = (s n (T)~s~ is s-torsion free. Thus the canonical map 
- ~s)-1 is injective. Thus the induced map G(s n ~ G( (s) -1 is in-

jective. Thus E(v, Q~s~, is injective. To demon-
strate that the rest of condition (1.11)(i) and all of condition (1.11)(iii) are
satisfied, we can reduce to the case that A is module finite over a Noe-
therian ring R , because any quasi-finite algebra is a direct limit of such
algebras and the functors involved commute with direct limits. Under
the assumption that A is module finite over a Noetherian ring 1~ , condi-
tions (1.11)(i) and (iii) are verified respectively in (6.12) and (6.13) below.
This completes the proof Lemma 6.9.
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6.10. Suppose that A is module finite over a Noetherian ring R. Let o~ be
a major v-net over A. Let s E I~ and let

w -TIX-f - k-1)

denote the localization-completion square of (I~ , A , or) at s. Our next

goal is to show that for any nonnegative integer n , the canonical

map

of coset spaces is bijective.
For a major v-net r on A , let denote the set of all formal pro-

where ?7k = ± 1 Consider the following
IL - 1

formal products

Let denote the union of and the empty product. 
has an obvious rule of composition

~ ’101’ ~ ,,, - A.

such that denotes the empty product and y E Y ± 1 ( z) then
~y = y. If we form equivalence classes on Y±1 (z) by deleting formal

products under (i) from elements of Y ± ( z) or inserting formal products
under (i) into elements of then the rule of composition above is
well defined on equivalence classes and the result is the free group on
the symbols y~~(~) such that ~ If we form equivalence classes by de-
leting formal products under (i) and (ii) from elements of Y ± 1 ( i) or in-
serting formal products under (i) and (ii) into elements of Y ± 1 ( i) then
the composition on is well defined on these equivalence classes
and the result is the group St( v , r). If X is any set then it is evident that
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a map 8 ’ : induces a map St( v , i) --~ X ~ it is constant on
the equivalence classes above. (Note that if 8’ is constant on equivalence
classes above then all of the formal products under (i) and (ii) and the
empty product 0 go to the same element of X. It is often helpful to think
of this element as the base point of X.)

- -- I ’1 -- , . 1 . 6 , . ---.. - -- I ... -- I ... J. " 1 ~ .. --- _ - -

Following Bak

[Bk2] (7.13), we call an element
7

a good

approximation for

It is routine to check that 0 and ~ e
is an such 

Thus any element of Y ± has a good approximation.
The good approximation of the empty formal product 0 e y:t 1 is by de-
finition the element 1 The next lemma shows that the

map

is well defined, providing h(v) ~ 3, and that it induces a retract for 8.

6.11. LEM~ Suppose in the setting of (6.10) that h(v) ~ 3. If x,
x ’ E St ( v , ( s ~ -1 a) are good approximations for the same element of Y :t 1
then x ’ x -1 e cp(St ( v , a, It follows that the map 0’ is well de-

fined. Furthermore 8’ is constant on equivalence classes of y:t 1 ( r) and
sends formal products representing naturally elements of
T , (St (v, ~~s~, s to the trivial coset cp(St (v, a, s n a)) of
St( v , ~ s ~ -1 a)/St( v, a, s n a). It follows that 8 ’ induces a map

which is a retract of the canonical map B in the other direction.

PROOF. Suppose 
set

so that x = x, and x ’ = xi . Since x and x ’ are good approximations of the
- - - ~ , - - - - nlt.

same element of we have the inclusion
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e Since the localization-completion square of v-nets in (6.10) is
fibred, it follows that Thus

We shall prove by induction on h = L, L - 1, ... , 1 that
xh e a, s 2h + n U) ). It has just been shown that the assertion is
true if h = l. Consider the element

obviously the first factor belongs to cp(St(v, or, s2h+na». By the induc-
.., -1 (S ( a, s 2 h+1 + n ~.)). Now, the same argu-10n assumptIon, h + 1 h + 1 e cp tv, a, sa. ow, e same argu-
nents as in Lemma 4.6 of [Bkl] or in Lemma 7.9 of [Bk2] show that

E cp(St(v, a, s 2h + n a)). This is where the assumption that h(v) ; 3
.s required.

It follows now that 8’ induces a well defined map 
Q, If the formal product y ’ is obtained from

,he formal product y by either deleting from y a formal product under
D or (ii) or inserting into y a formal product under (i) or (ii) then it is
,Iear that we can pick a good approximation x for y and x ’ for y ’ such
;hat For example, suppose and y =

Then we could pick a

- 1 = x ’ . Thus 8 ’ induces a well defined map 
i

~ St(v, or, sn a). Suppose that , ,uch

Then any good approximation x =

= fl of y has the property that The proof
k=1

has been given already in the first paragraph above. Thus x E

a, Finally suppose represents naturally an ele-
ment of 5(s), and x is a good approximation for y. Then
one checks similarly that x e a, Thus 8 ’ induces a well de-
fined map

Moreover if x then x is a good approxima-
tion of the formal product

I

which represents 
/Y 1

Thus 8’ induces a retract of 0.
The next result is a generalization of the special case in [Bk2] (7.16)

where v has only one equivalence class.
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6.12. THEOREM. Suppose in the setting of (6.10) that h(v) ~ 3. Then 8 is
a bij ection, with inverse the map induced by B ’ in (6.11 ).

PROOF. In view of (6.11), it suffices to show that 8 is surjective. Let

1 ~ y E St (v, (s) - 1 &#x26;(,) ) and be a representative

of y. Let x be a good approximation of y. The proof will be complete, if we
can show that y 1JI’ ( x ) -1 E cp ’ (St( v , &#x26;(s), But this is proved routi-
nely using the methodology in the first paragraph of the proof of
(6.11).

6.13. LEMMA. Suppose in the setting of (6.10) that h(v) ~ 3. Then the
canonicaL map sur-

jective.

PROOF. Let z # 1 E E ( v , a). By definition, E E(v, (1(s). Refor-
mulate the concept good approximation above by replacing
St (v, (s) by St(v, Q~s~), by St(v, a~), and

by Let ye represent Let x’ E

E St ( v , a) be a good approximation for y. Let x denote the image of x ’ in
E ( v , ~). The methodology in the first paragraph of the proof of (6.11)
shows that 1JI(z) ~(x)-1 E E(v, Q~s~, Thus zx -1 E E(v, a, sna), by
definition. Clearly zx -1 is a representative of the class of z in

E(v, a).
Let or and Q be v-nets over A such that and Qu c Q. Define

Note that ha, e: G(or, Q) ~ + Q) maps G( a~, Q) isomorphically onto
~(o) ~ G(a + Q).

5.14. THEOREM. Let A be a quasi-finite R-algebra and a a major v-net
5ver A such that h( v ) ~ 4. Let n ~ 0 and s E R be such that s is s-tor-

~ion free. Then corresponding to a localization-finite-completion squa-
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re LFC( s , R , A , a), there is a Mayer-Vietoris sequence of nonstable net
K-groups
-- 1 11 B 1 B........ / I B - 1 B.

Moreover the Mayer-Vietoris sequence is natural in LFC’s.

PROOF. The conclusion of Theorem 1.8 provides the natural Mayer-
Vietoris sequence we want. The hypotheses of Theorem 1.8 demand pre-
cisely that the commutative cube

,-, .. ~ ,-,

satisfy conditions (1.4) (i) - (iv). By Lemma 1.5, it suffices to show that
the canonical map

is bijective, the map E(v, &#x26;(8)’ s no~~~~) - E(v, (s)-1 &#x26;(8) injective, and con-
dition (1.4)(iv) satisfied. But this has been shown already in the proof of
(6.9.1).

7. Nilpotent structure of net K1 and sandwich classification.

Let St( v , ~ ) and denote the Steinberg
net group functor and net group functor, respectively, defined in § 3. Let
,n : St ( v , _ ) --~ G( _ ) denote the canonical natural transformation. Let
G = G-l ~ Go &#x3E;- - - - ; ... ~ E ( v , _ ) denote the dim-filtration of 7r on
G defined in (2.5) for the dimension function dim defined in (6.8).
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7.1. LEMMA. If G = G( -1) ~ G~°~ ~ ... denotes the dim-filtration of
~c restricted to ((major v-nets)) on G restricted to ((major v-nets)) then
G(i) and Gi agree on ((major v-nets)).

PROOF. is a morphism of v-nets and a is major then so is (}.
Let J be a group which is operating automorphically on a group H. A

chain H = H 0 ~ H 1 ~ ... of subgroups of H is called a descending J-cen-
tral series, if each H is invariant under the action of J and the subgroup
DJ(Hi) :_ «Xh)h -1 1 x e- J, he H) 

The main result of the section is the following theorem which genera-
lizes results in [Bk1] § 5, particularly Theorem 6.5, concerning the spe-
cial case that v has only one equivalence class.

7.2. THEOREM. Let a denote any v-net. If h(v) ~ 2 then Go (a) is a normal
subgroup of G( [ v] + a) and the action

of G([v] + Q) on G(a)IG’(a) by conjugation is trivial. If h(v) ~ 4 then
the filtration

is a descending G’([vl + a)-central series of normal subgroups of
G([v] + a) such that if i ~ dim (a) then

Furthermore under the notation of § 4, the stabilization maps

are injective whenever v(n) ~ ~ sup (i + 2, 2). (Notice that this an in-
jective stability result without any stability conditions on a.) Finally if
the underlying ring A of a is commutative, a is major, and de-

notes the usual special linear group of rank n then
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PROOF. The proof of the last assertion is the same as that in [Bkl]
(3.7) for the special case that v has just one equivalence class.

The stabilization assertions follow directly from Theorem 4.3 and the
definition of Gi.

To prove the first assertion, it suffices, by the last assertion in (2.5),
to establish the special case that dim (Q) = 0. Let A denote the underly-
ing ring of Q. By (6.8), sr (A ) = 1. Thus the special case follows
from (4.3)(iii).

It remains to prove the second assertion. To establish the descending
G°([v] + ar)-central series, we can assume that Q = [ v ] + Q is major. We
would be finished, if we could apply Theorem 2.7. The hypotheses of (2.7)
are precisely that the natural transformation x : St (v, - ) ~ G(-) is good
on ((major v-nets)) and that E(v, Q) is normal in G(a) whenever
dim (a~)  oo . But the former hypothesis is proved in Lemma 6.9 and the
latter in Theorem 5.7. It follows also from Theorem 2.7 that 
= E ( v , Q) whenever i ~ dim ( Q). Thus for an arbitrary v-net Q, G( Q) n

whenever i -&#x3E; dim (a), because

dim ( Q) = dim ( [ v ] + Q). The inclusion [G( Q) n E ( v , [ v ] + a), C ( v , 
~ E ( [ v ] + a) follows immediately from Theorem 5.7.

Let N ~ 0. Define dim[ - N]: ((v-nets)) ~ Z~ 0 U f oo I by

By (2.8) and (6.8), dim [ - N] is a dimension function on the category with
structure (((v-nets)), LFC ((v-nets)), Frac ((v-nets))). Let 
~ ... denote the dim [ - N]-filtration of the natural transfor-
mation x on G.

7.3. COROLLARY. Let N ~ 2. Let (R, A, a) be a v-net such that h(v) ;
; N ~ srA + 1. Then all of the conclusions of Theorem 7.2 hold a, f ler Gi is
replaced by Gl’l.

PROOF. The proof is identical to that of Theorem 7.2.

7.4. THEOREM. Let a denote any v-net. if h(v) ~ 3 then the action

of G’([vl + a) on C(v, a)/G’(a) by conjugation is trivial. If h(v) ~ 4
then the filtration
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+ ... &#x3E; E(v, a) is a descending G° ( [ v ] + a)-central series of normal
subgroups of C(v, a) such that if i ~ dim (a) then

PROOF. To prove the first assertion, it suffices, by the last assertion
of (2.5), to establish the special case that dim (a) = 0. Under this assum-
ption, and by Theorem 5.7, [E ( v , [ v ] +
+ a), C(v, a) ] = E(v, a), i.e. the action of E(v, [v] + a) on C (v, a)/GO(a)by
conjugation is trivial. The rest of the proof is the same as that of Theo-
rem 7.2.

7.5. COROLLARY. Let N &#x3E; 0. Let a denote any v-net. Then all of the con-
clusions of Theorem 7.4 hold Gi is replaced by 

PROOF. The proof is identical to that of Theorem 7.4.
The next result generalizes [Bkl] Theorem 6.25 concerning the spe-

cial case v has just one equivalence class.

7.6. NILPOTENT SANDWICH CLASSIFICATION THEOREM. Let A be a quasi-
finite ring and v an equivalence on J = ~ 1, ... , n ~ (where n can be infi-
nite). Suppose h( v ) ~ 4. Then the subgroups of GL ( n , A)
are in one to one correspondence with the subgroups H of the disjoint
sandwiches E(v, a~) ; H ~ C(v, a) where a ranges over all v-nets. Fur-
thermore if F ~ G° ([v] + a) and F normalizes H then

is a descending F-central series such that if i ~ dim (a) then

In particular, if F : t ~ormaLizes H and dim ( Q) 

is a descending F-central series.
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PROOF. The theorem is an immediate consequence of Theorems 5.8

and 7.4.

7.7. COROLLARY. Let N ~ 0. If h(v) ; 4 then the conclusions of Theo-
rem 7.6 remain valid replacing dim by dim[ - N] and Gi by 

PROOF. The proof is exactly the same as that of Theorem 7.6.
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