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OPTIMAL SOFTWARE RELEASE PO LI Cl ES FOR SOFTWARE
RELIABILITY GROWTH MODELS UNDER IMPERFECT

DEBUGGING (*)

by P. K. KAPUR O and R. B. GARG (2)

Abstract. — In this paper we discuss two software reliability growth models {SRGMs) under
imperfect debugging basedon non-homogeneous Poisson process (NHPP). Parameters of the models
are estimated and optimal release policies are discussed. Numerical results are presented at the
end.

Keywords : Release policies; software; Imperfect debugging; Life cycle.

Résumé. - Nous examinons dans cet article deux modèles de croissance de fiabilité de logiciels
sous l'hypothèse de correction imparfaite des erreurs, en se basant sur un processus de Poisson non
homogène. Les paramètres du modèle sont estimés et les politiques optimales de mise à disposition
publique sont examinées. Nous terminons avec des résultats numériques numériques.

INTRODUCTION

Software error occurance phenomenon has been studied extensively in the
literature with the objective of improving software performance. After the
software has been developed its life cycle may be considered to consist of
two phases e.g., testing phase and opération phase. During both these phases
software is run and may fail at times due to errors remaining in it. On a
failure an attempt is made to correct the cause of the failure. However, it is
not always possible to fmd the cause of the failure and remove it. This
may be attributed to lack of suffîcient knowledge about the software, poor
documentation of the software, etc.

It is also of utmost importance to find the appropriate release time of the
software. If the release of the software is unduly delayed, the manufacturer
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may suffer in terms of penalties and revenue loss, while a premature release
may cost heavily in terms of fixes to be done after release and may even
harm manufecturer's réputation, Therefore, manufecturer must have some
idea about the possible attributes of the software like its initial error content,
failure rate, reliability at time t and its potential release time. Several models
have been developed in the past to estimate the attributes of a software
System. Review articles by Shanthikumar [7], Yamada and Osaki[8]> Goel[2]
summarise most of these models. AU of them assume that the error removal
phenomenon is perfect. However, in reality this is not always true,

In this paper we develop two models based on NHPP incorporating the
concept of imperfect debugging. The two models considered are exponential
and modifîed exponential reliability growth models based on NHPP. Para-
meters of the models are estimated and optimal release policies based on cost
and reliability criterian are discussed. Total cost incurred on the software
until it is supported also includes the cost incurred on those failures which
could not be removed. Our release policîes also tend to minimise such a
wasteful expenditure. Optimal release policies for similar models uader perfect
debugging can be found in Okumoto and Goel[5]5 Yamada et al [12, 13].
Finally numerical examples are also presented at the end.

MODEL Î

Assumptions

1. Software System is subject to failures during exécution caused by errors
remaining in the software.

2. Failure rate of the software is equally affected by errors remaining in
the software*

3. At any time the failure rate of the software is proportional to the errors
remaining in the software at that time.

4. On a failure instantaneous repair effort starts and the following may
occur:

(a) fault contents are reduced by one with probability p0;
(b) fault contents are unchanged with probability 1 — p0.

It is assumed that pö%> 1 — p0.

5. Software life cycle length is assumed to be more than optimum release
time.

6. The error removal phenomenon in the software is modelled by NHPP.
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Notations

a : initial error content.
b : proportionality constant (failure rate per error).
p0 : pr { repair effort removes a fault }.
m2 (t) : inean number of faults removed in the software till time t.
m(t) : mean number of failures in (Q? t].

C i ( Q ) : c o s t incurred on a perfect (imperfect) debugging effort before
release of the software System.

C3 (C4) : cost incurred on a perfect (imperfect) debugging effort after release
of the software System (C3>CU C4>C2).

C5 : testing cost per unit time.
T* : optimal release time.
Te : software life cycle length,

Analysis of model I

The following differential équation may easily be written

dm2(t)/dt = bPo(a~m2(t)) (1)

and soîving it we get

m2 (0 = a (1 - exp ( - bpQ /)). (2)

Mean number of failures in (05 t] is given by

m (0 = a (1 - exp ( - bp0 i))fp0. (3)

This model has also been discussed in [11],
If/>0 = l, m(t) = m2(t) and coïncides with Goel and Okumoto[l]. The

NHPP intensity function is given by

bpot) (4)

ït may be noted that X(t) is decreasing in t with X(0)-ab and &(oo) = 0,

Estimation of parameters

Suppose the data on n failure occurance times s(s±, s2? . . ., sn) where
(0<sx S$2 - • • ^sn) a r e observed during testing. Then the likelihood function
for the unknown parameters a and b (assuming /?0known) in the NHPP
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model with m (t) given s is

n

m(s„))l\X(Si) (5)

(refer [1]).

Taking log of the likelihood function maximum likelihood extimates â and
S can be obtained.

Alternatively, suppose the data on cumulative number of failures
yk(Q<yi=);2 • * * ~yn)

 m a given time interval (0, tk] are observed
[(*:== 1, 2, . . . n), (0<t1<t2 . . . <tn)]. Then the likelihood function for the
unknown parameters a and b is

± v v j ^ n C m ^ - m ^ . , ) ) ] (6)

(refer [10]).

Taking log of the likelihood function, maximum likelihood estimâtes â and
S (assuming p0 known) can be obtained.

Now, to estimate a and b (p0 is known) in (3) we make use of the data
given in [1]. The data is on time intervals between software failures and
consists of 26 observations during testing. We have assumed that the data
pertains to failures under imperfect debugging. Using the likelihood function
in (5) the maximum likelihood estimâtes of a and b (assuming po = 0.S) are
a = 27.195, £=0.007238.

Optimal release policy

We détermine a software release time T such that the total expected
software cost is minimised or total expected gain is maximised subject to
software reliability being not less than a specifîed reliability objective.

Mathematically, we may state, minimise

. (7)

or maximise

g (T) = ((C3 - CJpo + (C4 - C2) (1 -p0)) m(T)-C5T (8)

subject to

(9)
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where 0<R o < 1 andx>0.
It may be observée! that maximising gain is same as minimising cost.
From the cost function, it is observed that

dC(T)/dT=0 if X(T)^CS/(D2-D1) (10)

where

l-p0) and D2

Thus if ab>C5/(D2-DJ, finite and unique T= T0(>0) satisfying (10) exists.
While ifab^C5/(D2-Dll dC(T)/dT>0 for T>0.

Moreover, for a spécifie operational time requirement x>0 and reliability
objective Ro, it is evident that if R(x\0)<Ro< 1, finite and unique
T= 7\ (>0) exists satisfying

R(x\T) = R0 (11)

while if 0<Ro^R(x\0), R(x\T)>Ro for T>0.
Combining the cost and reliability requirements we may state the following

theorem for optimal release policy.

THEOREMI: Assuming C3>C1>0, C4>C2>05 C5>0, x>0 and0<Ro<\:
(1) ifab>C5/(D2-D1)andR(x\0)<R0<h 7^ =
(2) ifab>C5/(D2-D1)and0<Ro^R(x\0)9 T*=
(3) ifabSC5/(D2-D1)andR(x\0)<R0<l, 1* =
(4)

Numerical example: Using Û = 27.195, 0 = 0.007238 and Po = 0.8, we discuss
optimal policy for the software System described in [1]. We assume Cx = 1.1,
C2 = 0.6, C3=10.0> C4=10.0, C5=1.0, 7; =500.0, x = 2.0and,Ro = 0.8. Using
these parameters, To = 99.0, 7^ = 97.0 and iî(2.0|0)<0.8. From Theorem 1
we get r* = rnax(r0, 7^ = 99.0, Le. software should be released after testing
for 99.0 units of time (jîgs. 1 and 2).

MODEL II

1. Failure rate of the software is affected by type I (minor) and type II
(major) errors remaining in the software.

2. On a type I (type II) failure, instantaneous repair effort starts and the
following may occur:

vol. 24, n° 3, 1990
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Figure 2

(a) fault contents are reduced by one with probability px (pz)i

(b) fault contents remain unchanged with probability (1 — Px)((l ~~

(c) it is assumed thatpx>(l~Px) and/?2^(l~p2)<
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3. Failure rate of the software due to type i(i- 1,2) errors is proportional
to the remaining type i(i= 1,2) errors in the software.

Other assumptions are same as in Model I.

Notations

a: initial error content.
ri (r2) '• proportion of type I (II) errors in the software, rx + r2 = 1.
b(: proportionality constant for type i (/= 1, 2) errors (failure rate per type

i error).

Pi : pr {repair effort for a type i (j = 1,2) failure removes the fault}.
m2i(t): mean number of type i faults removed in the software till time

r (i=l,2).
/M;(0 : mean number of failures due to type i errors in (0, t] (i= 1,2).

Cu(C2d' c o $ t incurred on a perfect (imperfect) debugging effort on a
failure due to type i error before release of the software System (i= 1,2).

C3|(C4|): cost incurred on a perfect (imperfect) debugging effort on a
failure due to type i error after release of the software System (C3i>Cu,
C«>C2d(i=l,2).

C5 : testing cost per unit time.
r* : optimal release time.
Tc : software life cycle length.

Analysis of Model II

Proceeding as in the case of Model I, mean number of type i errors removed
in (0, t] is given by

1=1,2 (12)

mean number of failures due to type i errors is, therefore, given by

OT.(/) = !lf!(l-€-i»iPi»)> Ï = 1 , 2 (13)
Pi

and

vol. 24, n* 3, 1990
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The NHPP intensity function is given by

2

Estimation of parameters

Proceeding as in the case of Model I we make use of the data given in [3]
to estimate a, bx and b2 (pu p2 known). The data is on the number of major
(major+ critical) and minor errors detected on a weekly basis and consists
of 38 weeks of test data. Using the likelihood function in (6) maximum
likelihood estimâtes of a, b1 and b2 are obtained as â = 424.36,
£1 = 0.3983x 10~3, £2 = 0.1370xl0~3 (assuming ^ = 0.8 and/?2 = 0.6) where
r^O.64 and r2 = 0.36.

Optimal release policy

Proceeding as in Model I, optimal release policy can be obtained, which is
summarised in Theorem 2.

THEOREM 2: Assuming C3i>Cu>0, C4f>C2l>0, C5>0, x>0, 0<R0<\
and let

2

(1) if a Y (Du-D^rfb^Cs and R(x\0)<Ro<\, 7̂  =

2

(2) if a X (D2t-Dldr,bt>C5 and0<Ro^R(x\0), T* = TQ;
i=\

2

(3) if a £ (Dv-D^ribaCs and R(x\0)<Ro<l, T* = Tl.

2

(4) if a X (D2i-Du)ribaC5 andO<R0^R(x\0), T* = 0.
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Numerical example: Using â = 424.36, £x =0.3983 x 10~3, £2 = 0.1370 x 1 0 ' 3

and j?1 = 0.8, p2~0.6 (r1~Q.64, r2 = 0.36) we discuss optimal release policy
for the software System described in [3]. We assume C n = 2.2, C2 1 = 1.2,
C12=12.0, C22 = 7.0, C31 = C4 1 = 40.0, C32 = 400.0, C4 2 = 150.05 C5=10.0,
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Tc = 750.0, x = 3.0, Ro = 0.7. Using these parameters, TQ = 96.0, Tx = 296.0 and
i?(3.0|0)<0.7. From Theorem 2 we get r* = max(r0, 7\) = 296.0 (figs. 3
and 4).

Particular cases

If we assume perfect debugging (/?1=p2
 = l)WÎ(0 m (14) agrées with [10].

If we further assume b1 = b2, m(t) agrées with [1,5].

CONCLUSION

We have considered two models based on NHPP with imperfect debugging
and discussed optimal release policies based on cost-reliability criterian. Cost
also includes the cost incurred on those failures which could not be fixed
during the development and operational phases. Similar extensions are pos-
sible for iS-shaped [13] and Inflection S-shaped [4] SRGMs. However, we feel
in these cases, it is better to replace the reliability constraint with failure
intensity function, which must decrease ultimately for any software error
détection phenomenon. However, these results will be brought out in a future
paper.
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