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TWO METHODS FOR MULTICRITERIA
HIERARCH12ATION OF DISCRETE ALTERNATIVES (•)

by Gheorghe PÂUN (*)

Abstract — The former method starts by numerically estimating the adequacy and the inade-
quacy (with respect to the initial data) ofeach statement "the alternative i appears in on aggregate
hierarchy on the j-th place9* and constructs a preorder which maximizes the ratio of total sum of
adequacy values by the total sum of inadequacy values for the associated hierarchy. The latter
method involves usual concordances and discordances (as those in ELECTRE method) and tries to
construct a preorder relation on the alternatives set by choosing a set of pairs of alternatives which
again maximizes the ratio of total sum of concordances by the total sum of discordances. For both
methods there are optimal algorithms.

Keywords: Multicriteria décision making; Pseudoboolean programming; ELECTRE method.

Resumé. — La première méthode utilise des indicateurs cTadéquation et dinadéquation (cohé-
rents avec les données initiales du problème) à chaque proposition du type « F alternative i apparaît,
dans la hiérarchie agrégée, en j-ième position » et construit, ensuite, la hiérarchie qui maximise le
ratio de la somme totale des valeurs d! adéquation sur la somme totale des valeurs £ inadéquation.
La deuxième méthode fait intervenir des concordances et des discordances similaires à celles dans
les méthodes ELECTRE et vise à construire une relation de préordre (sur les alternatives) en
choisissant un ensemble de paires d'alternatives qui maximise de nouveau le ratio de la somme
totale des concordances sur la somme totale des discordances. Pour les deux méthodes, des
algorithmes optimisants sont proposés.

1. INTRODUCTION

Although there are so many methods for multiple criteria décision making
(MCDM) (see [3, 5, 7, 8], etc.), there is room for further methods. In
fact, the well-known Arrow's impossibility theorem [1] simply "forbides" the
existence of a completely aceepted method, one that can make useless any^
different one. More practically speaking, there are various gaps in the "perio-
dic table" (like the Mendeleev's one) of MCDM methods. The two procedures
we present hère deal (of course, without escaping Arrow's theorem conclusion)
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(*) University of Bucharest, Division of Systems Studies, Str. Academiei 14» Bucuresti,

R-7O1O9 Romania.

R.A.LR.O. Recherche opérationnelle/Opération Research, 0399-0559/84/03 263 16/1 3.6Ô
© A FCET-Bordas-Dunod



264 G. PÂUN

with the problem of constructing a hierarchy on a (discrete) set of alternative
actions evaluated (not necessarily numerically) from more points of view;
from now, by MCDM we shall understand this particular problem. Some
features of these methods deserves to be emphasized:

— they work in "concordance-discordance" terms, hence seem to use most
of the information contained in initial data;

— they have an optimal character from two points of view: have explicit
quality criteria which should be maximized and have algorithms which maxi-
mize these criteria;

— when there are more optimum solutions, both methods provide us ail
these solutions;

— the first method may produce aggregated hiérarchies containing gaps,
a frequent phenomenon in actual décision making ("the first rank is assignée
to alternative î, the second is not granted, the third...");

— both methods are pollynomially convergent, hence they are tractable.

2. THE FIRST METHOD

As usual in MCDM problems, let us consider a set of action alternatives:

A = { a l , a 2 9 . . . 9 a n } 9

evaluated from m points of view (criteria):

whose relative importance in the concrete framework of décision is specified
by means of given weights (positive real numbers):

wl9 w2, . . ., wm.

The MCDM question is to construct a hierarchy of the alternatives (in
most cases, a preorder relation on A is looked for) which fits as well as
possible with the initial data. The passing from the words "fits as well as
possible..." to a concrete unambiguous quality criterion is the real task of
MCDM (as well as the practical task to construct an optimal hierarchy
according to this criterion).

Generally speaking, let us assume that for each alternative at and for each
integer j , 1 ̂ j ^ n9 we can evaluate two parameters:

R.A.I.R.O. Recherche opérationnelle/Opérations Research



MULTÎOMTEEIA HIERARCHIZATION OF ALTERNATIVES 2 6 5

CIJ=the adequacy (with respect to the input data) of assigning action at to
the place j (l is the best place, n the worst one) in one arbitrary hierarchy
on the set A;

<fu=the inadequacy of assigning at to the rank ƒ
We assume cUj to be as greater and ditj to be as smaller as the proposition

"af occurs on place/' is more concordant with the initial data. Moreover,
we assume cu€R+ , du€R+9 dIti>0 for ail i,j (R+ is the set of nonnegative
real numbers).

Then, a natural criterion to evaluate the quality of a hierarchy:

h = (ah9 ah, . . . , ait)9 A = { aiv . . . , ain},

is

and this value is as greater as the hierarchy h is better.
We are lead to the foUowing (more gênerai) pseudoboolean [4] program-

ming problem: Let C,D be two nxm matrices, C = (citi), D = (du), cu€R+ ,
dij6R+ —{0}. Forann-tuple T=(j1J2, . . .,jw), lè / i^w, l g ign , consider:

«u,

I du,

and:

Define the set:

PROBLEM: Find (ail) éléments in the set O (C, Z>).

The problem was completely solved in [2] by means of the foUowing
algorithm: For C9D as above, we construct the string of n-tuples Tl as
follows:

(i) r o °= ( i , i , . . . , i ) ;
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266 a PÂUN

(H) if Ttl**(juh> • • J»X thea Tf~(ju ... J ,- l tJW< + i , . . . JJ» where
j \ is choosed in such a way that:

*C.J>(7Ï) = ***** FCtö((/i, . . . J,-t» r , j l + 1 , . . .,

and jj #/f only when:

Clearly, there is Jk0 such that Tk
0

+i^Tfc
0 for ail k^k0. Let ** be the

smallest fc0 as above and dénote $t (C, D, ro°)= T î̂.

THEOEEM 1 [2]: st (C, D» T0°)g0 (C, D).
Consider now an «4uple T-(jx,j%,. . . J J e O (C» D) and define the sets:

We dénote ^ ( C ^ r ) ^ ! ^ , ^ , . » .,s»)15,6^(7),

THEOREM 2 [2]: For a»,F Te O (C, 2>) we have sï'{C> D,T)=*O (Q D)«
Consequently»

O (C, D ) - J / ' (C, Z>> j / (C, D, To
0)).

In words, the algorithm proceeds as follows:
Step L Construct an arbitrary initial solution TQ>
Step 2. Improve componentwise the current solution.
Step 3, If the above improvement is effective, then go to Step 2, otherwise

go to Step 4.
Step 4 Construct the sets Jt (7$), 1 gj^n, as described above.
Step 5. Construct all the n-tuples T=(su .. .>sj9 s^J^T^), l<*iSn,

Stop.

REMARK 1: The best positions on each row do not provide us a global
optimal solution. For, let us consider the following example:

3 2\ tl 1\

2 « > "-{* 7J-
R.AXR.O. Recherche opérationnelle/Opérations Research



MULTICRITERIA HIERARCHIZATION OF ALTERNATIVES 2 6 7

Although:

howeven

Cui+Cta _ 6 < S ^ Ct,A-!-c24
d i ,2+d2 # 2 8 6 i i 4 " M 2 4

A computer program was described in [2] which solves this problem,
Returning to our MCDM problem, the only question which we have to

answer is to suitably define the parameters cUi and dup associated to each
pair (alternative i, rankj), l£UjSn> for given initial data. We present here
only some suggestions for the ordinal case (when the initial data consists
of m hiérarchies on A, induced by the m criteria). Dénote by pl(a0pj) the
place of the action at in the hierarchy induced by the criterion pr Then, the
adequacy of assigning aL to the place j in an aggregated hierarchy can be
evaluated by:

or by:

m

whereas the inadequacy can be evaluated by:

orby:
m

Other such évaluations remain to be considérai and checked.
Let us remark that this approach to MCDM can lead to partially filled

hiérarchies (the algorithm in [2] can choose more éléments on the same
column, hence more alternatives on the same place and thus some unoccupied
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ranks appear). Moreover, the method provides us all the hiérarchies of
maximum quality and we can choose that solution which satisfies some
further restrictions*

3. ANOTHER METHOD OF HIERARCHISATION

This method starts by considering adequacy and inadequacy values associa-
ted to each pair (u{9 Cj) of alternatives. As in ELECTRE method, for example
[6], let cu be a measure of the "concordance" of considering the alternative
af better than the alternative as in an aggregated hierarchy and difJ be the
"discordance" of placing at bef ore a^ We assume again C £ J G R + ,

Our goal is to introducé a total preorder relation on the set A Such a
relation can be defined starting from a given set of pairs ïn AxA and
transitively closing the mutual relationships induced by these pairs, Ctearly,
at least n—\ pairs must be considered in order to obtain a total relation
on A. Moreover, when ail n ( n - 1 ) pairs (aif a;), i~tj> in A x A are considered,
then we obtain a total preorder relation on A, but no structure is introduced
in this way: all the alternatives are considered on the same ievel of quality.
Consequently, we have to find the smallest set of pairs (at, aj) which induces
a total preorder relation on A and which fits in the best way with the initial
data by means of our indicators of adequacy and inadequacy,

Thus we are lead again to a pseudoboolean programming problem, namely,

maximise *

where C|»<ij€R+, ^,-#0, for ail U 1 â * S ^ X|€{0,1}» subject to:

n

for given &g«.

First» we shall solve this more gênerai problem and then we shall return
to MCDM questions. We again prefer an ad hoc framework, instead of
pseudoboolean programming theory.

R.A.LR.O. Recherche opérationnelle/Opérations Research



MULTICRITERIA HIERARCHIZATION OF ALTERNATIVES

Let C=(ct), D=(dd, 1 £i£n, be two vectors of real numbers,
and let T=(Jt,j2,. . .,jj, 1 £ƒ, g n, j , *;, for all i * r. We dénote:

d{>0,

, D)=max { VCfD(T)\ for all

PROBLEM: éléments in the set:

Ok(C9D)-iT\VC9D(T)-Mk(C9D)}.

Let us note that the first fc positions in the decreasing order of the
numbers ci\di do not constitute a solution. Indeed, let us consider the problem
characterized by:

C=(4,2,3), Z>=(7,4,2).
Although;

however:

dt+d3 9 d2+d3 6

therefore(l, 3) #O2(C,D).
The problem can be solved by an algorithm similar to that described in

the previous section. Let us consider the following string of fc-tuples (denoted
by T/):

(ii)if

0*1»

then

vol. 18, n° 3, août 1984



270 G.

where fr is choosed in such a way that:

\ for f * l r—

U for ail l£i£k, *#r, and j ; ^ j r only if:

(iii) T s°+1-T/.

Clearly, there exists s0 such that T°^Ts%t for all s ^ V We dénote
$tk (C, P, To°)=: TX where s* is the smallest s0 as above.

THEOREM 3: In the above circumstances, sik (C, D, T0°)iOk (C, D).

Proof: Let ^ k ( C , D, To)~(j%>j2>.. ,jk) and consider a fe-tuple
(s^ . . ., s*) 6 0* (C,D). Suppose that sék (C, D, To°) # Ok (C, D), hence:

£ \ £<*
* ^ k

Let ƒ : {1,2». . . , k} -+ { 1,2, . . ., k } be an one-to-one mapping such that
ƒ (f)=r whenever s(=jr For éach i=1,2». . . ,k we have:

k k

Z ij, Z ^-^ / w+4,
Indeed, when jf^—Si, then we obtain an equality and whQnjf{i)^siy then we
obtain a (not necessarily proper) inequality because the algorithm of construc-
ting the vector $tk (C, D, ro°) does not change the vector (jx>. . . ,jk) when
one tries to replace cJm by cSf.

We eliminate the denominators and sum all the above k + \ inequalities
(at least the first one is proper) and we obtain:

i«l t=i

£ ck i dH+i £ dj £ cA-
and finally 0>0, a contradiction.
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MULnCRlTERIA HÏERARCHIZATIONf OF ALTERNATIVES 271

In conclusion, thc above algorithm (start by an arbitrary initial solution
and improve it componentwise while this is possible) constructs an optimal
solution of our problem. AH the optimal solutions can be found in the
following way. For T€-Ok(C,D\ T=(ju . . . j ^ , let us consider the sets:

A (T) - { r\ r *j9 5 - 1 , 2, . . ., i - 1 , ï -h 1, . . ., k,

and VCt»((ju ,

for each U 1 ̂ ^ * » and define;

or ail

THBOHEM 4: For each TGÖk(C,D) we have sé'k (C, D, T)&Ok (C, D).

/* Let juj\ e Jf (I) and jpJJ € J? (7), for i < *, j \ ¥>j'v We dénote:

k k

therefore:

that is:

(1)

(2)

(3) a+cA+Cj^A#k(C, />)

Calculating (1) minus (2) we obtain:

(4) «*~«ji-M* <c^ D>

and from (3) minus (4) we obtain:

thatis:

vol 18, n° 3» août 1984



272 G. PÂUN

Consequently,

0"i> • • -Ji-i,foji+i> • • -Jt-iJ'tJt+u • - . J») € Oà (C, D).

Consider now ji9j\eJ?(T), jJ'teJ*(T), ùf.eJUT), for î
ft&ft^J&Ji- From the above argument we get that both the following
/c-tuples are in Ok(C9D):

0l> • • •*Ji-l*Ji*Ji+l9 • • •> Jt-uJUJt+U • • 'tJs-DJ&Js+l* • • •>./*)>

O'l> • • • yJi-uJbJi+l* • • •tJt-ltJUJt+l* • • •> Js-U f&Ja+U • • •>./*)•

From ;f j ; e Jf (T) we obtain:

therefore JVJ; e J? (Tt) and 7^^ e Jj (Tf). Using again the first part of the
proof for Tr we obtain:

0*1» • • • »Ji-liJi9Ji + 1> • • -yJt-l'

In the same way one can prove that each fc-tuple in *$/£ (C, D, T) belongs
toOk(C,D).

THEOREM 5: For each TeOk(C,D) we have Ok(C,D)Qs/k (C, D, T).

Proof: Consider T= (il9 î2, . . .9ik)e Ok (C, D) and let Jj (T), 1 ̂ Ï ̂  fe,
be the sets constructed as above. Let us suppose that
Ok(C9D)-s/k(C9D,T)^0 and let T = (ju • • -.A) be an element of
Ok(C,D) which does not belong to sék (C, D9 T) and no permutation of T
belong to this set. Consequently, there exists indices t9 1 ̂  t ̂  k9 for which
j t $J*(T). We permute the séquence T in such a way that whenever
js€{ii9 . . . , ik}, then j s = is. Let us dénote by S the set {1,2, . . . , k }, by Sx

the séquence of indices t for which jte ff (T) and by S2 the séquence of
indices t for which j , £ J* (T). Clearly, S! U S 2 = S, Sx p | S 2 = 0 , S 2 # 0 and
Sx also contains those positions for which js = i& moreover, in any séquence
of the form (i^, . . . , ïr-i»/r **r+i> • • • » h) w e have jr^is for each s^r (in other
words, each such séquence is a—not necessarily optimal—solution of the
problem).

R.A.I.R.O. Recherche opérationnelle/Opérations Research
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As j teJ* (T), teSi$ we obtain:

k

* = l

k

E

As;, t Jl (T), teS2, we have:

_

k

E

We eliminate the denominators of these relations (they are strictly positive),
then we sum them member by member» and, by denoting:

k k

« - E <v P - E ̂

we obtain:

that is:
(Jk-l)a+ I cis<M,(C,D)(fc~l) p+Mk(C,D) S dJs.

5 = 1 S = l

As Teö*(C,D), we have:

therefore:

vol. 18, n° 3, août 1984



274 G. PÂUN

and, from the previous inequality, we obtain:
le k

£ cJt<Mk(C,D) £ i},
5 - 1 S = l

This means that (jl9. . . Jk) is not an optimal solution of the problem, a
contradiction. In conclusion, T e sf'k (C, D9 T), hence

Ok(C,D)Çst'k(Ç$D9 T)

and the proof is over.
Consequently, Ok(C,D) = tf'k (C, D, j / t (C, D, To

0)).
The following theorem can be useful when we actually have to solve the

previous problem:

THEOREM 6: For C,D,k as above, let us consider the set:

M= \j ^ = max ^ 1, card M=/>.
C dj ISiZndi)1. Ifk^p, then:

Ok (C, />)= {(il9 . . ., ik) | ij+i, and ij 6 M /or eoeft ; }.

2. Ifk>p, then for each:

TeOk(C9D)9 T-(* , . . . , g ,

we
Proof: We use the following assertion whose proof is left to the reader: if

then

VC.D(S)%— for all S#S.

1. Clearly,

I

R.A.LR.O. Recherche opérationnelle/Opérations Research
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and the inequality is proper if and only if there is s, l^s^Jk, such that
ctjdis< max (c /̂d^). Point 1 of the theorem f ollows f rom the above assertion.

2. If k >p, then T contains at least an element which does not belong
to M, hence:

-T5 <max j .
d

Using again the above mentioned assertion, we obtain point 2 too and the
proof is complete.

A significant result with respect to our initial purpose, that of MCDM, is
the next theorem, which enlightenes the dependence of Mk(C9D) on the
values of k.

LEMMA 7: For C,D as above, we have

Proof: Let us consider the vectors:

Tk = (!*!,. . .,***)eOk(C,D),

We dénote:

hence:

k k

« - y c* B.= y i
k """"" / -« ^ff* Hk /y j if

JMk(C,ö), ^ M k +
Pk Pk+l

and for each T'=(fi, . . . , $ , 1 ûïjûn, we have:

Pk

vol 18, n° 3» août 1984
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Therefore, for each r - 1 , 2 , . . .,Jk-f 1, we obtain:

Pk

We eiiminate the denominators, add the obtained k -f1 inequalities and we
obtain:

hence:

therefore;

P*

that is M*(C,D)^MH1 (C,D) and the proof is terminated.

Let us now return to our initial problem. For given vectors:

=(ct, c^ . . ., c;(l|wl)) (concordances),

^=(di, d ,̂ , . . , d'ttiH^t)) (discordances),

we use the above algorithm for fc=n~-l and construct the set of k-tuples
of pairs of action alternatives corresponding to vectors (i1, . . . , ik%

k k

l£ij£n(n— 1), such that ir^is for r ^ s and Y* tyYé ^i- *s ntaximum. If

the reflexive transitive closure of some such /c«tuple of pairs of alternatives is
a total preorder relation on the set À^ then the problem is solved. In the
opposite case, we either increase k by one and look for (fc -f l)-tuples of pairs,
or we construct all fc-tuples of pairs associated to vectors (iu . . ,,ik) for
which VCtD((ilf.. ., ik))^Mk+i (C, D) (better than a (k + O-solution, but not
necessarily optimal for k—see Theorem 7). By repeating thîs procedure» we
can eventuaily find an s-tuple of pairs which leads to a total preorder relation
on A9 is optimum with respect to the quality criterion VCJ} and has the
smallest s. This is the aggregated hierarchy which solves our MCDM problem.
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4 FINAL REMARKS

Both the above methods request a large amount of calculus, hence they
need a computer in order to be practicalîy implemented. However, the
algonthms are easy to be programmed and they seem to be rapidly conver-
gent.

Indeed, let us assume that C—{c^, D=(dt) are vectors of positive rational
numbers. By multiplying these numbers by a positive constant we obtain two
vectors CyD' which lead to an equivalent problem, in the sensé that

Mk (C, D') = Mk (C, D), 0k (C, D') = Ok (C, D\

Consequently, it is sufficient to examine the convergence for C, D constituted
of integers. Clearly,

VC,D k. max di max dt

k, max ct

Mk (C, D)^ 1-f'-w = max c(.
k

At each step of the algorithm (a step means the replacing of a component
of the current solution, thus strictly improving its quality), the current solution
quality increases at least by:

1

k2 max df

Consequently, the algorithm finds an optimum solution in at most:

m a x c. ) k2 max df <k2 max ct max df
i^i^n max dt

steps. Each such step involves at most n—k trials to improve the current
solution, hence the algorithm converges pollynomially.

A similar argument works for the algorithm in [2] presented in Section 2.
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Note: Useful discussions with M. Bâlutâ and V. Dobreseu are acknowled-
ged, as well as many helpful remarks the référée made on an earlier version
of the paper.

REFERENCES

1. K. J. ARROW, Social Choice and Individual Value, Wiley, New York, 1963.
2. M. BALUTA, V. DOBRESCU and GH. PÂUN, An Algorithm for Solving a Certain

Problem of Optimal Choice, Stud. Cerc. Cale. Ec. Cibern. Ec, Vol. 2, 1978,
pp. 95-102 (in Rom.).

3. G. BERNARD and M. L. BESSON, Douze méthodes d'analyse multicritère, Rev. Fr.
aut. inf. rech. oper., Vol. V-3, 1971, pp. 19-66.

4. P. L. HAMMER and S. RUDEANU, Méthodes booléennes en recherche opérationnelle,
Dunod, Paris, 1970.

5. C.-L. HWANG and K. YOON, Multiple Attribute Décision Making. Methods and
Applications. A State-of-the-Art Survey, Springer, Berlin, 1981, Lecture Notes in
Economies and Mathematical Systems, No. 186.

6. B. ROY, Classement et choix en présence de points de vue multiple, Rev. fr. aut.
inf. rech. opér., Vol. 2, No. 8, 1968, pp. 57-75.

7. J. SISKOS, G. WÂSCHER and H.-M. WINKELS, A Bibliography of Outranking Approa-
ches (1966-1982), LAMSADE Cahier, Vol. 45, 1983, Univ. Paris Dauphine.

8. M. K. STARR and M. ZELENY, éd., Multiple Criteria Décision Making, Vol. 6, 1977,
in Studies in the Management Science Series, North-Holland, Amsterdam.

R.A.I.R.O. Recherche opérationnelle/Opérations Research


