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Abstract 

W e show that the dec imat ion on the 2 Z 2 - l a t t i c e for the two-dimen-
s ionnal Is ing model leads to a non G i b b s i a n measure at low t empera ­
ture . W e provide a complete proof of a result sketched by van E n t e r 
et al .[5]. W e also describe how we could restore this Gibbs ianness , 
investigating, following the terminology of M a e s et a l . [ l l , 12, 13], the 
a lmost Gibbs ianness and the weak Gibbs ianness of this so-called dec­
imated measure. 
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1 I n t r o d u c t i o n 

I t has been pointed out during the last decades that some pathologies may 
occur by using Renormalization Group Transformations (R.G.T) to vari­
ous Gibbs measures [5, 12, 13, 1, 3, 7, 11]. A lot of examples are known 
and these transformations lead to new families of random fields. A main 
question is how to restore the Gibbsian formalism to these measures, ful l f i l -
ing Dobrushin's claim everything in the world is Gibbsian'. After a quick, 
and non-exhaustive, description of the Gibbsian formalism, we study one of 
the simplest transformations leading to non-Gibbsianness: the decimation 
transformation on the two dimensionnal Ising model. We prove that , at low 
temperature, the image of any Gibbs measure for this model by this trans­
formation cannot be Gibbsian. This proof was sketched i n [5]. I n the last 
section, we describe briefly what has been done to restore the Gibbsian for­
malism for those 'pathological' measures. We shall apply this to our example 
elsewhere. 

2 S p e c i f i c a t i o n s a n d G i b b s m e a s u r e s 

We introduce here the basic notions we need to define Gibbs measure, almost 
Gibbs measures and weak Gibbs measures. The reference for this section, 
and throughout this paper, are [9, 5]. 

2.1 Preliminaries 

2.1.1 T h e configuration space -

Let ( f i , j F , m) be a probability space defined as follows: 

E is a finite set, and £ a cr-algebra on i t , 

5 is a countably infinite set, 

A n d let mo be an a priori finite measure on (E,£). 
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We define 1 then the product space ft = Es w i t h its product cr-algebra 
jr _ £<g>s a n c j u s u a ] product measure m = m ® 5 . 

The elements of ft w i l l be denoted by Greek letters CJ, cr, r and for each 

w 6 (Î, we denote LJ{ the value of LJ at the site i G 5. We often call these 

random variables spin* (at site i). 

I n the main part of this paper, we w i l l consider : 

ft = { - 1 , + 1 } Z * , S = 7 > ( { - l , + 1 } ) , m 0 = + 

i n order to modelize the two-dimensionnal Ising model, which w i l l more 
briefly be called 2d-Ising model. 

We w i l l always denote by S the set of all the finite subsets of 5. 

Moreover VA G <S, we note ft\ = EK and CJA the canonical projection of 

LJ on HA-

We also define, for all A C 5, f A to be the a-algebra generated by the func­

tions (a; (jJi for i G A ) . 

2.1.2 Topology and locality on fi 

The space ft is called the configuration space and w i l l also be equipped w i t h 

the usual 2 product topology (wi th respect to the discrete topology on E). 

As the so called single-spin set E is finite, a typical neighbourhood of LJ G ft 

is given by 

A / A ( ^ ) = { ^ 0"A = ĉ AjCr arbitrary outside A } w i t h A G 5. 

For the 2d-Ising model a basis of neighbourhoods for LJ is given by the sets 

of the form (A/H)H>O where 

A/H(U;)={<7 : a = LJ on A ^ and a is arbi trary outside A H } 

1 F o r more details about integration and measure theory, one could consult [6, 15]. 
2 F o r any topological informations, see [4, 10]. 
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and AR is a square in Z 2 of lentgh 2R centered at the origin, R being any 
integer str ict ly positive. 

Definit ion 2.1 [locality and quasilocality] A function / : f t —• R is said to 
be local i f 3A G S such that / is -measurable, i.e / depends only on a 
finite number of spins. 
A function / : ft -> R is said to be quasilocal i f i t is a uniform l i m i t of some 
sequence of local functions / n , i.e : 

l i m sup I fn(u>) - f(u) | = 0 
n->°° wen 

o 

The lemmata (2.1) and (2.2) provide a caracterisation of quasilocal func­
tions which could be usefull. The proofs come from [9]. 

L e m m a 2.1 ; 
A measurable function f on ft is quasilocal if and only if 

l i m sup I f(uj) - / (cr) | = 0 (1) 

O 

Here the convergence3, called " convergence along a net of finite subsets 
of S directed by inclusion ", should be taken as: 

" m / ( A ) = a 

iff 

Ve > 0,3 K€ e S s.t S 3 A D K€ =>\ / ( A ) - a \< e 

As S is directed by inclusion, one can consider the convergence along the 
following particulars nets. 

3 See [10, 5]. There is no need to add any further requirement on Ke: it is not a 
convergence in the Van Hove sense. 
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Definit ion 2.2 [Cofinal sets] A subset So of S is called cofinal i f each A G S 
is contained i n some A G So. o 

For example, is S = ZD for d > 1, then the set 

5 0 = { [ - n ^ n S , n > 1} 

of all centered cubes is cofinal. 
As S is countable, one could show that there always exists a cofinal set SQ 
and moreover, i t is always possible 4 to chose So = ( A n ) n 6 N w i t h A n G A n + i 
and l i m ^ o o A n ^ f U n eNA n = S. 
P r o o f of the l e m m a 2.1: 
Let us first prove that each quasilocal function has the property (1). Let / be 
quasilocal. By definition, there exists a sequence (fn)neN of local functions 
such that 

U m s u p | / „ ( w ) - / ( u ; ) | = 0 (2) 

Vu;, <T G fi , 

I f ( u ) - f ( a ) I < I f n ( u ) - f { u ) I + I f n ( a ) - f ( a ) | + | / n ( w ) - / n (<r ) | (3) 

Let A G S and let u;,cr G fi such that u; A = <rA. The above inequality (3) is 
obviously also true, hence we obtain 

sup I / ( w ) - / ( a ) I < 

2 sup I / B ( w ) - / ( « ) I + sup I / » - / n(<x) I (4) 

Let e > 0. The equation (2) yields: 

3N > 0, Vn > N, 2sup | / n (u ; ) - f(u) \ < e 

Let n> N. 
fn is a local function: there exists A n G S such that fn is ^A„-measurable. I f 
A D A n , then for CJ, <J G fi such that u A = &A, we have | / n ( ^ ) — fn(o') | = 0. 
Using equation (4) we obtain: 

Vc > 0, 3 t f c = A n s . t 5 9 A D ^ = > sup | f(u>) - / (<j) | < c 

4 T h e family of all subsets of S is not countable, but 5, family of all the finite subsets 
of 5, is countable. 
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and the first statement of the lemma is proved. 
Let / be any measurable function w i t h the property (1) and let So = ( A n ) n € N 
be a cofinal sequence of S w i t h A n C A n + i and l i m ^ o o A n = U n eNA n = S. 
Let cr G fi be any arbitrary configuration and define a sequence ( / n )neN of 
local function by: 

/ n M = f{uAncrs\An) 

Vn € N , f n is ^ r A n " m e a s u r a b l e , then i t is a sequence of local functions. 
Let us recall the equation (1): 

l i m sup I f(u) - / (cr) | = 0 

W i t h A n and So defined above, we obtain: 

l i m sup I / ( " ) - / ( * ) | = 0 

Here we have: 

I / „ ( « ) - f ( u ) 1=1 / (u ; A n crs \A n ) - / ( « ) I 

and then 

SUP I fn(u>) ~ f(u) I = SUp J f(uAn<TS\An) ~ / M | 

< sup I / ( W ) - f(a) I 
w,(76n,wAn=(7An 

hence 

l i m sup I fn(u>) - f(u) | = 0 
n->°° «en 

and the lemma is proved. 
o 

Thus 5 , as pointed out i n [9], a non constant tail-measurable function can 
never be quasilocal. 

5 T h i s result could be used at the end of the 3 d part to prove the non-quasilocality of 
the decimated measure. 
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E x a m p l e A function is said to be tail-measurable i f i t is measurable w i t h 
respect to the so-called cr-algebra at inf ini ty Too == ^KZSFK*- For ex­
ample, one could consider the event 

A = {u : l i m , } , uj{ = 0} 

where A n is any cofinal sequence and | A n | = ca rd (A n ) . The indicator 
function of this event, defined by f ( u ) = 1A(W) is tail-measurable, non 
constant and non quasilocal ( i t is obviously non continuous, then non 
quasilocal by lemma (2.2) below.), 
o 

Moreover, i n our particular case, we have the the following 

L e m m a 2.2 ; 
When the single-spin space E is finite, f: —y R is quasilocal iff f _ is 
continuous: o 

Proof: 
Assume first that E is a separable metric space and endow Ct w i t h the product 
topology of the product metric d. Let / : Cl —y R be uniformly continuous 

Ve > 0, 3r] > 0, VCJ,a G ft, d(u;,cr) < r? | /(CJ) - f ( a ) | < c 

Using the previous lemma, we want to prove that / is quasilocal by proving: 

l i m sup I / H - f(a) | = 0 

The definition of the product topology insures that there exists Kt G S such 
that VA € <S, A D A ' C , CJA = <?A => d(u,cr) < rj which implies, by uniform 
continuity, | f(u>) — f(a) \ < e. Hence / is quasilocal. I f E is finite, i t is a 
compact metric space and so is ft. Every uniformly continuous function on 
fi is continuous and then every continuous function is quasilocal. 
Let us prove now that , when E is finite, every quasilocal function is contin­
uous. The product space Cl is equipped w i t h the product topology of the 
discrete topology on E and one could prove that 

% , a ) = ^ 2 - ^ ) l { ^ , . } 

tes 
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where n: S —> N is any bijection, is a metric for the product topology on ft. 
Let / be a quasilocal function on ft. Lemma (2.1) yields: 

l i m sup I f{u) - f(a) | = 0 

and then 

Ve > 0, 3Ke G S s.t S 3 A D K€ = • sup | f{u) - / ( a ) | < e 

Let us fix a; G f i . The previous statement yields 

Ve > 0, 3Ke GSs.tAD K< 

Ver G ft s.t crA = w A , | / ( w ) - /(cr) | < e 

and the expression of the product metric 5 yields to 

3r, > 0 s.t 5(u;, cr) < 7/ = • | / ( w ) - /(er) | < c 

which proves that / is continuous, 
o 

2,1.3 Interact ions and Hami l ton ians 

Definit ion 2.3 [potential (or interaction)] A potential $ is a family $ = 
($A)A€S of functions indexed by the finite subsets of 5 

$ A : ft — > R 

u i — • 

such that VA G <S, $A is ^ -measurable , o 

Definit ion 2.4 [Hamiltonian w i t h free boundary condition] VA G <S, the 
map 

is called Hamil tonian at volume A w i t h free boundary condition (for the 
interaction $) .o 
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R e m a r k 2.1 

As the sum involved in the definition of this Hamiltonian has a finite number 

of finite terms, these objects are always well defined. 

Definit ion 2.5 [Convergent interaction] A potential $ is said to be conver­

gent i f the sum 

AeS,AnAÏ<è 

exists \fuj £ Q and VA G S . o 

R e m a r k 2.2 

• By the existence of this sum, we mean the convergence of the net 

Œ,Aes,An\ïQ,AcA ®A{v))*es to a finite l i m i t as A f 5 . Using cofinal 

sequences (definition 2.2), one could show that there is no need to fix a 

sequence of increasing volumes along which the l imi ts have to be taken 

and i t is enough to take A along an increasing sequence of a cofinal 

set. Moreover, those sums can be convergent without being absolutely 

convergent (see [13, 10]). 

• I f we do not precise the way this infinite sum is done, could be 

ill-defined. Let us consider the potential $ defined on { — 1 , + 1 } Z by 

v c € n , m « ) = r ^ - r ^ A = { i , j } 

h - j I 
= 0 otherwise 

Let A € S and define B — { i 6 Z , uj{ = + 1 } . One could wri te 

E $ ^ H = E $ A ' ( w ) + E 
A&S,An\^ AeS,An\£<t A£S,AnA?<b 

where A ' = A f) B and A " = A n B c . Here, 

A€S,AnA& AeS,An\ï<b ijeZ 1 J * 

and the series are not convergent, whereas is well-defined i f we use 

nets as above. 
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• When the interaction has finite range, as we w i l l define i t later, those 
series are always finite and we do not have to precise the way those 
infinite sums are taken. 

Definit ion 2.6 [Hamiltonian at volume A w i t h boundary condition r] Given 
a convergent potential $ , we can define, V r G fi, VA G <S, the following 
Hamiltonian at volume A w i t h boundary condition r , 

H t : n - + R 

u H j » = H*(u,ArAc) H=f H * ( u | r ) 

where U;ATAC is the configuration which agrees w i t h u i n A and w i t h r i n A c . 
o 

R e m a r k 2.3 

A convergent potential is regular enough to define this Hamil tonian at finite 
volume w i t h boundary condition, but i t won't be enough to define the so-
called Gibbs specifications. Thus, we need the 

Definit ion 2.7 [Absolutely convergent potential] A potential $ is said to 
be absolutely convergent i f and only i f 

V t € S, | | * | | , - 1 * £ s u p I * A ( W ) | < + o o ( 5 ) 

w h i c h is e q u i v a l e n t to t h e c o n d i t i o n : 

VA e S, | | * | U = S U P I I < 0 0 

o 

E x a m p l e : finite range potentials 
We say that a potential $ has a finite range i f there exists ReR such 
that $ A / 0 diamA < R where diamA = s u p t J - 6 5 \\i — j | | . One 
could ectsily check that a finite range potential is absolutely convergent 
i f and only i f $ A is bounded for all A € S. A typical example is 
provided by the 2d-Ising model studied in the t h i rd part. 
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E x a m p l e : A convergent potential non absolutely convergent 
This example comes from one of Sullivan [18]. Let us deal w i t h a slight 
modification of the one dimensional Ising model: take fi = { — 1 , 1 } Z 

and define a potential $ such that VA G «S, Vu; 6 fi 

$A(u>) = i f f w.- = + l V t € A = {ifc,...,]fc + n - l } , * € Z 

= 0 otherwise 

Thus $ is non nul l only for the finite sets of adjacent sequences in Z 
on which the spins are all + 1 . 
We prove now that $ is a convergent potential, and even more, we 
prove that i t is uniformly convergent i n u. We have to prove that 
for a l l A € 5 , the series H^(CJ) = Y^AnA^Aes $A(V) a r e uniformly 
convergent i n u. One could show that i t is enough to prove i t for 
A = { 0 } (see [5]). Thus, following the remark (2.2), we only have to 
prove that the sequence (Y^ABO,AQAN $AM)JVGN, w i t h A;v = [—N,N], 
converges uniformly in u>. Equivalently, we can prove that the sequence 
(UN)N&I defined by 

UN = sup I ^2 I 
AB0,AC\Ac

NjW 

converges to zero when N goes to infinity, but 

E •*(«) = E E 
A^0,AnAc

N^ k>N A3Q,\A\=k ieA 

where \A\ = card(A). Let u G fi. We can distinguish three different 
behaviours. 

u is the "+"-configuration: V i G Z , Ui = + 1 . 
We have: 

E • x M = E ( * + 1 ) T # 
A30,AnAc

N£Q k>N 

A t least one sequence of " + " is semi-infinite around the origin: 
We shall do i t i n one direction only, say left: 
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3 n 0 > 0 s.t : uno = —1 and = + 1 Vi G Z , i < n 0 

Here, 

ABQ,ACiAe

N& k>N k>N 

no sequence of is infinite around the origin: I n such a case, 

3ni G Z+ s.t uni = - 1 and ux = + 1 Vz G Z + , i < nx 

3n2 G Z " s.t cu n 2 = —1 and cjt- = + 1 Vz G Z ~ , z > n 2 

and then, 

V N > max(n i , - n 2 ) , $A(W) = 0 
A 9 O f A n A ^ 0 

I f we consider now N > max(n i , —n 2 ) , we obtain 

o < ^ = s u P | E * A H I < I E ( * + 1 ) ^ - I 

and the term on the right is the ta i l of a well known alternated conver­
gent série. Thus, this potential is uniformly convergent. 

But i t is not absolutely convergent: 

2N 

A30 ,A C A„ n=0 U 

2N 

E n + 1 
n2 

n=0 

and this is well known as a non-convergent série. Thus, this potential 
is not absolutely convergent 6. 

6 T h e same kind of examples is, for the same reasons, provided if instead of ^ in the 
definition of the potential, one take any sequence ( c n ) n 6 N such that the série J2ncn is 
divergent and the sequence ( n c n ) n € N is a decreasing sequence which converges to zero. 
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R e m a r k 2.4 

• I n the li terature, absolutely convergent is sometimes replaced by ab­
solutely summable ( [ 7 , 1 1 , 9 , 5 ] ) or uniformly absolutely summable 
( [ 1 , 1 3 ] ) . 

• Requiring for a potential to be absolutely convergent w i l l be enough to 
define a Gibbsian specification associated w i t h this potential, and then 
to provide a 'reasonnable' modelization of the physical properties of the 
system. This actually seems to be too strong, and this strenghening 
causes the troubles we have in the 3d part . 

2.2 Specifications, quasilocality and Gibbs measures 

The main references for this section are again [ 9 , 5 ] . 

2.2.1 Specifications 

Definit ion 2.8 [Specification on (îl,^*)] A specification is a family 7 = 
{TA, A G S} of maps 

7A : fixjr—+[0,1] 

(u;, A) 1—y 7 A A ) = F jA(A\uj) 

which satisfy : 

1 . V A G ^ i*,7A(A|-) is jFAc-measurable. 

2. Vu; G Î7,7A(-|U>) is a probability measure on (H, J 7 ) . 

3. WB G Ĵ AC , 7A(#|U;) = 1B(") 

4. I f A C A ' are finite sets, then 7A'7A = 7A' where 7A'7A is a map on 
x T defined by 

7A/7A(a;,A) =7A'7A(A|CJ) = / i^{A\J)^K\dJ\u) 
Ja 

o 

R e m a r k 2.5 
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• I n a probabilistic point of vue, i t is more natural to use the notation 
7A(CJ,A), considering 7A as a probabili ty kernel, whereas i n statisti­
cal mechanics, we use 7A(A|U) in order to consider i t as a (regular) 
conditional probability. 

• I n other words a specification on (ft , T) acts as a family of probabil i ty 
kernels from F A C to which have the consistency property (4). We 
underline that because of properness (property 3), a specification 7 also 
satisfies the converse consistency relation 

A C A 7 7A7A' = 7A' 

Let A, A ' G <S, A 6 f , a; G fi. Property (1) of a specification tells that 
/(•) = 7A'(A|-) is ^A^-nieasurable, so i t is ^A c-nieasurable because 
FA'C C FAC. I t is also positive, then Va; G ft, f(u) = lim n_^oo l ^ n ( ^ ) , 
w i t h , Vn G N , An C A n + i and An G TAC. Using the Beppo-Levy 
property in the integration of any positive measurable function, we 
obtain 

7A7A'(A|U;) = l i m / lAn{u)lA(dJ\u) 

= l i m 7 A (A n |u ; ) 
n-»oo 

= l i m 1A (u) by properness 

= / M = 7 A ' ( A | O ; ) 

• As described below, these objects are defined in order to specify some 
versions of conditionnai probabilities of a probabili ty measure \x. 
Let fj. G the set of all probabili ty measures on ( f t , ^ 7 ) , and 
assume7 i t is possible to define regular versions of conditional proba­
bilities, w i t h respect to the a-algebra T\c for A finite subset of 5. 

I FA*] is defined /i-a.s 8 on ( f t , ^ 7 ) by the equalities : 

V A G ix[A I ̂ A c ] ( 0 = %>[1A I ̂ AC](0 V - a.s 

The well-known properties of the conditionnai expectation w i t h respect 
to a-algebras allow us to give the following for fi[- | J^c] : 

7 Because our spaces are nice, this is always possible (see [17]). 
8 / i -a . s means that the claim is true on a set of /i-measure 1. My references in probability 

theory and integration are [15, 6]. 
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1. VA € ? A ^ I ^ A 0 ] ^ ) 1 S ^A c-nieasurable for /i-almost every (a;). 

2. ^-a.s(cj), /JH^A'K^) is a probabili ty measure on ( f i , F ) 9 . 

3. ju-a.s(u;), 

V £ G ^AC, /x[B|^ A c](a;) = E^[lB\TAc](u) = lB(u>) 

because 1B is ^A'-measurable. 

4. i f A ' C A, then Ts? C Tuc and /x-a.s(u;), 

VA G T,MA\TKC]\FK,C](UJ) = ^ c ] ( w ) 

I t appears that specifications are good objects to describe condition­
nai probabilities, w i t h the important objection that they are defined 
everywhere on fi, for the convenient reason that we want to specify fi 
everywhere and not ^-a.s. 

• Vcr,u; G fi, VA G <S,7A(<T|U;) depends only on crA and uAc. 

Definit ion 2.9 [measure consistent w i t h a specification] Let 7 be a specifi­
cation on ( f i , j ^ ) . The set 

Q(l) = {** € Mt((l,F) = V A € T, V A e S,p\A | ^ A . ] ( - ) = 7 A ( A | •) fx-a.s} 
(6) 

is the set of the probabil i ty measures specified by 7, or consistent w i t h 7. o 

R e m a r k 2.6 

This definition reminds the Kolmogorov compat ibi l i ty condition for the ex­
istence of a probabil i ty measure on an infinite product polish space. Instead 
of dealing w i t h the family of marginals of this measure, we deal w i t h its 
system of conditional probabilities. The Kolmogorov compatibi l i ty yields to 
the existence and unici ty of such a measure, whereas £(7) could have a lot 
of different structure. We provide here few examples: 

A specification for which £(7) = {fi}: This is the Gibbsian description 
of a reversible Markov chain on the integers. For more details about 

9 Because of the remark in the footnote 7. 
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this description, one could consult [9]. Let f i = { — 1 , + 1 } Z and consider 

a stochastic mat r ix 

w i t h p > 0, q > 0 such that M is irreducible and aperiodic. Thus i t is 

an ergodic Markov chain 1 0 . Hence, we have the following properties: 

3\v€Mt(E,£) s.t uM = M 

and 

3 ! fi € Mt(to,F) s.t Vw € ft, Vfc€ N , V » i , • • • , » * € N 

M l K , • • • = K w . O A f ^ - ^ K , ^ ) . • • • . A f ' - ^ K . ^ w . - J 

We also have the property 

V j , fc € E, l i m M n ( j , Jfc) = v{k) > 0 
n-»oo 

Let X = ( X n ) n € N be a sequence of random variables on ( { — 1 , + 1 } N , 
of law fi: 

V w € f t , V f c e N , V»!, € N 

m[Xh(u) = w,-,, • • • ,Xi„{u) = w,-fc] = ^ [ ( w j j , • • •, w t-J] 

= . ( U u ) M , ! - I ' K , W I J ) . • • • . M ^ - ' K . , , ^ ) 

This sequence has the Markov property: Vfc € N , V i , j , ejt_i, • • •, eo € E 

m[Xk+i = i\Xk =j,- • • , X 0 = Co] = ^ [ ( w , - H 1 = = j , • • • > w b = c 0] 

= /*[(w,- f c + 1 = Î ' K = j ] = M(j,i) 

but , because i t is ergodic, this Markov chain is reversible and VA; € 

N , V/ G N , V z ' , j , e f c + 2 i , • •• ,£*+/ € £ 

m[Ajfc = =],-••, Xk+i = Ck+i] 

= p[(uik = î'|u;«*+i = i , • • • = c f c + /] 

1 0 F o r more details about Markov chains, see [6]. 
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fi[(uik = i,wik+l - j , • • • ,ujk+i = ek+t] 

t / ( i ) M ( i , j ) . • • • .Mjtk+t-u gfc+t) 

v{j)M{j, £k+2). • • • .M(Cfc+j-!, €*+/) 
u{i)M(i,j) 

and N ïs a, stochastic mat r ix associated to the reverse chain. Hence, 

we can extend this chain on f l = { - 1 , + 1 } Z and i t is s t i l l ergodic. We 

shall now define a specification 7 such that \x G £(7). We have to 

compute \i\cr\(Jts = <^Ac]> Ver G H , Va; G H , VA G S but i t is enough 

to construct i t for all the finite subsets of S i n the cofinal sequence of 

cubes, i.e Vn G N and A n = [—n,n]. Let n G N and <J G H 

_ / i [ c ^ - o o t - n - - l ] q ' A n a ; [ n - H t o o [ ] 

- o o , - n - l ] ^ [ n + l , c o [ ] 

_ / i [ o ; - n - l O r A n ^ n + l ] 

_ v{v-n-i)M(uj-n-i, (7,N) • - - - • M ( c r n , a ; n + i ) 

i/(a;-n -1 ) M 2 n + 2 (w_ n _ 1, a; n + ! ) 

I f we define then 

Z A n ( a ; ) = M 2 ' l + 2 ( u ; _ n _ 1 , a ; n + 1 ) 

and 

7A»Mw) = \ M ( a ; , n , 1 , c r , y i ) » > » » > M ( ( 7 n , a ; n + i ) 
^ A n i ^ j 

we define a specification 7 such that / i G ^(7). 

Now, G{l) is not empty and take any y! G G(j) and prove that \i' — \x. 

Let us remark that \i* is Markovian by construction. The ergodicty of 

this chain prove that \L is the only probabil i ty measure on ( f i , ^ 7 ) such 

that 

V x , y G Z , l i m Mn{x,y) = jz(y) 
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As they are probabili ty measures on an infinite product space, i t is 
enough to prove Vw € fi, Vfc € N , V i i , • • •, ik € N , 

fi[(utl, • • •, w,-J] = ^'[(w,-,, • • •, w,-J] 

Let us prove i t first for the one dimensionnal cylinder, i.e for x € E, 
let us prove that /j.'[ao = x] = JU[CT0 = x ] . Because y! is Markovian, we 
have Vn € N 

fi'[<r0 = s] = XI ^ ' f* 7 0 = x \ a - n - i - ° ' ^ n + i = b]n'[j-n-i = a, <7 n +i = 6] 

but Va €E,Vbe E, 

/ x[cr 0 = x|<T_ n_ 1 = a , < T n + 1 = 6 ] = ^ M 2 n + 2 ( a ^ 

and using ergodicity, one obtain Va 6 Va G E, 

l i m p [a0 = s < j _ n _ i = a, < r n + 1 = b}= ' v 

and then fi'[crQ = x] = = fj,[<j0 = a;]. 

We obtain the equality of those measures on the other cylinders i n the 
same way and / / = \i. 
o 

A n example where G{l) is empty: I t has been provided by Spitzer and 
deals w i t h random walks on Z . This description comes from [2]. 
Let y be a random walk on (Vt,T) and define a specification 7 by its 
definition on cofinal sequence: Vn G N , Va-, LU e ft 

Assume now that there exists \i G £(7) and define Vn G N , 5 n = 
>o — Y l n . Then Sn follows a law Z?(n, | ) and 

Vc > 0, VA; G Z , 3n s.t mAn[Sn = k] < e 

thus 
V f c , / e z , / i [ ro = fc,y_n = / ] < 6 
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and then we must have 
p[Y0 = k]<e 

Thus, fi can not be a probabil i ty measure and £(7) is empty, 
o 

A specification for which £(7) is not empty, neither a singleton: I t w i l l 
be provided in the next part, where we w i l l study the two-dimensionnal 
Ising-model at low temperature. 

2.2.2 Quasi local i ty and continuity for specifications 

There is a canonical action of the elements of a specification on functions 
and measures. 
Let 7 be a specification on (fi , ,? 7 ) 

Defini t ion 2.10 [Act ion on functions] Let / be any measurable function on 

/ : ft—>R 

a f(<r) 

VA € <S, we define 

7A/ • fi — > R 

u 1 — > 7A/(W) 

w i t h 

7 A / M = / f(*)l\{da\ui) 

o 

Definit ion 2.11 [Act ion on measures] Let fi be any measure on ( f i , ^ ) 
VA G S, /X7A is a measure on ( f i , ^ 7 ) defined by : 

VA G T , WA(A) = f <yA{A\u)v(du) 

o 

R e m a r k 2.7 
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• I f [i is a probability measure, so is ^7 A because 7A is a probability kernel. 

• Thus, the product of two elements (i.e two probabili ty kernels) of a 
specifications 7A'7A is, for u; E fi, the action of 7A on the measure 
7A'(do/|u;) and could be seen as well as the action of 7A' on the mea­
surable map 7A(A|-) 

we can formulate the 

L e m m a 2.3 ; 
Let 7 be a specification on (0,^*) and fi a measure on (fi, J 7 ) . The following 
characterizations of consistency holds: 

1. 

V e G{l) « VA 6 S, ix = ^ 7 A 

2 . / i € G{l) There is a cofinal subset SQ of S s.t 

VA e S0, \x = /i7A 

o 

Proof: 

1. Let jji be consistent w i t h 7. Definition (2.9) yields 

VA € T, VA G S,n[A\FAc](.) = 7 A ( A | - ) fi - a.s 

Let us compute what i t means, using the definition of conditionnai 
probabilities. 

V £ G TAC, J^[A\T^](u)fi(du) = j f E U l A | ^ A « ] ( w M < M 

= / lA(u>)fx(du>) 
JB 

= / lA(u)lB(u)ii(du) 
Jo. 
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By consistency, this is also equal to 

/ -yA{A\uj)ii{du) = / lBH7A(A|w)/x(cfej) 

JB JCl 
Now let us prove 

Vu; G fi, VA G J", VS G J ^ , l f î (u;)7 A (A|u;) = 7 a ( A n S|u;) (7) 

Let a; G H . By definition of a specification, 7(-|u;) is a probabil i ty 
measure and then 

7 A ( A n 5 | u ; ) < inf( 7 A(A|o;),7 A(J3|a;)) = 1A(A\U)1b(UJ) (8) 

by property 3 of a specification (properness). Similarily, 

7 A ( A n £ c | u ; ) < JA(A\LJ)1BC(U) (9) 

Now, the equality 

7 A ( A n B K ) + 7 A ( A n F » = ~,A{A\LO)IB{LJ) + ^{A\LJ)1BC{LJ) 

proves that the inequalities (8) and (9) are equalities, thus (7) is proved 
and we obtain, VA G T, VB G TAc 

^ ( A H 5 ) = / <yA(AnB\u)v{duj) = ^ A ( A f ) B ) 

Taking B = fi G F \ c y we obtain \ i = \ i ^ A as probabili ty measures on 

The converse statement 

M = M7A M € 0(7) 

follows in the same way. 

2. We only have to prove that i f there exists a cofinal set So of S w i t h 
H = A*7A VA G SO, then = / i 7 A holds VA G 5 . This follows directly 
from the definition of a cofinal set: 

VA G <S, 3A G <So s.t A C A 

and using the consistency property of any specification, one obtain: 

/*7A = ^7A7A = JU7A = M 

The existence of a cofinal set is insured by the remark following the 

definition (2.2). o 
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Definit ion 2.12 [Quasilocal specification] A specification 7 is said to be 
quasilocal i f and only if, for all A in <S, for each (bounded) local function / , 
7A/ is (bounded) and quasilocal. o 

L e m m a 2.4 / / 7 is quasilocal, then for each (bounded) quasilocal function 
f} 7A/ is (bounded) and quasilocal11. 

Proof: 
Let 7 a quasilocal specification, A G S and / be any quasilocal function on 
( f t , ^ 7 ) . / has the following property: 

Ve > 0, 3g local s.t | | / - g]^ < | 

As 7 is a quasilocal specification and g a local function, 7A# is a quasilocal 
function. Hence, 

Ve > 0, 3h local s.t \\^\g — h\\oo < ^ 

and then 

| |7A/-M|OO ^ | | 7 A / - 7A0||oo + ||7A0 - M U 

< ||7A/ - 7A^||co + g 

Bu t , Vw <= ft 

I 7A/(W) - 7 A 0 M I < / I / (cr) - flf(«r) | 7 A ( < H W ) 

< I I / - 5 I I 0 0 / 7 A ( ^ N 

e 
K 2 

Thus, for all / quasilocal 

Ve > 0, 3h local s.t | |7 A / - /*||oo < c 

which proves that 7A/ is quasilocal. 
o 

1 1 W h e n E is discrete, all the local, quasilocal and continuous functions are bounded. 
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R e m a r k 2.8 

A typical example of quasilocal specification is given by Gibbsian speci­

fication, defined in the next section. The relationship between Gibbsian and 

quasilocal specifications is studied more precisely in the so-called Gibbs rep­

resentation theorem (theorem (3.1)). 

The following lemma establishes the equivalence between continuity and 
quasilocality for a finite single-spin set E, and is proved after the lemmata 
(2.2) and (2.4). 

L e m m a 2.5 7 is quasilocal if and only if 

\/f quasilocal, VA G S, l i m sup | ( 7 A / ) M - (l\f)(<r) 1 = 0 

O 

2.2.3 G i b b s specification - G i b b s states 

Definit ion 2.13 [par t i t ion function] Let $ be a potential, LJ a configuration 

in fi, and let j3 > 0. I f i t exists, we call partition function at inverse temper­

ature j3, at volume A, w i t h potential $ and boundary condition u>, and we 

note i t Z ^ ( o ; ) , the integral 

Z f ( u , ) = / e x p ( - / 3 H * ( < r ) ) m A ® ^ A

A ; ( ^ ) = / exp(-ml(<r))^(da) 

where we no te 1 2 « A the product measure m\ ® 6®j£ on (ft, J 7 ) , where 5X is 

the Dirac measure o n x G Ê and m A = m®A. o 

R e m a r k 2.9 

I n order to highlight the role of the boundary condition UJ, one could use 

the following expression for the par t i t ion function: 

Z f (a,) = / exp(-/?H*(<7|u;))mA(rf<TA) 

1 2 W e underline here that K\ is a measure on (ft,?) which depends of ui\c. 
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L e m m a 2.6 If $ is an absolutely convergent potential, then Ver G ft, Vu; G 

ft, VA G 5 , H*( ( j | a ; ) zs bounded, o 

Proof: 
By definition (2.6), 

HA(<T|U;) = ^ ®A(VAUAC) 
A£S,AnAÏ<è 

Thus Ver G 0 , Va; G fi, VA G 5 

| H Î H u ; ) | < J ] s u p | ^ H | 

Aes,AnA& w € a 

< s u p | | $ | | A < oo 
Aes 

and the lemma is proved, 

o 

As A is finite, so is QA- Then, as H^(cr|a;) is finite for all a G fi, the par t i t ion 
function is always finite for an absolutely convergent potential and we can 
always give the following 

Definit ion 2.14 [Gibbs distr ibution at volume A] Assume that $ is an abso­

lutely convergent potential. For A G S and u G fi, we call Gibbs distribution 

at volume A, w i t h potential inverse temperature (3 and boundary condition 

CJ, the probabili ty measure 7f*('|c*;) on ( f i , Ĵ ") defined by: 

y A € 7 f ( A | « ) = / lx(or) exp(-PHt(*))KA(da) (10) 
Z A ( W ) 

where K\ s t i l l denotes the product measure m A ® <J®̂ C° on o 

R e m a r k 2.10 

As pointed out i n the previous remark, one could wri te , i n order to un­
derline the boundary condition, 

7 A V k ) = ^ T 7 / lA(wv)exp(-PHt(a\u))rnA(daA) 

We have the following lemma. The proof comes from [16] 
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L e m m a 2.7 Assume again that $ is an absolutely convergent potential. 

I y?* = ("y^*) A €$ is a specification on (tlyJ7), called a Gibbs specifica­
t ion . 

2. It is a quasilocal specification. 

o 

Proof: 

1. Let $ be any absolutely convergent potential. We know by the lemma 
(2.6) that the par t i t ion function at finite volume A exists and is finite. 
Let us prove first that the maps 7^* are well defined V/? > 0 and 
VA 6 S. Let A € T and w g f l and define a measurable function /A 
on by 

A W = ^ 7 - e x p ( - / ? H * ( c 7 ) ) 
Z A I E R ) 

and we have 

7 f = / l x ( c r ) / A ( c 7 ) « A ( ^ ) 

= / 1A(<TAWAC )/A(<7A w Ae)m A(dcr A) 

Using the proof of the lemma (2.6), we obtain 

VA € JF, Vu; € fi, 0 < 7 f * ( A | w ) < 1 

Hence, the maps 7 f * are well defined V/3 > 0 and VA € <S. Let UJ € fi. 
Let us study the map 

7 A ( - H : F—>[0,1] 

A ' ^ 7A(A|W) 

V A G we can wri te i t 

7A(J4|W) = / /A(<r)«A(rf<7) 
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The function /A is a positive measurable function on ( f t , J 7 ) . The well-
known properties of the integration of any positive measurable function 
w i t h respect to a positive measure insure us that the map 7 f* ( - |w) is 
a positive measure on ( f t , , ? 7 ) , and the normalisation by the par t i t ion 
function yields to a probability measure. I t also insure 1 3 that V A G T 
the map 7A*(^|') is a measurable function on (ft , J?7). Thus, the items 
(1) and (2) in the definition of a specification are checked. 
Let B G FAC V(7,O; G ft, 1B(0A^A C ) is indépendant of a and 

1B(<7A^A<0 = 1B(WAU>A*) = 1B (u>) 

and then, Vu; G ft 

7 A * ( # M = T^WTT I 1B(^Ac)exip(-f3Ht{a\(jj))mA{daA) 
ZA M JftA 

= ry/tt, x / 1 B ( ^ A ^ A O E X P ( - / ? H A ( ^ k ) ) M A ( ^ A ) 

= JW/^N / e x p ( - / 5 H ^ ( ( j | a ; ) ) m A ( ^ A ) 
ZA (W) ^ A 

= 1B(") 

and i tem (3) is also true. 

Let us check i tem (4). We w i l l now assume, without any loss of gener­
ality, that (3 = 1. Let A, A ' G S such that A c A ' and let A G T and 
LJ G ft. We want to prove 

7A'(A|CJ) = 7A'7A(A|U;) 

where 

7 A ' ( A | u ; ) = / l^ ( r A /o ;A^) /A ' ( rA/a ;A^) M A'(^ '7"A0 

and 

7A'7A(A|CJ) = / 7 A (A | r )7 A / ( r f r | a ; ) 

= / ( / 1A(^ATA'\A^A'0/A(^AÎ"A^A^A'O^A)/A'(^A'^A'OR F RA / 

1 3 F o r more details on integration and measure theory, one could consult [15, 6]. 
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where we have wr i t ten daA instead of mA(dcrA). Let us compute what 

7A'7A(A|W) I S -

7A'7A(4|^) = / g\,A>{TA>\A)dTA,\A 

A'\A 

where 

#A,A'(TA'\A) 

= / / A ' ( ^ A ' \ A ^ A ' c ) ( / lA(^A^A / \A^A'OA(^A'rA' \A^A'0^ c r A)^ ' rA 

= / lA{<7ATA'\AVA'c)f\(aATAi\AùJAtc)fAi(w 

JnAxnA 

using the t r iv ia l change of variable 0(<7 A ,TA) = (TA,CTA). NOW, let us 

recall that 

/ A ( a ) = z * ^ e x p ( ~ H * ( < 7 ) ) 

and let us prove the following 

L e m m a 2.8 Let /A be defined VA € S as above. The following state­

ments are equivalent: 

(a) VA C A' 6 <S, V£ and £' € ft s.i £A« = & o 

/A«(0 /A(O = 7 A ( 0 / A » ( O (12) 

f6j VA C A ' € S, V£ G H , 

/ A ' ( 0 = / A ( 0 / / A ' ( ^ A e ) d « r A (13) 
. /n A 

o 

Proof: 
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(a) Let A, A ' € «S such that A C A' and let Ç and £' s.t £Ac = £ A C . We 

have 

= exp(-( £ M O - *x(fl)) 
AnA?t0 

because = £Ac and VA G <S, $A is ^-measurable . One could 

prove i n the same way: 

M O = Z A ( O 

Z A ' ( 0 Z A ( 0 

and (12) holds 

(b) Let us prove that (a) =£• (b) . Assume (a) holds for A , A ' € S 

such that A C A' and let £ G Q . 

/ A ( 0 / h'(cr\U-)d(TA = / h ( O h ' ( < r \ M < ^ A 

= / /AKO/A^A&VO^A 

= /A»(0 / /A^AÉAO^A 

= A<(0 

because /A^A&VO^A = 1-

Let us prove that (b) (a) and consider £, £',A, A ' as above, 

w i t h £A<= = ftc Using (12), 

/A ' (0 = / A ( 0 / /A'(°A6V0<^A 

and 

M O = A C O / A ' C ^ A O ^ A 

but £A<= = £Ac yields to 

/ / A ' C ^ A O ^ A = / / A ' ^ A & O ^ A 
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and then 

/ A ' ( O / A ( 0 / /A ' (*A&c )d<7A = / A ( 0 ( / / A ' ( ^ A c ) r f ( 7 A ) / A , ( 0 

I f / n A /A'^AEAO^A = 0 t h e n 1 4 / A , ( £ ) = / A , ( £ ' ) and (13) holds. 
Otherwise, i t is s tr ict ly positive and (13) holds as well. 

o 
Then we obtain after (11): 

#A,A'(r) = 

/ 1A(^A'\A^A'0/A( TA'^A'<0( / fA'{<7ATA<\ALL>A>c)dcrA)dTA 

= / lyl(7"A /^A / C)/A /(RA / A ;A , C)^RA 

and then 

JAHA(A\U) = 

/ ( / ^A(r^uAfc)fAt(rAfuAfc)dTA)drA/\A 

= / 1^(TA^A / C )/A / ( T A / ^A / C )^A' 

= 7A'(A\LU) 

and i tem ( 4 ) is proved. 

2. Let us prove i t is a quasilocal specification and without any loss of 
generality, we assume again that (3 = 1. 

We first prove that, when $ is an absolutely convergent potential, the 

1 4 Propert ies 1,2 and 3 of a specification hold for 7, and this requires / positive. 
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Hamiltonians are quasilocal functions for ail À G <S. Let A G «S. 

We want to prove, using lemma (2.1): 

l i m sup I H * » - H j ( < 7 ) I = 0 

Let S 3 A ' D A and consider two configurations a and u such that 
<7 A / = LUAt. 

H j ( W ) - H * ( ( T ) = £ ( < M " ) - < M * ) ) 

^ ( * A ( W ) - * A ( < 0 ) + £ - * X ( C R ) ) 

A65,AnA^0,ACA' AeS,^nA#0,AnA'c?£0 
the definition of a potential proves that 

4e«MnA^0,.4CA' 

because $^ is ^-measurable and <TA' = CJA' • Hence 

sup I H J M - H î ( a ) I < 2 J ] sup I I 

I f $ is an absolutely convergent potential, we can wri te i n R: 

J ] sup I $ A ( w ) I 
Ae5,AnA#fl,J4nA'c

;ia
 w € n 

53 sup 1 1 - 5] S U P 1 1 

The absolute convergence of $ means that : 

H P S s u p
 I I

 = S S U P I I < 0 0 

Hence 

l i m sup I H J H - H*(<x) I = 0 

which proves that is quasilocal. 
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R e m a r k 2.11 

Requiring for a potential to be absolutely convergent is actually to 
strong to prove this quasilocality. Let us prove here that the uniform 
convergence is enough. 

sup | H * ( u , ) - H * ( a ) | < 2sup I ] T * X ( * ) | 

and 
l i m sup I 1 = 0 

wen A ( z S t A n A ^ y A n A , c ^ 

is exactly the expression of the uniform convergence of this potential, 
o 

Let e > 0. The last result means that there exists hA local on ft such 
that 

sup I H^(CJ) - hA(u) I < e 
Men 

Let / be any local function on ft. We want to prove that there exists 
a local function kA on ft such that 

sup I 7A/(^) - k A ( u ) I < e 

recall that 

7A/(^) = ry \ x / / ( ^ A ^ A 0 e x P ( ~ H A ( ^ A O ; A 0 ) M A ( ^ A ) 
AA{U) JnA 

and define 

M ^ ) = rj \ \ I f(<7AUA^)exp(-hA(aAujAc))rnA(dcrA) 
*A(U) JaA 

Then we have 

I 7 A / M - M " ) I < 

r, \ x / I / ( ^ A ^ A O I I e x p ( ~ H A ( o - A u ; A c ) ) - e x p ( - / i A ( ( 7 A ^ A 0 ) I ^ A ^ A ) 

As both H A and /IA are bounded 1 5 , there exists KA £ R such that 

sup I e x p ( - H A ( < 7 A ^ A < 0 ) - exp(-/ iA(cr A o;A0) I 

1 5 T h e y are quasilocal and local, and E is finite. 
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< A ' A sup I HA(<7AWA«=) - M ^ A ^ A » ) | 

leading to 

sup I 7 A / M - M ^ ) I < S U P I / M I K\ t 

which proof the second statement of the lemma, 
o 

Definit ion 2.15 [Gibbs states (or Gibbs measures)] A Gibbs state is a mea­
sure consistent w i t h a Gibbs specification. We often say that i t is consistent 
w i t h an absolutely convergent potential, o 

R e m a r k 2.12 

• Let \x be a Gibbs state (for an absolutely convergent potential) . Then 
by the definition of consistency (equation (6)) 

VA € T, y.[A\TKc}{.) = E„[:U|^A C](.) = 7 A ( A | . ) ft - a.s (14) 

this caracterisation of Gibbs measures is called D.L.R equation, after 
Dobrushin, Lanford and Ruelle who introduced i t first. 
As 7 is a quasilocal specification, no version of the conditional proba­
bilities of fi w i t h respect to the cr-algebra generated by the cofini te 1 6 

subsets of S can be discontinuous as function of the boundary condition 
uj. One often say that they are essentially discontinuous. 

• A Gibbs specification is quasilocal but the converse is not true i n gen­
eral. However, most of the quasilocal specications are Gibbsian, and 
we precise this now. 

Definit ion 2.16 [non nullness] A specification 7 is said to be : 

1. non nul l iff VA G 5 , VA 6 T verifying m ( A ) > 0, we have : 

( 7 A ( A | u ; ) > 0, Vu; 6 0 ) 

2. uniformly non nul l iff VA 6 5 , 3aA^j3\ with 0 < a& < (3A < 0 0 such 
that 

aAm(A) < JA(A\U) < / ? A m(A) Vu; G ft, VA 6 T. 

1 6 A cofinite set is the complementary of a finite set. 
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o 

We can now formulate the important 

T h e o r e m 2.1 ( G i b b s representat ion theorem) Let 7 be a specification 
on (f i , ,? 7 ) . The following statements are equivalent: 

1. There exists an absolutely convergent potential $ such that 7 is the 
Gibbsian specification for $ ( and the a priori measure m). 

2. 7 is quasilocal and uniformly non null (with respect to m). 

Moreover, if the single-spin set is finite, these are equivalent to 

• 7 is quasilocal and non null with respect to m . 

o 

Proof: 

1. Let 7 be a specification consistent w i t h an absolutely convergent po­
tential $. We know by lemma (2.6) that i t is a quasilocal specification. 
Moreover, i t is non nul l by construction. As the distr ibution defined by 
7 is absolutely continuous w i t h respect to the a pr ior i measure m , this 
is equivalent to uniform non-nullness. Thus, any Gibbsian specification 
is uniformly non-null and quasilocal. 

2. Let 7 be any quasilocal specification uniformly non nul l w i t h respect 
to the a pr ior i measure m . V u G fi, VA G «S, 7A(-|O>) is absolutely 
continuous w i t h respect to m and one could write: 

~fA(A\u) = J g\{cr)m(dcr) 

where g \ is a non negative measurable function on ( f i , ^ 7 ) . Moreover, 
the properties 1, 2 and 3 of any specification enable us to wri te i t 

7A(A|U;) = / lA(crAUAc)fA(aAuAc)KA(d(T) 

w i t h /A(CT) > 0 for all a G fi by non-nullness. 
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Let us use now the property (4) of a specification: 

VA C A' G <S, 7A'7A = 7A' 

The proof of lemma (2.7) yields to the statement: Vu; G fi, V A G S 

/ I A ^ A ' ^ A ' O / A ' ^ A ' ^ A ' O ^ A ' 

= / 1 A ( ^ A ' W A ' C ) / A ( T A ' ^ A ' C ) ( / fli'(o'ATiii\iiU)vcd(TA)dT/it 

But , because VA G <S,/A > 0, this means that for raA'-almost every 

r A ' G f î A ' , i.e V r G f i , 

/ A ' ( T A ' ^ A ' C ) = /A( TA'^A' C) / /A'(O"ATA'\AWA / C)^A 

using lemma (2.8), one obtain VA C A' G S,V£,£' s.t £AC = £AC 

/ A ( 0 / A ' ( O = /A(O/A«(0 ( 1 5 ) 

Let a be any fixed configuration in fi and define: 

= {v G fi : 3A G <S, crAc = a A c } 

Let a; G fia: 3A G <S s.t crAc = <ZAC and define A 0 (u;) = riA:u/Ac=aAcA 

in order to obtain 

VA G <S, c j A

c = «AC => A0(CJ) C A 

Now, let us prove that we can define a unique function 

Ha :tta —> R such that: 

• Ha(a) = 0 

• Vu; G fia, VA G 5 , 

f = exp(ff»(u;)) 
/ M ) fnAexp(H*(*AuAc)daA 
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We st i l l consider u € Qa and let us define 

ff» = l n ( / A o H ( u ; ) ) - l n ( / A o H ( a ) ) 

We have Ha(a) = 0 and let us first consider A 3. A 0 ( w ) = A 0 . 
Using the equation (15), we obtain 

e x p f f f » ) = 
Mo (a) 

_ /AQ^AQQAS) 
/A 0 (« ) 

= m < 1 7 > 
JAW 

Hence, VA 3 A 0 ( w ) , 

i 7 ° ( u ; ) = l n ( / A ( a ; ) ) - l n ( / A ( a ) ) 

and equation (17) yields to 

/ exp(Ha(crAuAc))daA = / exp(Ha(cr^aAc))daA 

_ f / A ^ A P A ' ) ^ 

1 

A ( a ) 

and (16) is true Va; € f î a , VA D A0(UJ) 

Let us consider now A C AQ(U). Using lemma (2.7), we wri te: 

/AO(W) = /A M / fA0((TA^Ac)daA 

i.e 

/ A (u ; ) = /AQ M 

/ n A h o ( a A ^ ) d c r A 

and (16) yields to 

/ a ( w ) = « c p ( f f » ) 1 
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but 

exp( i J r a ( c r A u ;A 0 \Au ;As ) ) 

J Q A O e x p ( i y a ( r A o u ; A g ) ) r f r A 0 

and then we obtain 

f . , s, fn exp(Ha(aAuAc))daA 

Ja* J n A o e x p ( f i r a ( r A o u ; A § ) ) r f T A 0 

hence 
/ A ( W ) = « x p ( f f » ) 

/ n A e x p ( J f i r a ( a A W A = ) ) r f c r A 

and (16) is true VA € S. Thus the function Ha is well defined by (16) 
on fta and the value in a brings the unicity. 
Now Define for all A e S 

$ A : Q. — • R 

(JB^BC) 
BCA 

and use the convention $0 = 0. these maps are well-defined on ft 
because we only use Ha(aBaBc)- We can also define, VA G S , Va G fî, 
a map by the expression 

Ha

A(a) = ff°(<7AaAc) 

such that, by Môbius'inversion formula ([8]), VA G <S, Ver G f i 

and this yields to 

Moreover, VA G 5 , $A is ^ -measurab le , up to property (3) of a 
specification which proves that Ha(- x aAc) is ^ -measurable . 
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Define now, provided these sums are well defined 1 7 , for al l A G S 

9A : fta — • R 

—> 9A(V) = YJ ®A(A>> 
ADA^.AeS 

then 

Ha(aAuAc) -gA(crAuAc) = $A(VA^A<0 

A C A C , . 4 G S 

J ] ^ ( % ) 

This is indépendant of LJA and V£ G ft, we obtain VCJ, CT G ft, VA G <S, 

^A(^A^A«) = Ha(aAuAc) - # a ( £ A ^ A < 0 

Now, we can compute 

c ( x e x p ( f f Q ( < T A u ; A c ) ) 
/ A ( C 7 A " A C ) - / n A « p ( f f - ( r A u ; A . ) ) d r A 

_ e x p ( f f A ( > A ^ A < 0 ) . e x p ( f f a ( £ A ^ A p ) 

L A e x p ( f l f A ( ^ A c ) ) . exp(# a (f A WAc))<fr A 

_ e x p ( f f A ( f l A ^ A < 0 ) 

/ n A e x p ( 5 f A ( 7 " A ^ A 0 ) r f r A 

Define now Ver G ft, VA G <S, a configuration <Ja by 

a-A = en i f i G A 

= at- otherwise 

We can then define VA G «S, VA G <S, the maps VA and GA on ft by 

VA(<T) = * * ( < r A ) 

and 

AnA£Q,AeS 

1 7 $ is a vaccum potential defined from 7 with vaccum state a. I t does not need to be 

convergent or consistent with 7. See [12, 9] 
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in order to obtain Vcr 6 ft, Vu; G ft, VA G S 

, , x e x p ( G A ( ( J A a ; A c ) ) 

J A\P A^AC j = 7 777-7 T T 7 -

J Q a exp ( G A ( TAUJAc ) ) UTA 

Thus, (J?A(CT|U;) = GA(0"A^AC) is a good candidate to describe the Hami l -
tonian at volume A w i t h boundary condition u w i t h interaction poten­
t i a l V. We shall prove now that i t is an absolutly convergent potential , 
using the quasilocality of the specification. 

First of al l , one should prove, using indicator functions, that this imply 
Ver G ft the quasilocality of the function LO I—> /A(^A^AC)-
The absolute convergence of V means that 

] T s u p | V A ( u ; ) | < +00 
A€S"€ÇÎ 

i.e 

but , VCJ G ft, VA G A , c 

VA(u>) = VA(uA,c) 

then 

ACA* ACA* B c A c " * = a * ' u , € f t j B ^ } 

the quasilocality of fs proves that this converges to zero when A ' f $-
Thus, every quasilocal and uniformly non nul l specification is Gibbsian. 
When E is finite, we do not need uniform non-nullness to characterize 
the absolute continuity of measures and non-nullness is enough to wri te 
/A in an exponential form. The proof follows from the general case. 

2.2.4 Some results about £(7) 

We only describe here what we' l l need i n the next part. Those sets are 

studied in much more details i n [ 9 ] . 
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Definit ion 2.17 [Feller property] A specification is said to be Feller i f for 
each A € <S, 

/ € C(fl) = • 7 A / € C(fl) 

o 

Here, C(Cl) is the space of the continuous functions i n fi. I n the field studied 
in this paper, this is equivalent to the quasilocality property mentionned 
above. 

We s t i l l denote ( A n ) n 6 ^ a cofinal sequence of 5. 

L e m m a 2.9 : 
Assume 0 is a compact metric space and let 7 be a Feller specification. The 
following statements hold: 

1. £ ( 7 ) is not empty. 

2. Moreover, fx is consistent with 7 if and only if it is a limit point (in the 
weak topology18) of a sequence {t/

n7An)neN for some arbitrary sequence 
(vn)neN of probability measures on ( H , ^ ) . 

o 

Proof: Let us first prove the second statement. 

• Let fi G 0 ( 7 ) . Then, by lemma 2 . 2 , 

VA G <S, //7A = ix 

hence 

Vn G N , ^ 7 A N = fi 

Define now i/n = / i , Vn 6 N , we obtain fx = unlAn^ Vn G N . 

• Denote Vn G N , fxn = ^ n 7 A n . The compactness of 0 yields to this of 
Ai * (ft), and this means that there exist a convergent subsequence for 
the weak topology, s t i l l denoted (/i n)n€N- We note fx its l i m i t and let 
us prove that JJL is consistent w i t h 7 by checking 

VA G <S, (x-yx = fx 
1 8 a sequence ( / i n ) of probability measures on (fi,^*) converges to a probability measure 

on (fl, T) fx in the weak topology iff l i m ^ o o ( / n fdp.n) = f^fdfi for each continuous 
function / . 
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We prove first that we can wri te 

/Z7A = l i m i/„7An7A 
n—too 

because, i f / is any continuous function on ( f i , ^ 7 ) , Then 

^n7An7A[/ ]= / 7A[ /M £ / n7A N [<M 

the Feller property of 7 proves that 7 A [ / M is a continuous function of 
LJ and then 

l i m i /n7A N 7A[ / l = / 7A[/M/X[CM 

= /^7A[/] 

Bu t we also know that VA G <S,3n0 G N , s.t n > n 0 A n 3 A. 
Thus, Vn > n 0 , 7A n 7A n o

 = 7A n which proves that 

M7A[/ ] = l i m I/T»7A„7A[/] 
n—>-oo 

= /*[/] 

and / i G 0 ( 7 ) . 

The first statement comes directly from this, let a G fi and define Vn G N , 
z/n = Sa, the Dirac measure in a. Then, we easily check that fj,a = z/ n7A n

 = 

7 A n ( * l a ) exists and is a probability measure consistent w i t h 7 . 
o 

We shall now use these results for the Ising model on Z 2 , called 2d-Ising 
model. 
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3 A n example where non-Gibbsianness arises: 
decimation on the 2d-Ising model 

3.1 Introduction to the 2d-Ising model 

3.1.1 Configurat ion space and interact ion 

Let us consider now the particular case : 

ft = { - 1 , + 1 } Z * , £ = V({-1, + 1 } ) , m 0 = + § * + 1 

Take also a constant J > 0 and denote by (ij) a pair of nearest neigh­

b o u r s 1 9 i n Z 2 . 

V A € < S , V<7,u;€0, V / ? > 0 , 

K M = H A M " ) = - E ~ E PJWi (18) 
(*Ï>CA (tj>,teA,i€A c 

is the Hamil tonian at volume A and boundary condition LJ for the Ising model 

at temperature (3 w i t h coupling J . For more tractabili ty, we shall assume 

that P = 1 and we w i l l wri te J instead of /3J. As the range R of this near­

est neighbourgs interaction is finite (R = 1), i t is an absolutely convergent 

potential and the lemma (2.7) yields that the Gibbsian specification 7 which 

arises is quasilocal 

Let's wri te what 7 is: 

VA G <S, VA G T, Vu; G H , 

7 A ( A | o ; ) = —4-r / :U(<7)exp( V Jcr,^ + V J c r ^ ) /cA(dcr) 

ZA(C) y<> W ) t a 6 A c 
(19) 

where we s t i l l use the notation KA(da) = m A ® 8®£*(da) and where the 
par t i t ion function is given as usual by 

0 < ZA(u) = / exp( ^2 JviVj + ^2 Jew) KA(da) < 00 
J Ç Ï <*i>CA <«i>,«€A,i€AC 

1 9 i j G Z 2 are nearest neighbourgs iff \\i — j \ \ = 1 where ||.|| is the usual euclidean norm 

i n M 2 . 
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R e m a r k 3.1 

Here, the a-algebras TA are atomic and the Gibbs specification can be defined 
atom per atom: 
VA G S, VAT G ft, Vu; € ft, 

7A(* |" ) = ^ T T exp( ] T Jcr^- + Jc r^ - ) 

As the specification is quasilocal and the single-spin set is finite, lemma 
(2.2) yields that i t is a Feller specification and by the lemma (2.9), we know 
that G(l) is not empty. Moreover we have the following 

T h e o r e m 3.1 There exists J c > 0 such that: 

1. for J < J C ) there is a unique Gibbs measure fi. 

2. forJ>Jc,\Ç{1)\> 1. 
Moreoverj G{l) is a convex set whose extreme points are the measures 
fi+ and fi-, which can be selected respectively by the '+' and the '—' 
boundary condition20. We also have M 0 ( J ) = f /i+[cr 0] = —/i_[cr 0] > 0. 

o 

R e m a r k 3.2 

I n the second statement of this theorem, when G{j) isn't a singleton, we 
say that there is a phase transition. I n this case w i t h the lattice Z 2 , a well 
known proof of the arising of a phase transition is based on the so-called 
Peierls 'argument ([9, 14]). 

3.1.2 T h e decimation transformation 

Definit ion 3.1 [Decimation] The decimation transformation on Z 2 w i t h 
spacing 2 to is the transformation 

T : ft —> T ( f t ) = ft' = ft 

LJ I > (J 

defined by V i G Z 2 , w\ = u2i o 

2 0 T h e (resp. the ' - ' ) b.c is the configuration u G ÎÎ for which U{ = +1 (resp - 1 ) , 
Vi G Z 2 . 
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R e m a r k 3.3 

( n , J " , A ) = ( n / , ^ r , , A / ) . Then why the primes ? We shall use the notation 
w i t h a prime ' for all the objects studied after the decimation transformation, 
and wi thout any prime ' when they are considered before i t . This is just a 
t r ick to know which k ind of object we are studying. 

Weshall now, and during all the study of the decimation, fix fi to be a 2 1 

Gibbs measure for this 2d Ising model. 

T acts on measures: we define 2 2 the decimated measure v to be the image 
of \i under the decimation transformation T: 

v = T\x 

and we can describe this in two ways: 

1. V A ' G F 

v(A')=rtT-l(A'))=v(A) 

w i t h the notation A = T " 1 ^ 7 ) G T. 

2. V / measurable and bounded on fi 

/ f(a')du(a') = f f(aW(a) 

T acts on subsets of S: we can define a canonical decimation action T on 
the 'even ' sites of Z 2 , i.e 2 Z 2 defined by: 

T : x = 2x i — > x 

and this gives rise to an action on subsets: 

VA C 2 Z 2 , A 7 = T ( A ) = {xe Z 2 , 2x e A } C Z 2 . 

we have to underline here that i t maps the finite subsets of 2 Z 2 on the 
finite subsets of Z 2 , but its inverse transformation T " 1 does not map 

2 1 In case of phase transition, we do not precise which it is. 
2 2 F o r the measures and for functions, we do not use any prime ! 
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the cofinite subsets of Z 2 on the cofinite subsets of 2 Z 2 . Let us deal 

w i t h the case we w i l l study un t i l l the end, when A' = { 0 } consists of 

the origin of Z 2 . Then 

A ' c = Z 2 \ { 0 } 

and 

T"\A,C) = {x = 2xf s.t x' G A / c } 

= {x = 2x', x1 G Z 2 , x' Ï 0} 

= 2 Z 2 \ { 0 } 

= [ ( Z 2 \ 2 Z 2 ) U { 0 } ] c 

= A c 

where 
A = ( Z 2 \ 2 Z 2 ) U { 0 } 

isn't a finite subset of Z 2 . This w i l l bring some troubles for the compu­
tat ion of the conditional probabilities of v, and i t w i l l be detailed more 
precisely in the next section (see fig 1). 

3.2 The decimated measure v 

3.2.1 Introduct ion 

We claim here that for suitable coupl ing 2 3 J the decimated measure v is not 

gibbsian for any gibbs measure \i of the 2d-Ising model. 
Assume here that v is Gibbsian. From the previous part, we know that i t 
should be consistent w i t h a Gibbs specification. Then, there exists a quasilo­
cal specification 7 consistent w i t h 1/ and verifying: 

V A ' € S', V A ' € F, v[A!\Tuc)(-) = 7 A * ( A ' | - ) v - a.s 

I n order to prove that v is not Gibbsian, we shall prove that there exists a A ' 

finite and a / local on flf such that no version of ^ [ / | ^ r A / c ] ( 0 is quasilocal 2 4 . 

Equivalently, we want to find u / in fi' for which there exists a / local w i t h 

2 3 W e recall that by J we mean (3J: hence suitable J means here suitable temperature. 
2 4 F o r any probability measure 1/, we note i/(f) or i/[f] the expectation of / under v 

when it exists. 
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^[fl^A'c]^) essentially discontinuous25. 

Let A 7 be any finite subset of Z 2 . We have to compute the conditional 

probabilities I / [ B | ^A , c ] - They are defined i/-a.s by: 

V A ' 6 F, v[A!\FK,c) = E^[Ui |^ A ' c ] 

A n d more precisely, using the definition of the conditional expectation w i t h 

respect to a (j-algebra, ^ ( A ' I ^ A ' O is defined as an equivalence class of random 

variables Y on ( f i , ^ , v) equals v almost surely and verifying: 

1 . Y is T\tc-measurable. 

2. Y G Cl(Çl,F, v). 

3. V S ' G ^ A ' C , fBA^FuA{u>(W) = v(A'ï\B'). 

I f we use now the definition of i / , we obtain: 

v(A! n 5 ' ) = ix{T~l{A! n B ' ) ) = / i ( A n B) 

w i t h A = T-\Al) and 5 = T'l(Bf). When B ' describes 7 A / c , B describes 

T\c w i t h A c = T~l(A,c). Using again the properties of the conditional expec­

tations, we obtain 

i/(A' n Bf) = / M [ A | ^ A c ] ( o ; V ( c / a ; ) 

and then 

v\A'\?x>W) = A * [ ^ I ^ A « ] ( r - V ) i / - a - s(u/) 

so we have to compute the conditional probabilities / / [ A | ^ - A c ] for À non 
finite. 

R e m a r k 3.4 

• We wrote A c = T"1(A,C). This is not mistyping. We do not use A c 

because T ~ 1 ( A / C ) is not a cofinite set (and we usually use this notation 
for cofinite sets) as shown on the figure 1 below. A short computation 
leads to 

A c = Z 2 \ ( 2 A ' ) = T " 1 ( A , ) U ( Z 2 \ 2 Z 2 ) . 

2 5 see remark 2.12. 
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• We should also emphasize that Xe = T l(A'c) does not imp ly À = 

T - H A ' ) -

Let us consider, un t i l l the end of this paper, the simple case A 7 = { 0 } . I n 
this case, A c consists of all the spins of 2 Z 2 except the origin: I f we 'knew' 
everything except the origin on the decimated system fi, we 'know' the spins 
on 2 Z 2 except at the origin. Then À is the origin plus the sites which are 
not in Z 2 (see figure 1 and figure 2 next page : the letters denote the value 
of spins on the underlying sites and the ? indicate that the spin over the 
underlying site is unknown ). 
Thus in order to compute the conditional probabil i ty ^[-|^A' C]J w e have to 
compute the conditional probability for / * [ * I ^ A c ] w i t h À non finite. We are 
in trouble here because, as JJL is a Gibbs measure for the 2d-Ising model, the 
D .L .R equations give these probabilities only for the finite sets. 
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a i si | c 

d — t r e 

A f g h 

fig 1 : The configuration space after decimation, fi' 

a ? b c 

? 
7 7 7 

d 7 CT 7 e 

7 7 7 

- 2 f g h 
-2 

fig l b : the configuration space before fi 
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3.2.2 S t u d y of the conditional probabil it ies for fi 

We want to compute / 4 * I ^ A c ] ( < ^ ) when u G T~~1{UJ'), w i t h u / G fi''. We know 
that \i is a Gibbs measure for the 2d-Ising model. Then there exists fi0 w i t h 
/ i ( f i 0 ) = 1 such that: 

Va; G fi0, Ver G VA G 5 

^[cr |(j A c = a ; A c ] = z / x e x P ( X / + Z - , «J<7fWj) ( 2 0 ) 

but we want to study ^[-|JFAc] w i t h À non finite. One could then prove the 
following 

L e m m a 3.1 : 
Let u' G fi' and let A a infinite subset of 7L2. Then the restriction26of 
nl'lfxc^u)') to (ftx^x) is a Gibbs measure for a potential (absolutely con­
vergent) $ = $ ( A , u / ) which depends on A and UJ'. o 

We shall not prove this lemma in the general case, because we do not 
need i t . We w i l l prove i t in the next section for particular choices of fi'. 
We could do i t in the general case exactly i n the same way. We w i l l choose 
a configuration u / i n order to obtain a failure of quasilocality for all the 
conditional probabilities / / [ ' I ^ K ^ ) , Vu; G T~l(u'). 

3.3 Non-Gibbsianness of the decimated measure 

3.3.1 S t u d y of a part icu lar boundary condition 

Let u / be the alternative configuration, defined by 

Define / i w ' , A as the restriction of A ^ ' I ^ A C ] (<*>') to ( f i ^ , ^ ) - As A is fixed 
(we always take now A ' = { 0 } ) , we w i l l forget i t and note fj,w'iX = A*"'. We 
want to prove that i t is a Gibbs measure on ( f i ^ , ^ ) . 
I n order to do i t , let A C A finite and let r 6 f l A , which yields the following 
picture: 

2 6 W e define the restriction \i\ of a probability measure fi from ( f l , ^ ) to (Q\,!F\) by: 
VAGJFA, iix{A) = ii(AxnXo). 



4 9 

+ • - • + • - • + 
r 

+ • . + 

^0,1 CTl, l 

\j 

+ - 0*-i,o O ^1,0 - + 

+ • - • + 

I l A . 

+ • - • + • - • + 

fig 2 : Configuration space fi A w i t h the alternative configuration i n À c . 

We want to check the D .L .R equations for a suitable interaction and to 

compute for /^ '-almost r and V c r \ G fi* 

ff'[<T\\(T\\& = TX\A] = PWW^* = T A \ A ' ° > = ^Ac] 

by definition of the restriction of a probabil i ty measure on a subspace. 

Here, we took the obvious notation: a is the configuration which agrees w i t h 

a \ i n A and w i t h cr\c i n A c . u is s t i l l i n T~1(UJ'). 

Only one term in the previous sum is not zero: when a\c = u\c, which is the 

alternative configuration on A c 

then we have: 

^'WXWXXA = TX\Ù] = HW\FA'U\'](TX<JJ\C) 
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But A c U A c = ( A n A ) c , and A n A = A is a finite subset of Z 2 . We can now 
use 2 7 the D .L .R equations (14) to obtain JJ, - a.5(r Aw Ac): 

A (*J)CA ( t i ) , » e A , i € A c ( « i ) , i 6 A , j € A n A = 

(21) 
where as usual 

o o = E e x p ( E J ^ ^ " + E J ^ + E Jon) 

ÂGHA ( t j ) C A ( « j ) , t 6 A , j € A c ( u ) , » G A , i € A n A c 

and in the sum Y^(ij),i£Aj£\* J^Wi, the j are 'even', i.e j = 2fc w i t h & G Z 2 

such that CJJ = is fixed in the alternative configuration. 

Assume 2 8 that we can find an u ç T~l(u') such that u G fi0 , the set on 

which the D .L .R equations occur for p. Then, we obtain the val idi ty of (21) 
for ^"'-almost r G OA. 

Thus we have proved the : 

L e m m a 3.2 Letujf be the alternative configuration defined above and assume 

there exists u G T~l(u') for which the D.L.R for \i are valid. Then fjf', the 

restriction of ti[-\T\c]{u) on {$l\,T\) is a Gibbs measure for some absolutely 

convergent potential, o 

We shall give the expression of the potential later, during the computation of 

a quanti ty we w i l l define later, the so-called the magnetisation. We shall then 

observe (fig 3) that the coupling which comes from the 'even' sites cancels 

and we obtain a Gibbs measure for an Ising model on Fx), w i t h the same 

definition of the nearest neighbourgs than in Z 2 , w i th an external magnetic 

field h = - J . 

We shall explicit this later: we do not need i t now. We just need to know that 

there is some Gibbs measure for the interaction of the previous equation. 

I n case of phase transition, we do not know which i t could be, and we shall 

prove that local variations in u / could change drastically the selected phase 2 9 . 

This w i l l yield to a non-Gibbsianness of the decimated measure. I n order to 

do i t , we shall compute the so-called magnetisation, defined below, for u / i n 

a neighbourhood of the alternative configuration. 

2 7 A s s u m i n g the D . L . R equations for / i are valids for u. 
2 8 W e shall not check this assumption now because we shall only be intersted by the 

study for u / in a neighbourhood of the alternative configuration. We shall check that it is 

then always possible such configurations. 
2 9 W e sometimes call phase a Gibbs measure. 
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3,3.2 C o m p u t a t i o n of the magnet isat ion 

We want to prove a non quasilocality of v at sufficiently low temperature. 

We have then to consider the action of the conditional probabilities on the 

local functions. The local function we choose should be characteristic of the 

phase transit ion mentioned above. Namely, i t should be an order parameter 

of the phase transition30. We shall consider here the so-called magnetisation 

which can be defined in our model as the mean spin at the origin. Hence, we 

consider the local function 

/ : ft'-+R 

cr' — • / ( V ) = < 0 

and we want to study ^[^o.ol^A^K^O f ° r différents values of u / . Let us 
consider first that a/ is in the alternative configuration. Then 

^ K , o l ^ ] ( ^ 0 = M w V o , o ] 

as described in the previous section. 

We know that this is a Gibbs measure for some interaction, then by the 

lemma (2.9) their exists a sequence (VFÏÏKR)R£H whose weak l i m i t is fiu . 
Let R be any positive integer. 

Let AR be the intersection between A and the square centered at the origin 

of length 2R. We then know that their exists a sequence VR such that: 

( 0 0 , 0 ) " ' = f ^ k o , o ] = l i m ( c r 0 , o ) a / ' I / R 

R-±oo 

where 

{<T0flf'
UR= / ^\cT0fi\TK%\{rR)dvR[TR\ 

is the expectation of the spin at the origin when the boundary conditions 

which selects ^ have the law VR. Let first fix one boundary condition TR 

and note ( . ) u / ' T * the expectation under the measure ^ ' [ ^ ^ { T R ) . We know 

that is a Gibbs measure on (Ctx^Tx). The lattice on which i t is defined 

is composed by all the non-even spins plus the origin. In order to study this 

3 0 I n statistical mechanics, an order parameter of an absolutely convergent potential 

which admit a family {fij, j € J} of distinct Gibbs measures is a finite system { / 1 , . . . , / n } 

of local functions which discriminated these Gibbs measures by meaned of the associated 

expectation values . . - , w ( / n ) } . See[9]. 
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measure on a more conventionnal lattice, let us t ry to fix the spin at the 

origin. 

Define L R = { i € AR s.t z'i a n d i2 are both odds} and HR = AR\LR. 

we have, using the no ta t ion 3 1
 K^(dax) = m A R ® Sf^AR(d<rx) 

- ^ 7 7 - / cro,oe- 7 ( < T o ' 0~ 1 ) ( E< i o>^ )e i :<^>^AH. J€A\A R^.^ JJ ( e E < i o > < = A * J * o f f i ) K f l ( M ) 

z * ' T * y « A a g £ , R 

( 2 2 ) 

and 

ZW''TR = J e

J ( < T 0 ' 0 ~ 1 ) ( j : <»>* i ) e j : w> ' < 6 A R'>6*\Ai , J ' r «- ' ï TT (e E < i a > C A R J ^ o C T i )K^(d(TA) 

Those integrals are finite and positive and we can integrate out w i t h re­

spect to the origin first. We obtain, w i t h A* = A \ { 0 } where 0 denotes the 

origin of the lattice and K^* (d<7>,J — m\*R ® 8f^£ (da\*) w i t h A ^ = A f l \ { 0 } : 

K o r v * = 

Z " ' T R Jnx* o € L r 

( 2 3 ) 

and for the par t i t ion function 

ZW''TR = 1+1 c~ 2 J ( S <*>* i ) e E < i »' ' ' e A i iJ€*\A l i ^r; T T ( e E M c A f l

J " ^ ' ) ^ ( ^ ) 
J a » i t 

( 2 4 ) 

Where $3(to) m e a n s that the sum is taken over all the spins attached to the 
origin. 

Hence, we only have to compute the expectation of e~2J(£<«o> *0 w i t h respect 

to the Gibbs distr ibution w i t h boundary condition TR for an Ising model on 

( O A * , ^ * ) when the spin is fixed to be ' + ' at the origin. We obtain this 

model because of the very particular interaction we get w i t h the alternative 

configuration: The contributions of the 'even sites', which are on the alter­

native configuration, annihilate themselves. 

3 1 KR is the restriction of KAR to (QxiFx)-
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We have then the alternative configuration everywhere on 2 Z 2 and an Ising 

dis t r ibut ion on the so-called decorated lattice A*. 

We note ^ + , u / , T R this measure and » T* the expectation w i t h respect to 

i t . Hence, (23) yields to: 

t l _ ^-2^(^0,1+^l>0+<7-l>0+<T0,-l)^4-,W/,TH 

(CT0,0) ' R = j + ^E-2J(^ 0 fl+^i,0+^-i,0+cro,-i)^ Ju/ /,rH ^ 

I n order to study this model, and because we w i l l have to compute i t , we 

shall study ( c r 0 , i ) " K u / , T H , the expectation of one spin attached to the origin. 

We have the : 

L e m m a 3.3 

(<ro,i)+'w''TR = (tanh(J( <7 L I L + < T . 1 , 1 ) ) ) + ' - ' ^ 

= ( ( i tanh(2J) ) ( (7 1 , 1 + ( 7 _ 1 , 1 ) ) + ^ 

where cr l t l and c r - i , i are the spins attached to 0*0,1. 

P r o o f : 

Let us establish the first equality. The Bayes'formula yields: 

^ K i = +) = 

£ fi+^'TRW0,i = + k * = t*,*î (O,I)]II+'"'>T*[<Tx = tx,xï (0,1)] 

but fi+'U''TR((To,l = +Wx = tx,X^ (0, 1)) 

= / * + ' w ' ' T R K i = +,** = x # (0,1)) 
H+>"'>T*(<TX = CX,X^(0,1)) 

=

 e X P ( ^ E ( x , ( 0 , l ) ) & + J S(»,i)CAR 6 6 ) 

exp(JE (* , (o . i ) ) ^& + ^ E ( , j ) c A H ^ i ) 

The terms coming from bonds which do not touch (0,1) cancel and, i f 

we note x ~ (0,1) when x is attached to (0,1), we obtain: 

/ x + ^ K i = + k x = ^ , x Î (o, l ) ) = 

M + ' U , , , T H ( c T O , l = + k x = e x , X - ( 0 , l ) ) 
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Hence 

(%)+'w'Tfi = »+'w''TR(<ro,i = +)- A ^ ' ^ K i = - ) 

= ( t anh(J Y, **))+'u''TR 

r ~ ( 0 , l ) 

= ( t a n h ^ K x + a - U ) ) ) * ^ * 

and the first equality is proved. 
The second equality is just a t r ick using the fact that the spins take 
values i n { — 1 , + 1 } , then c r ^ i + <j_ltl £ { — 2 , 0 , + 2 } . 

( c r i , ! + < 7 _ u ) - = 2fM-[ahi + < J _ U = 2] - 2 j r [ c r u + < 7 _ u = - 2 ] 

and, using tanhO = 0 and tanh(—x) = — tanha; 

( t a n h ( J ( < r i , i + < 7 _ u ) ) ) " = 

t a n h ( 2 J ) / i ' [ c r 1 ) i + c r _ i , i = 2] - t a n h ( 2 J ) / x ' [ < T i i i + c r . ! , ! = - 2 ] 

o 

Thus, we shall only have to study the distr ibut ion of the spins i n L R , the 
lattice of spins whose coordinates are both odd. 

+ • - • + • - • + 
r 

I V 1 

+ b - • + 

b" vol <7l , l 

+ + + 

<i • a' • V b b" 

+ • - • + 

+ • - • + • - • + 
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fig 3 : Ising model on the decorated lattice A* 

We then have to compute ( o r i , i ) + , t " ' T H . As claimed before 3 2 , we can inte­

grate out as we want and we w i l l begin by integrating out w i t h respect to 

the spins i n HR, the sites of the decorated lattice which have exactly two 

neighbours (see fig 3). 

We call H% = HR\TR where YR = AR\AR-X is the boundary of AR. The 

sites i n HR are those which have two neighbours in AR. 

We also call HR = HR n TR: i t is the set of the sites which have two neigh­

b o u r s i n the lattice A*, one in AR and the other, ' f i l led 5 by the boundary 

condition r , outside AR. Let's compute: 

where 

AR(<T,da) = JJ (eJ^»'+^m0(dab)) 

AR(a,da) = J ] ( e ^ ' ^ m o i t o ) ) 

AR(<r,d<r)= J ] m ° [ ^ a ] ® ^ \ A

A ^ ( ^ A \ A f i ) 

aÇLR 

where for each b € HR, we call b' and b" its neighbourgs who are i n L R or 

filled by the boundary condition r i n A H + I . 

I f we compute the integral above, we obtain 

/ °XÂ n / « ^ w w n m ^ ® s ? ^ d r ^ 
JÇÏ^R b e H R

j E a£LR 

we can easily compute 

/ eJ"*l"»+*»')m0[d*b] = V 
JE 2 

3 2 I t is Fubini's theorem with positive measurable functions. 
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then the contribution of the spins in HR does not appear i n the integral 
anymore, because the set {(&',&"),& 6 HR} is L R . We would like to obtain 
now a coupling interaction between the spins in L R : let's t r y to wri te 

eJ(crbi+<rbtt) i e-J(<V+<V') 
Z = KeJ w (26) 

where A" is a constant which cancels by normalisation. 
On the event { o v = + l , o v / = + 1 } , we should have 

cosh[2J] = A V 

and on the events {cr&/ = — 1,<J6" = + 1 } and { o v = +1,(76// = —1} 

1 = Ke~JI 

then, one could take K = e J / and e 2 J ' = cosh[2J] i.e J 7 = | ln(cosh[2J]) in 
the equation (15) which leads t o 3 3 

K i > + > U , ' T R = 

z + ^ t r y ( f f u e J ' E < - ' > C ^ f f ^ « ' + J ' S < a 0 ' > , a 6 L f i y € M A R ' ' « V ) m t R [ ^ i f i ] 

3 3 W e use the same notation for the partition function but we should multiply it by 
K = eJ to obtain this of this new Ising model. 
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+ - + - + • 
I r - n * * 

+ J ' - + 

ft, * 

+ - + - + 
J ' 

a- -*a' * =: 

+ - + 
i * * 1 

AR 

+ - + - + 
fig 4 : Ising model on 2 Z 2 w i t h coupling J 1 

One could, and should, remark that i t is exactly the magnetisation of 
an Ising model w i t h coupling J 1 on 2 Z 2 , w i t h the boundary condition r on 
(A\An) n 2 Z 2 . 
When the temperature is low enough, we know by the theorem (3.1) that a 
phase transit ion arises for this model. We w i l l now do the same computation 
on a neighbourhood of the alternative configuration, and we w i l l prove that 
on a same neighbourhood, a small variation of the a/ w i l l lead to different 
selection of the extreme phase 3 4, and this w i l l bring the essential discontinuity 
we want. 

3.3.3 C o m p u t a t i o n of the magnet isat ion on the neighbourhood of 
the alternative configuration. 

Recall that we have to prove an essential discontinuity in u / , i.e that no 
version of ^ [ ^ o l ^ A ^ K ^ O c a n be continuous. We w i l l have to work on sets of 
non zero v-measure. 

3 4 A n extreme phase is one of the extreme points of the convex set £(7) (see [9]). 
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Define A ' H = A * ^ i f R is odd (which is the case in fig 4 ) and A'R = A ^ i f R 

is even. 

MR = {wf G fi',^/^ = W A ^ w ' arbitrary outside A ^ } 

= {a;' G f î ' ^ A J t
 = W A£ = +1?^ ' arbitrary outside A'R} 

= {a; 7 G M = ^A''* — — l , a / arbitrary outside A'R} 
R R— 1 -R-f" 1 

Where uj,alt is the alternative configuration defined in the previous section 

a n d r ' f l = A ^ _ 1 . 

( A H , R > 0) is a basis of neighbourhoods for this alternative configuration. 

Moreover, A/R,+ and -A/H,- are open sets in the product topology, so we have 

i /(JVk f + ) = i/Ota,-) > 0.' 

C o m p u t a t i o n on ~NR,+ 

We want to compute ^[^o,ol^A' c](<^i) for cjj G A/H,+ - We know from section 

(3.2) that for j/-almost VA 7 G ^ 

^ko,ol^A'<](^i) = ^ko,o|^Ac](cJi) 

w i t h 3 5 wi G T - 1 ^ ) , o- G T~ V ) and A c = T'\M% 

Let fix again A ' = { 0 } . 
Recall that we have V(NR,+) > 0, then / i f T " 1 ^ / ^ ) ] > 0 and then we can 
find36 ui G T~1{NR,+) for which the D .L .R equations are valids for /a. Then 
we can use the lemma (3.2) to prove that is a Gibbs measure on (f l>, ^ A ) -

_ We w i l l note i t 3 7 

Let us do again what has been done for the alternative configuration i n the 
section(3.3.2), changing in the notation u / by ' + ' . We know that we have 
some Gibbs measure, which can be obtained as a weak l i m i t of some (possibly 
stochastic w i t h law VR) boundary conditions TR and we obtain again 

" K O I ^ A « ] K ) = K o > + = lim K o ) * ' " * 

3 5 W e do not care which we take in T " 1 ( a ; /

1 ) because we will only use it when it coincides 

with u[ on the new configuration space. 
3 6 T h i s justifies the claims of the footnotes 27 and 28. 
3 7 T h i s is not the '+-phase., .which will be noted /x+. 
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where 

Let us again assume that vR is a Dirac measure in TR, and t r y again to obtain 
a Gibbs measure on a more conventional lattice, the decorated lattice, by 
fixing the spin at the origin to be / + / . 
We obtain an expression for (cro,o) + , T A similar to (22), except that we have an 
external magnetic field. For example, the integral i n the numerator of (22) 
should be replaced by: 

/ ( ( 7 0 f 0 c J ( < r o , 0 " 1 ) ( Z : < , " 0 > < r 0 I I 4(<7,a)eE<<>>^^^ 
a€LR 

(27) 
where 

A(a,a) = e E<*>cA* J*"* 

where the external magnetic field is defined below and we obtain 

(<70,o) ' R = 1 + ^c-2J(<70ii+<rifo+<ro,-i+«r-iio))+,+,Til ( 2 8 ) 

where ( . )+ '+ ' r * is the expectation under 3 8 / i + ' + , r R , the Gibbs measure on 
( H A * , ^ * ) obtained from fi+,TR by fixing the spin at the origin to be ' + ' ( see 
section (3.3.2)). 
Using the same techniques as i n the section (3.3.2), we w i l l just have to study 
the dis tr ibut ion in L R , sublatice of Z 2 consisting of the 'odd' sites contained 
i n A f l , to compute ( c r 1 > 1 ) + , + , T K . 

3 8 T h e first means that the spin is fixed to be at the origin, the second that the 
configuration after decimation is in A R > + . 



60 

+ • + • + • + • + 
T 

1 V 1 

+ + & ' - • + + 

V 

+ - • + • + +h = 2J 

a —:J-a' • V b b" 

h = 2J 

A * * 

+ • + . • + • + • + 

fig 5 : rise of a magnetic field on r # + i and TR 

As i n the case of the alternative configuration, we obtain an Ising model on 
the decorated lattice (ÎÎA**^A*)> w i t h the important exception that an exter­
nal magnetic field hi appears on some sites i (see figure 4 above) because of 
the spins ' + ' on T'R: the annihilation of the contribution of the 'even sites' 
does not occur here, i t was only due to the alternative configuration. We 
obtain: 
h{ = 2 J i f i 6 TR and is surrounded by two spins ' + ' from <jj\ 
hi = 3 J i f 3 9 i G Tfl+i and its neighbourg j G TR+2 is s.t Tj = + 1 
hi = J i f i G Tfl+i and its neighbourg j G TR+2 is s.t TJ; = — 1 
hi = 0 otherwise. 

We shall now use the two following lemmata to obtain an upper bound 
for ( 0 * 1 1 ) _ K " K r * . These are well-known results, and a proof can be found in 
[14]. 

L e m m a 3.4 (Griff iths' inequalit ies) ; 

Let us consider the Ising model on a lattice S with positive generalized external 

3 9 i t is then surrounded by two spins from u\. 
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magnetic field, i.e with a Hamiltonian defined by: 
VA C S , V<7\ € HA 

H A ( c r A ) = - J Y ~ S / l , < 7 ' 
(«'j)CA J 6 A 

w'tà J > 0 and hi > 0, V i € S. 
Then 

1. 

V T C A, (<TT)A > 0 (29) 

2. 

V T , T ' C A, 

(<XT<XT')A - (CTT)A(<7T')\ > 0 (30) 

o 

R e m a r k 3.5 

When the generalised magnetic is negative everywhere, we have the same 
k ind of inequalities but we have to change ' > ' by ' < ' . 

L e m m a 3.5 V T C A, V i € A 

= < W > A - M A ^ A (31) 

o 

Thus, w i t h a positive generalized magnetic field, the magnetisation increases 
when increasing the parameter hi when this is positive everywhere, and de­
creases when i t increases when i t is negative. 
Now, we use those two lemmas to forget the magnetic field wich appeared 
on TR. Thus a lower bound for ( < 7 i f i ) + , " K r * w i l l be the magnetisation of an 
Ising model on the decorated lattice w i t h coupling J and w i t h an external 



62 

magnetic field h = 2 J o n 4 0 r # , and this lower bound is valid for all boundary 

condition r. 

I f we integrate out, as we have done for u>,alt, w i t h respect to the spins which 

have exactly two neighbours in the decorated lattice, we obtain that a lower 

bound for ( < X i , i ) " K + , T H is the magnetization at volume of an Ising model on 

2 Z 2 , w i t h coulping J f and w i t h an external magnetic field h! on the boundary 

TR and 2h' on the corners of this boundary. Doing the same computation as 

i n section (3.3.2), we obtain: 

J ' = ^ln(cosh[2J]) > 0 

and 

b! = -ln(cosh[2/*]) = - ln(cosh[4J] ) > 0 

A n d we should emphasize that the bound is uniform in TR 

+ + + + + ïh' 

+ + J ' + - h! 

:c * * Î: J ^ 

b" 

+ ~ + - + 

J ' 

+ + - + + 

* *- * Jc 

+ + + - + 
fig 6 : Ising model on 2 Z 2 w i t h magnetic field on TR. 

4 0 W e recall that C A then the magnetic field only acts on the spins which are not 

fixed by a / . 
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The action of this positive magnetic field on the boundary is exactly the 
same as the action of a boundary condition ' + ' on the following boundary 

for the Ising model on 2 Z 2 . Let us assume that a phase transition arises 
for this model, i.e J ' > J c . I f we use the results of the theorem (3.1), we can 
do the following computation. 

K i > + ' + ' " * > / i n f t K O + ' + ^ j duR(rR) = i n f [ ( o r l f l > + ' + ^ ] 

then 
(<ri,i)+*"* > WoflU**» ^ M 0 ( J') > 0. 

where (^O,O)+,AR+2 * s magnetisation at volume AH+I w i t h boundary 
condition mentionned above. I n this computation, we use the property for 
the '+'-phase of the Ising model to be the weak l i m i t of the Gibbs distr ibu­
t ion w i t h boundary condition ' + ' . 

computat ion on MR-
Let us choose u'2 G NR,~ and u2 G T~l(AfRi-) such that the D .L .R equations 
for / i are true for i t . We know that this is possible because V(NR-) > 0. We 
want to compute 

^ k o , o l ^ V ] ( w i ) = l*[<rQ,o\F\']{ui) 

for A ' = { 0 } . We know by the previous paragraph that this the expectation 
under some Gibbs measure = ^ - 0 n ( f i ^ , F X ) , which can be selected as a 
weak l i m i t of Gibbs measures w i t h boundary condition TR of law VR and we 
obtain s imi la r ly 4 1 

^ K , o l ^ V ] ( ^ i ) = (<7o,o)~ = J im (<70,o)~ 

where 

W o p " * = / H~[<70,Q\FAR}{TR)dvR(TR) 
Ja 

We can wri te in the same way as i n the previous paragraph for the formula 
(28): 

1 — /p-2J(cr0,1 +<Tit0+<ro,-i +*-I,O)\+I-,TJI 
/ _ \ - , T R _ \ / 

\ 0,0/ j ( e " 2 J ( c r ° . l + < T l » 0 + a o . - i + < 7 - i . o ) ) + ' - » T « 

4 1 T h e (•)" is just a notation. This is not the expectation under any '-phase.. 
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where ( • ) + " , T R is the expectation under ' T R , the Gibbs measure on {tlx*^*) 
obtained from ti~~yTR by fixing the spin at the origin to be ' + ' ( see section 
(3.3.2)). 
Now let us study this measure by computing (cr0,o) ' T iS as we have done for 
JVH,+, and compute first ( c r l j l ) + , ~ , T * as above. The spin at the origin is s t i l l 
fixed to be ' + ' and we have similarly situation as this i n the .A/#,+-case: this 
magnetisation is this of an Ising model on the decorated lattice w i t h coupling 
J > 0, w i t h an external magnetic field. The only changes are the values of 
this magnetic field and the places i t acts. 

_ yi _ 
r 

I b 1 

+ V - • + 

h = -2J 

. / _ 

a •~-J^a! • b' b b" 
h = -2J 

+ • - • + 

A n • 

fig 5b : rise of a magnetic field on TR and TR+1 

We have 
hi = —2J i f i 6 TR and is surrounded by two spins '—' from u>i 
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h i = — 3 J i f 4 2 i G Tfl+i and its neighbourg j G TH+2 is s.t Tj = — 1 
/ i t - = - J i f i G TH+I and its neighbourg j G TK+2 is s.t Tj = + 1 
/ i t - = 0 otherwise. We have then 2 differences: the magnetic field is here nega­
tive, and their a shift on its location on TR. But we can use the remark (3.5) 
about the Griffiths'inequalities, and use them in the same manner to forget 
the magnetic field on TR i n order to obtain an upper bound for ( c r i ? 1 ) + ~ ' T R 

valid for all boundary condition TR. This upper bound is the magnetisation 
of an Ising model on the decorated lattice w i t h coupling J > 0 and w i t h an 
external magnetic field h = — 2 J on r # + i . 
Now, i f we proceed as i n the previous paragraph, when we consider J f > J c 

we obtain the following upper bound: 

< < x u > + ™ < KO) - ,A* + 2 ^ -Mo(J') < 0. 

where ( - ) - ,A 2 / H 2 is the magnetisation of an Ising model on 2 Z 2 at volume 
A 2 K + 2 w i t h the 7—' boundary condition, which appears because of the nega­
tive magnetic field on the boundary. 
We obtain a magnetisation opposite to the one previously obtained because 
changing LJ[ into LJF

2 leads to the selection of a different phase. 
Let's now compute (cro,o)~ , i / R i n a different way, in order to compare i t to 
( 0 0 , 0 ) m u c h easily. 
We come back to the beginning, i.e section (3.3.2). We had 

(flO.o)"** = f / V~Wo,o\FA'c](TR)dVR[TR} 
Jo. 

We st i l l have the equation (22) except that a negative magnetic field arises at 
the boundary. Let us do a change of variable in the integral (27), changing a 
into —<J ( 'spin-flip'), we obtain that the integral becomes (mult ipl icated by 
(—1)IA*I which cancels w i t h the par t i t ion function) 

J^x aeLR 

where 

A ( < j , a ) = e E < i o > c A * J ^ 

4 2 i t is then surrounded by two spins ' from 
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and i f we integrate out w i t h respect to the origin first, this leads to: 

1 _ / E +2 ' (£ ( *>*0 JJ A ( a , a ) e E < * > ' * A R r f € x ^ 

where h\ = — h{. We obtain the fo l lowing 4 3 : 

1 — /z>+2J(<7 0,i + t f i , o + 0 " o , - i + ^ - i , o ) \ + , 4 - , ^ i i 

\ ° ' 0 ' 1 + ( c + 2 J ( < r 0 , i + * i . o + * o , - i + * - i , o ) } + , + , " * 

We shall now use this for the final computation. 

3.4 Essential discontinuity of the conditional probabil­
ities for vi 

Let us consider now u [ G NR,+ a n d UJ'2 G NR~ as above. 
Then we have for. some boundary condition of law UR 

^ K o l ^ ' { o } c ] K ) - * / K , o l ^ { o } c ] K ) = J im ( ( < 7 0 ) o ) + ' T * - K o ) - ' T * ) 

where, w i t h • = ' + ' or ', 

1 — / ^ - 2 J ( < 7 o , l + ^ l | 0 + < T 0 , _ l + < 7 _ l t 0 ) \ + , * , ^ H 
(a Y'YR = ^ / 
\ 0,0/ j _^ ( e - 2 J ( < 7 o > i + a i f o + < 7 0 f - i + < r . i f o ) ^ + l * , i / i i 

using the previous section, we have: 

(<ro,o)+'"R - K o ) - ' " * = 

I _ ^ e - 2 J ( ( 7 0 , i + ^ i , o + ^ 0 , - l + ^ - l , o ) ^ + , + , ^ H I ^ e + 2 J ( c r 0 , 1 + ^ 1 , 0 + ^ 0 , - 1 + ^ - 1 , 0 ) ^ + , + , ^ 

I _|_ ^ e - 2 J ( c 7 0 , i + c 7 i , o + ^ o , - i + ^ - i , o ) ^ + , + , ^ 1 ( e +2J(^o , i+^i ,o+<7o , - i+o- - i ,o )^+,+ ,^H ~~ 

2 ( ( e + 2 J ^ ° ' 1 + ^ 1 ' 0 + ( 7 o ' " 1 + C T - 1 ' 0 ^ ) + , + ' i / R — ( e " " 2 J ( O P ° » 1 + < 7 l ' 0 + a o , - i + * - i , o ) ^ + i + , » ' j i ) 

D(R) 
where the denominator D(R) = 

_|_ ^ e - 2 J ( < 7 0 , l + ^ l f 0 + ^ 0 , - l + ^ - l ) 0 ) ^ + , + , ^ R ^ J ^ e + 2 J ( ( 7 0 , l + O r l t 0 + < 7 0 , - l + ^ - l , o ) ^ + , + , I / / l ^ 

4 3 O n e could think that the spin-flip would change the origin into \ It is true, but the 

previous computation proves that we obtain these expectation with respect to the measure 

we had when the origin was fixed to be / +- / . 
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is positive, let us study the sign i f the numerator N(R) =: 

2 ( ( e + 2 ^ ( 7 o , 1 + ( 7 l , 0 + ( T o , " 1 + < T ~ 1 , 0 ^ ) + ' + ' z / R — ^ e " 2 ^ ° ' 0 , 1 + < r i , 0 + < 3 r o , " 1 + < r " 1 , 0 ^ ) + , + | l / K ) 

k=0 

0 0 (—2J)K 

- <E JH foi + ^ + *o . - i + ^ - i , o ) " ) + ' + ' " R ) 
Jfe=l 

= 8 J ( < r 0 f i + <Ti,o + (To f.i + tf-i.o)*'4"'1'* 

+ 4 J E ( S f + Ï ) . + ^ + CTo--1 + ^ i . o ) 2 f c + 1 ) + ' + ' " f l 

and then we have 

N(R) > 3 2 J { ( T 0 , I ) + ' + , J / R 

because under this phase, we have a positive generalized external magnetic 
field, and we know by Griff ths ' inequali ty(l) that for k odd, 

( (0 -0 ,1 + <TI,O + 00,-1 + <r-i,o)k)+'+,,/R > 0 

I f J is such that J ' > J C , we know that (<T0i1)
+'+^r R-^¥ M0(J') > 0, then 

we obtain 

l i m ( < 0-0,0 > + ' " R - < (7o,o > - ' " * ) < l i m ( 3 2 J < cr 0,i > + ^ " * ) 

= 16JM0(J') > 0 

This proves the non-quasilocality of the decimated measure. I f we express 

this i n a topological way, we obtain the 

L e m m a 3.6 (essential discontinuity) Let J ' > J c and let u>'alt be the al­

ternative configuration. 

We > 0, V O V neighbourhood ofu,alt , 3RQ > 0 such that V i ? > R0 , we can find 

JVJR,+ , A/ /? , - C M with V[AR,+\ = > 0 and for v-almost LJ[ G NR%+> 

for v-almost u'2 G NR~, 

^ K , o l ^ { o } c ] K ) - ^ K o l - ^ o } c ] K ) > e 

Thus, no version of the conditional probabilities of v given ^ { 0 } c c a n ^e c o n " 
tinuous. 
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Hence the following theorem expresses the non-Gibbsianness of the decimated 
measure at low temperature, for the 2d-Ising model. 

T h e o r e m 3.2 Let \i be any Gibbs measure for the Ising model on Z 2 , with 
coupling J > | argcosh[e 2 J c ] and without any external magnetic field. Then 
the decimated measure cannot be consistent with any absolutely convergent 
potential: It is not a Gibbs state. 

4 T h e Dobrushin program 

This failure of Gibbsiannity does not come from the pathologies of the deci­
mat ion transformation, which 'forget' a lot of spins. I t has been proved in [5] 
that non-Gibbsianness arose in many other transformations of the renormal-
ization group, such that some Kadanoff transformation for the Ising model 
or some cases of the majori ty rule transformation for the Ising model. The 
proofs are based on this developped in.the previous section. 
The requirement of being consistent w i t h an absolutely convergent potential 
appears to be too strong. Using this, sveral authors have tr ied to restore this 
formalism by requiring weaker conditions (see [3, 1, 12, 13, 7] for example). 
We describe here the restoration of Maes et al . ([12, 13, 11]), and we shall 
apply i t to this decimated measure elsewhere. The example mainly used by 
Maes et al. is very similar: i t is the projection of the Ising model on the real 
line. 

4.1 Almost Gibbsianness 

Let ( f i , ^ 7 , A) be a probabili ty space as described in section 2, and let v be 
any probabil i ty measure on ( f i , J 7 ) . 

Definit ion 4.1 [Bad configuration] A configuration u> G Q, is 'bad' for v i f 
for some i G 5, e > 0, VA G <S,3A' D A, A ' G <S, and r , r ' G such that: 

I v[ui\uA\iTv\i] - "[uiluAXiT^] \ >e 

o 

Thus the alternative configuration of the previous section was a bad config­
urat ion for the decimated measure. 
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L e m m a 4.1 If u is a 'bad' configuration for v and if 7 is a specification 

consistent with \x then 3 i € S such that 7{i}(cr|-)zs discontinuous inu. o 

We call Su the set of all the configurations which are bad for v. 

Definit ion 4.2 [Almost Gibbsian measure] A probabili ty measure v on (Q, T) 

is almost Gibbsian i f there exists a specification 7 such that u 6 £ ( 7 ) and 

i / ( f i 7 ) = 1 where 

i l y = {LJ : VA G <S, V F € ^ 7 A ( F | - ) is continuous in u } 

o 

R e m a r k 4.1 

• A Gibbs measure is almost Gibbsian ! ( H 7 = Çt) 

• We don't deal w i th potentials here. 

T h e o r e m 4.1 • Su = 0 <=ï v is Gibbsian 

• v[Sy] = 0 4=> v is almost Gibbsian 

• i/[Su] > 0 4 = ^ 1/ is not almost Gibbsian 

o 

4.1.1 W e a k l y G i b b s i a n states 

Definit ion 4.3 [Weakly Gibbsian measure] A probabili ty measure v on (ft , JF) 

is weakly Gibbsian i f there exists a potential $ and a tail-measurable set Cl$ 

such that 

1. $ is absolutely convergent on fi$ 

2. z/[ft*] = 1 

3 . For every ^-measurable function / , its expectation value is given by 

u[f] = L 2^7) / ( W A ) E~H%[W) D U M 

o 
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As fi$ is a tail-measurable set, then ZA(u>\c) is well defined V u G H$ and we 
can wri te the integral above. 
We have the 

T h e o r e m 4.2 If v is almost Gibbsian then v is weakly Gibbsian and we can 
choose Cl$ = fi7 such that v G G(l) o 

The converse is not true in general. Some examples and the basics properties 
of the weakly Gibbsian states can be found in [12, 13, 11]. A variational 
principle is given in [11] but apparently, no large deviation principle has 
been given yet. 
the next stage of our work is to the investigate the almost Gibbsianness and 
weak Gibbsianness of the decimated measure. 
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