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In 1965, Buchberger ([BUC1,2]) introduced the notion of Grttbner bases for polynomial ideals and described an 
algorithm (Buchberger algorithm) to compute them. Since then, it has been widely recognized that Grttbner bases 
provide a presentation of a polynomial ideal I suitable for the computation of invariants of I and the verification of 
properties of I. 
So it is possible, for instance, to decide if a polynomial is in I, to compute the dimension of I, the relations (syzygies) 
among a basis of I, algebraic invariants like the Hilbert function, to check if I is prime, to compute its zeroes, to obtain 
a primary decomposition of I..., so allowing an effective algebraic study of (global) varieties in the affine and projective 
spaces. 

In 1964, Hironaka ([HIR]) introduced a notion of standard bases for ideals in a ring of formal power series (or in the 
localization of the polynomial ring at the origin). This concept is strictly related to the one of Grttbner basis; actually it 
is in some sense its dual: namely Grttbner bases are defined with relation to some semigroup ordering on the semigroup 
of terms of the polynomial ring, which must be a well-ordering, while Hironaka's standard bases were defined in exactly 
the same way, but with respect to a semigroup ordering whose opposite is a well-ordering. 
Since the knowledge of a standard basis of an ideal I allows to reconstruct the variety of the tangents at the origin to the 
variety defined by I, it could, at least in principle, be used to pursue a local study of varieties at singular points. 
Actually such a study was pursued (not from an effective point of view) long before the computational applications of 
Grttbner bases to a global study of varieties and probably inspired some of the results in this direction (cf. [GAL]). 
What was lacking was an algorithm to compute a standard basis of an ideal, given any basis of it. In fact, one of the 
main ingredients of Buchberger algorithm is a "reduction" procedure whose termination is guaranteed because the 
semigroup ordering which is used is a well-ordering: Hironaka's standard bases requiring an ordering which is not such, 
if Buchberger algorithm were applied for their computation, it would in general not halt 
An algorithm for standard basis computation (the "tangent cone" algorithm) was given only in 1982 ([MORI,2]); it 
essentially consists in a modification of Buchberger's reduction procedure which guarantees termination, while 
preserving correctness, also if the semigroup ordering is not a well-ordering. 

Once a standard basis of a polynomial ideal I is known, the variety T(V) of the tangents at the origin to the variety V 
defined by I is explicitly given through a Grtibner basis of the ideal defining it. 
By the classical method of "associated graded rings", questions about the local behaviour of V can be transformed into 
questions about the global behaviour of T(V) and the latter can be solved by the Grttbner basis method. 
More in general, we can face the following problem: 
we are given three affine varieties V3 c V2 c V] (Vj being defined by the polynomial ideal Ii c k[Xi, . . . ,X n ] , with 
I3 prime) and we are interested in the behaviour of V2 in a (Zariski)-neighborhood of V3 inside Vi (in the situation 
discussed above Vi is the whole space, V3 is the origin, V2 is V). 
We can give the following algebraic description: we consider B := k[Xi, . . . ,X n ] /I l , p c B the image of I3, A the 
localisation of B at p, I the image of I2 in A. The ring A "describes" then V3 as a subvariety of Vi , while I "describes" 
V2 in a (Zariski)-neighborhood of V3 inside Vi . 
The method of associated graded rings can be applied to this situation too: there are a polynomial ring K[Yi, . . . ,Y m ] , K 
a finite extension of k, a homogeneous ideal H c K[Yi , . . . ,Y m ] , a homogeneous ideal in(I) c K[Yi, . . . ,Y m ]/H, s.t. 
questions about A can be transformed into questions about K[Yi,. . . ,Y m ]/H (or about H) and questions about I into 
questions about in(I). 
An application of the tangent cone algorithm ([MOR3]) allows to explicitly present K, to give H c K[Yi , . . . ,Y m ] 
through a Grttbner basis, and to give in(I) through a GrObner basis of its preimage in K[Yi, . . . ,Y m ] . 
This therefore allows to transform the method of associated graded rings in a computational tool and to effectively solve 
at least the basic problems in local algebra, s.t. regularity, dimension of A, computation of systems of parameters, 
deciding if a given element of A lies in I, syzygies of I... 

The study of algebraic formal power series is related instead with the study of analytically irreducible branches at the 
origin of an algebraic variety and comes out naturally when studying singular points of algebraic varieties, for instance 
in Newton-Puiseux algorithm for determining the analytic branches of a curve at a singular point and more generally 
when studying analytic components of a complex algebraic variety. 
In this context one is again interested in local topological notions like the infinitesimal order of an algebraic series or of 
an algebraic function defined over some analytical component AC of a variety, the cone of tangents to AC, algebraic 
invariants of AC. Hironaka's standard bases are tailored to immediately answer to such questions; the tangent cone 
algorithm can be used to produce a computational model for algebraic series, which allows to compute standard bases of 
ideals, again by a variant of the tangent cone algorithm. 

In this paper we don't propose to discuss at length the applications of the tangent cone algorithm, but just the algorithm 
itself and the improvements to the original schema which have been proposed over the years, in order to give an update 
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description of the algorithm, in a version suitable for implementations and (to our present knowledge) optimal and as 
general as possible. 
While this paper is a survey, some results in it are original: all the improved versions of the algorithm have never been 
published and the published descriptions of the algorithm cover just a subset (not sufficient for some applications) of 
the semigroup orderings to which it can be applied 

Since the tangent cone algorithm is a variant of Buchberger algorithm, we start our paper with a survey of the Gröbner 
basis theory and of Buchberger algorithm (§1): since we intend to present implementable versions of the algorithms, we 
discuss the best variant available, also at the risk to make the presentation less elementary. 
Then (§2) we discuss the problems which are met if one extends the algorithm and the underlying theory to orderings 
which are not well orderings and we develop a theory of standard bases. 
In order to have an effective variant of Buchberger algorithm to compute standard bases, one needs to modify Buchbger 
reduction procedure to this new setting; this point which is the crucial part of the tangent cone algorithm is discussed in 
§3. 
We are then able to describe the tangent cone algorithm itself and to discuss several improvements to the basic 
computation scheme (§4). After a short discussion on standard bases in formal power series rings (§5), we conclude the 
paper with a very fast survey of the main applications in local algebra (§6) 

1 RECALLS ON GRÖBNER BASES AND BUCHBERGER ALGORITHM 

In this introductory section we review the concept and the basic properties of Gröbner bases ([BUCl^]) 1 and of 
Buchberger's algorithm ([BUC1,3]) for their computation, in the Gebauer-Möller version ([G-M]), which is the most 
widely implemented. 

1.1 Gröbner bases 

Let P := k[Xi,. . . ,X n] be a polynomial ring over a field, let T denote the free commutative semigroup generated by 
{Xi,. . . ,X n}, let < be a semigroup total ordering on T. 
Then each polynomial f € P - {0} can be written in a unique way as: 

f = £i=l . . . tCi mj, q € k-{0}, mje T, mi > m2 > ... > m t. 
Denote: 

T(f) := mi, M(f) := ci mi, lc(f) := ci; 
T(f) is the maximal term, M(f) the maximal monomial, lc(f) the leading coefficient in the representation of f. 
When we need to specify the ordering < on which the definitions above depend, we will use either the notation T<, M<, 
or <o, T a , M0. 

If F c P , denote M {F} := {M(f): f € F - {0}}, M(F) the ideal generated by M {F}. Therefore, if I is an ideal, M(I) is the 
monomial ideal generated by the maximal monomials of the elements in I. 
In the rest of the paragraph we will assume < is a well-ordering. 

Let I be an ideal in P. In particular I is a subspace of the k-vector space P (of infinite dimension unless I = {0}). 
Let B := {t € T : t e M(I)} and let k[B] denote the k-vector space with basis B. 

LEMMA 1 l ) I n k [ B ] = { 0 } 
2) Vh € P, there are f € I, g € k[B] s.t h = g + f. 

Proof: 1) let f € P - {0}, then f = I i= i . . . t q mj, q G k-{0}, m* € T, mi > nvj > ... > m t; if f e I then mi = M(f) e 
M(I), while, if f € k[B], mi 6 B. 

2) Let us recursively define sequences of elements of P, ( h n : n € N), (f n: n € N), ( g n : n e N) as follows: 
i) ho := h, fo := 0, go := 0 
ii) if h n = 0 define h n +i := 0, fn := fn_i, g n := g n . i 
iii) if h n * 0 and M(hn) e M(I), define h n + i := h n - M(hn), fn := fn. l t g n := gn_i + M(hn) 
iv) otherwise h n * 0 and M(h n) e M(I). So there is f e I, s.L M(hn) = M(f) 2. Define then h n +i := h n - f, fn := 

*n-l + f. gn-=gn-l-
It is immediate that the following properties hold for each n: 

h = h n + fn + g n 

f n € I ,gn€ k[B] 
if h n * 0, then T ( h n + i ) < T(hn). 

Since < is well-ordered, we cannot have an infinite decreasing sequence of terms T(ho) > ... T(hn) > T(h n+i) >...; 
therefore there must be n s.t. h n = 0, i.e. h = fn + g n , with fn e I and g n e k[B]. 

1 An excellent survey of the concept and of its applications is [BUC4]; for an introduction more on the line of this 
presentation, cf. [M-M]. 
2 Here there is a tricky point, which is usually overlooked, and seems to be the only point in which the requirement that < is a 
semigroup ordering is actually relevant* 

if c e k-{0}, t € T, g € P - {0}f since < is a semigroup ordering, then M(c t g) = c t M(g). 
Here, since m e M(I), there are c € k, t e T , g € I s.t. m = c t M(g). But then m = M(c t g), and c t g e I. 
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COROLLARY 1 Vh 6 P, there is a unique g € k[B] s.t h - g 6 I. Such a g is called a canonical form of h wj.t. I 
and denoted Can(h J). 
Moreover Can(h,I) = 0 iff h e I, Can(hoJ) = Can(hi,I) iff ho - hi € I. 

The proof of Lemma 1 could be easily turned into an algorithm to compute the canonical form of a polynomial modulo 
an ideal (and therefore to decide ideal membership), provided that-

given a monomial m, it is possible to decide whether m € M(I), in which case to find f e I s.t M(f) = m. 
Assume I is given through a basis F s.t M(F) = M(I); then the above requirement is easily solved: m e M(I) iff there 
are g e F, c e k - {0}, t e T s.t. m = c t M(g); in this case we can then choose f = c t g. 
Moreover with such a choice, we obtain a representation of h - Can(h J) in terms of F, with nice properties: 

h-Can(h,D = £ g i f i . g i € P - {0},fi€ F, T(gO T(fi) £ T(f) for every i. 
We are then led to the following: 

DEFINITION 1 A set F c I - {0} is called a Grdbner basis for the ideal I iff M{F} generates the ideal M(I). 

Before discussing the computability of Grttbner bases, let us state some of its properties and introduce a notion, normal 
form, weaker than the one of canonical form but which will be crucial later. 

DEFINITION 2 Given f € P - {0}, F c P - {0}, an element h € P is called a normal form of f wj.t. F. if 
f - h = I g i f i , g i e P - { 0 } , f i € F 
either h = 0 or M(h) e M(F). 

NF(f,F) will denote the set (h e P : h is a normal form of f wj \ t F}. 

We remark that, unlike canonical forms, which are unique and depend just on the ordering <, normal forms are not 
unique also if F is a Grtfbner basis: if h is a normal form of f w.r.t F, and I gi fi is s.t T(gi) T(fi) < T(h), then h + Z 
gi ^ is another normal form of f w.r.t. F. 
Some weak uniqueness properties of normal forms (when F is a Grttbner basis) are stated in the following Proposition 
2; it shows also that normal forms can be used instead than canonical ones to decide ideal membership.1 

The following properties of normal forms are obvious and will be used later 
f€ (F) i f f0e NF(fJ7) 
If M(f) € M(F), then f € NF(f,F). 

DEFINITION 3 We say h e P-{0} has a Grdbner representation in terms of F c P - {0} iff it can be represented: 
f = £ gi fi, gi 6 P - {0}, fi € F, T(gi) T(fi) < T(f) for every i 

(such a representation will be called a GrObner representation). 

PROPOSITION 1 For each f € P - {0}, F = to f t ) c P - {0}, there is h e Ps.t. 
1) h € NF(f JO 
2) f - h has a GrObner representation in terms of F. 

Proof: 1) Let us recursively define sequences of elements of P, (hn: n e N), ( g m : n € N), i = l...t as follows: 
i) ho := f, gio := 0, i = l...t 
ii) if hn = 0 define hn+i := 0, g m + i := gin. i = l...t 
iii) if hn * 0 and M(hn) € M(F), define h n +i := hn, gin+i := gin, i = l...t 
iv) otherwise h n * 0 and M(hn) € M(F). So there are c € k - {0}, t € T, fj € F, s.t M(hn) = c t M(fj). Define 

thenhn+i : = h n - c t f j , g j n + i := gjn + c t f j , g m + i :=g infor i* j . 
It is immediate that the following properties hold for each n: 

f - hn = X gin fi is a GrObner representation 
if h n * 0 a n d M ( h n ) € M(F),thenT(hn+i)<T(hn). 

Since < is well-ordered, we cannot have an infinite decreasing sequence of terms T(ho) > ... T(hn) > T(h n+i) >...; 
therefore there must be n s.t either hn = 0or M(hn) e M(F). 
In both cases f - h n = Z gin fi € (F), so h n e NF(fJ7)-

THEOREM 1 If I c P is an ideal, and F = {fi,..., ft} c I - {0}, the following conditions are equivalent: 
1) F is a GrObner basis of I 
2 ) f e I iff f has a GrObner representation in terms of F 
3 ) fo reach f€P-{0} : 

i) if f e I, then NF(f J 7) = {0} 
i i ) i f f* I , thenNF(f ,F )*0andVh€ NF(f,F)»h*0. 

Proof: 1) => 3) Let f € P - {0}. By Proposition 1, f has a normal form wj . t F. 
There are two cases: 

l)NF(f,F)={0}. 
In this case f e (F) c I. 

2) thereisheNF(f ,F)-{0} 

1 One reason for the introduction of normal forms is that they are easier to compute than canonical forms, and still sufficient 
for deciding ideal membership and ideal congruence. The main reason is however that in the setting of the tangent cone 
algorithm canonical forms are not available, while normal forms are. 
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In this case, then M(h) e M(F) = M(I), implying h e I; since f - h € (F) c: I, then f e I. 
Moreover,if 0 € NF(fJO. then f € (F)cl ,acontradict ion,so0€ NF(fJ3). 

3)=>2) If f has a Gróbner representation in terms of F, then f e ( F ) d . 
For each f € P, by Proposition 1 there is h e NF(f J 3) s.L f - h has a Gróbner representation in terms of F. 
If f e I, then NF(f,F) = {0}, so h = 0 and f has a Gróbner representation in terms of F. 

2) => 1) If a polynomial p is in M(I), then it is a sum of monomials in M(I) and so p = I i= i . . . s M(gO, g¡ 
e I. So we have just to show that if f € I, then M(f) € M(F). 
Let f € I, m = M(f), f = I gi fi a Gróbner representation in terms of F. Let I := {i: T(gO T(f¡) = T(f)}. 
Then m = M(f) = Xiei M(g¡) M(fO € M(F). 

PROPOSITION 2 If F is a Gróbner basis for the ideal I c P, then: 
1) let h e NF(g J 3); then: 

if h = 0, t henge I 
if h * 0 , t h e n g e I 

2)if h € NF(g,F),h*0,thenT(h) = min{T(g*) : g ' - g 6 l ) 
3) if g, g* € P -1 are s.t. g - gf € I, then M(h) = MflO for each h e NF(g,F) and h* € NF(g',F). 

Proof: 1) If h = 0, then g = g - h € ( F ) d . 
If h * 0, then since M(h) e M(F) = M(I), h e I and so g e I. 

2 ) L e t g , b e s . t . g , - g e I ; t h e n h - g ' € I a n d M ( h - g ' ) € M(I); if T(h) >T(g') thenM(h - g1) = M(h) e M(F) = 
M(I). 

3) The assumptions imply that h* - g e I and so (by 2) T(h) < T(h'); in the same way T(h*) < T(h). 
So T(h) = T(h') and therefore either T(h - h') = T(h) and M(h - h') = M(h) - MOO or M(h) = M(h'), T(h - h') < T(h). 
The first case cannot occur since M(h - h*) e M(I), M(h) e M(F) = M(I). 

1.2 Gróbner basis computation 

In order to obtain an algorithm to compute Gróbner bases, we need a finite set of tests, s.t. if all are successful the 
given basis is Gróbner, while if one fails it allows to enlarge the basis. 
Theorem I gives some hints how to find such a test: F is not a Gróbner basis if and only if there is an element f € I, 
which has a non-zero normal form h in terms of F; such a normal form h is then an element of I s.t. M(h) e M(I) -
M(F). If we add h to F, F := F u {h} is still a subset of I and M(F) c M(F) c M(I). 
Contrariwise, if F is Gróbner, then each element in I has a Gróbner representation in terms of F. 
Moreover, the proof of Proposition 1 actually is an algorithm which, given f e P and F c P, computes either a 
Gróbner representation of f in terms of F or a non zero normal form of f w.r.t. F 
So, let us assume that for each basis F of I we can compute a finite subset H = H(F) c I, s.t F is Gróbner if and only 
if each element of H has a Gróbner representation in terms of F. We could then apply the following algorithm to 
compute the Gróbner basis G of an ideal given through a basis F. 

G : = F 
H:=H(G) 
While H * 0 do 

Choose h e H 
H :=H-{h} 
Compute h' e NF(h,G), s.t. h - h' has a Gróbner representation in terms of G 
If h V 0 then 

G : = G u ( h ' ) 
H:=H(G) 

Correctness of the algorithm is guaranteed, since, at termination, each element of H(G) has a Gróbner representation, 
and, by our assumption, this implies that G is Gróbner. 
Termination is guaranteed, because any time we enlarge F, we add to it an element h* s.t. M(tO e M(I) - M(F). By 
Dickson Lemma 1, after a finite number of steps we must have M(F) = M(I). 
So we are left with the problem of finding a finite subset H = H(F) c I, s.t F is Gróbner if and only if each element of 
H has a Gróbner representation in terms of F. 

Let F as {fi,...,f t} be a basis of I; let f € I, f * 0; since f is in I, it has some representation in terms of F, f = £ gj f¡. 
Let t := max{T(gO T(fi)}, I := {i: T(gi) T(fO = t) 
Clearly t £ T(f); if t = T(f). then the given representation is Gróbner.. 
If t > T(f), we can partition the representation f = Z gi fj as follows, denoting R(g¡) := g\ - M(gi): 

f = Z i € I M(gi) fi + L i € i R(gi) fi + Zi*i g i fi 
where: 

Zi€lM(gi)M(fi) = 0 
T(R(gi))T(fi)<tforie I 
T(gi)T(f i )<tfor ie I 

1 In each infinite family M of terms, there is a finite subset Mj s.L each term in M is multiple of some term in M\. 
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Let h := Z i € i M(gi) f i ; ; if we can find a different representation of h, h = Z hi fi with T(hi) T(fi) < t, then we have a 
representation of f, 

f = l i e i hi fi + £ i € i R(gi) fi + Liei g i fi = Z i = i . . . t gfi fi 
with T(f) £ maxTOO T(fi)} < t 
Repeating the same argument on the new representation, we will eventually find either a representation 

f - SM...t-g"i A. with max{T(g"i) T(©} = T(f), 
i.e. a Grttbner representation; or elements mi,. . . , m t s.t. 

i) each mi is either zero or a monomial, 
ii) T(mi) T(fj) is a constant t e T whenever mj * 0 
iii) Z mj M(fO = 0 

and moreover h = Z m; fi doesn't have another representation h = Z hj fj with T(hi) T(fi) < t. 
In particular, since T(h) < t, h doesn't have a Grdbner representation in terms of F. 
We have therefore proved the following: 

LEMMA 2 Let F = {fi f...,f t} be a basis of I. Let O be the set of elements (mi,...,mt) € P l s.t. 
i) each mi is either zero or a monomial, 
ii) T(mj) T(fj) is a constant t € T whenever m\ * 0 
iii) I mj M(fi) = 0. 

Let H := { I mj f i : (mi,...,mt) e O} 
If F is not Gr&bner, then there is h e H s.t. for each representation h = Z hi f j , max{T(hi) T(fO) > max{T(mi) T(fi)}; 
in particular such an h doesn't have a Gr&bner representation in terms of F. 

We can therefore restrict our attention to those elements h of I which are obtained taking a relation among the M(fi)'s, 0 
= Z in* M(fj) and substituting fi to M(fj). They are still infinitely many, but the set of relations among the M(fi)'s is a 
module and so it has a finite basis. The aim of the following definitions and results is to show that if we take a finite 
basis of the relations among the M(fi)'s satisfying some assumptions, and we substitute in each such relation fj to 
M(fi), we obtain a finite set H s.t if each element of H as a Gr&bner representation in terms of F, then F is a Grdbner 
basis of I. Such a set H can then be used in the algorithm we have outlined above. 

Let f i , . . . , f t € P - {0},F:= {fi,...,f t}, I the ideal generated by F. 
We begin by extending the functions T(-) and M(-) to the module P l . 
Let {ei,..., et) denote the canonical basis of P l 2 ; for each (gi,...,gt) = Z gj ej e P 1 define: 

T(Zgiei):=max{T(gi)T(fi)} 
M(Z g i ej) := Z J € I M(gO q where I := {i: T(gO T(fj) = T(Z g i ei)}.* 

I f O c P 1 , denote M {<&} := (M(<|>): 4> e O - {0}}, M(<&) the submodule of P l generated by M{<&}. 
We say that an element $ = Z mi ei of P 1 is homogeneous iff for each i s.t. mi * 0, then mi is a monomial and 
T(mO T(fi) = T(4>); that a submodule of P 1 is homogeneous if it is generated by homogeneous elements. 
We remark also that: 

if <)>, 4>1,..., 4>s are homogeneous elements in P l and 4> e (<|>i,..., 4>s) then there is a representation 
4> = Z q mi 0i, Ci € k, mj e T, mj T(fa) = T(<|>) for each i with q * 0. 

DEFINITION 4 Given <f> € P 1 - {0}, * c P l - {0}, an element y e P l is called a normal form of 4 w.r.t. O if 
4>-V = 2gi<|>i,gi€ P - {0},<t>i€ <D 
either y = 0or M(y) e M(<&). 

LEMMA 3 For each ^ ^ - ( O l . O c P - I O ) , there is y € P l , which is a normal form of $ wj.t. O. 
Proof: (c/. Prop.l) Let us recursively define sequences of elements of P 1, ( y n

: n € N )» (£n : n e N ) as follows: 
i) V0 - 4>. $0 •= 0 
ii) if Vn = 0 define \|fn+i := 0, Sn+1 := kn 
iii) if Vn * 0 and M(v n) e M(4>), define y n + i := y n , 5 n +l := £n 
iv) otherwise y n * 0 and M(\|fn) € M(<&). So there are Ci e k-{0}, mj € T , <t>i € O , s.t. M(y n ) = Z q 

M(fo), and mj T(<|>i) = T(y) for each i. Define then y n + l := y n - 2 <H mj fo, £ n +i := £ n + Z C[ 
It is immediate that the following properties hold for each n: 

«>-Vn = $ n e (F) 
if v n * 0 and M(Vn) € M(0), then T(y n +i) < T(Vn). 

Since < is well-ordered, we cannot have an infinite decreasing sequence of terms Ttyo) > ... T (y n ) > T (y n +i) >...; 
therefore there must be n s.L either y n = 0 or M(Vn) e M(<&). 
In both cases <> - y n = £ n

 € ( * ) » s o ¥ n is a normal form of $ w j . t . <D. 

2 i.e. Z & ej is the vector (g! g t). 
^This definitions and the notion of homogeneous elements and modules given below are perfectly natural in the language of 
graded rings. Since graded rings will disguisedly appear later on too, we have briefly sketched in an Appendix as much of graded 
ring theory as it is necessary. 
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Define 
s : Pby s ( Z g i q ) := Z g i M(fi); 

then the kernel of s 
Syz{M(fi),...J4(ft)} :=Ker(s) 

is the module of syzygies (relations) among {M(fi),...,M(ft)}, which is a homogeneous submodule of P l . 
Define S : P l -> P by S(Z gi q ) := Z gj fi and remark that if u is a homogeneous element in Ker(s), then T(S(u)) < 
T(u). 

If u is a homogeneous element in Ker(s), we say that u lifts to v e Ker(S) (v is a lifting of u) if M(v) = u. 
In other words v is a lifting of u iff S(u) = I gi fi with T(gi) T(fO < T(u) and v = u - Z gi q. 
Remark that: 
1) if S(u) has a Gröbner representation, then u has a lifting, while the converse is not necessarily true. 
2) Lemma 2 can be restated as follows: if F is not a Gröbner basis of I then there is a homogeneous element u e Ker(s) 
which doesn't have a lifting. 

LEMMA 4 Let fi ft e P - {0}, F := {fi,...,f t}, I the ideal generated by F. Let s, S be defined as above. 
Let U be a basis of Ker(s) consisting of homogeneous elements. Then the following are equivalent: 

1) F is a Gröbner basis for I 
2) for each u e U, u has a lifting 

Proof: 1) => 2) Let u € U and let h = S(u). Then T(h) < T(u). So let Z gi fi be a Gröbner representation of h and 
definev:= u - Z g i q . T h e n S ( v ) = S(u)- Zgifi = h - h = 0 s o v € Ker(S). 
Moreover T(gj) T(fi) < T(h) < T(u), so u = M(v). 

2) 1) We show that each h e I has a Gröbner representation. 
Since h e I, and F is a basis of I, there is a representation h = Zi hj fi. 
Let<|):= (hi h{) e P 1. 
For each u e U , let lift(u) e Ker(S) be a lifting of U; let V := (lift(u): u e U}. 
By Lemma 3, we know that O has a normal form <)>' = (h'i....»^^ w.r.t. V. 
Then <(> - +' € Ker(S) so Z hf t = S(f) = S(<()) = h and T(<t>*) = maxfTfli'i) T(fi)} > T(h). 
If T^O > T(h), let J := {j : T(h'j) T(fj) = T(<|>')}, then M(<|>') = Z j € j M(hj) M(fj) = 0, i.e. Z j € j M(hj) e j is a 
homogeneous element in Ker(s), so M(<jO 6 (U) = M(V), a contradiction since f i s a normal form of <|> w.r.t. V. 

So, in order to compute Gröbner bases, we are left with the problem of explicitly computing some homogeneous basis 
of Ker(s). One such basis is easy to obtain. 
Let fi,..., ft € P - {0} and denote 

T(i):=T(fi) 
T(ij) :=lx.m.(T(fi),T(fj)) 
T(i jX) := Lc.m.(T(fi), T(fj), T(fk)) 
a(ij) := lc(fi)-1 T(i j)/T(i) q - lc(fj)"1 T(i j)/T(j) ej. 

A basis of Ker(s) is then given by: 
Uo:= ( a ( i j ) : l ^ i < j < t } . 1 

We are then led to the following algorithm to compute a Gröbner basis of an ideal, given through a basis F = (fi,..., 
ft): 

G : = F 
B : = { { i j } : l < i < j < c t ) 
While B * 0 do 

Choose (ij) e B 
B:=B-{{ij}} 
h:=S(a(i j)) 
Compute h' e NF(h,G), s.t. h - h' has a Gröbner representation in terms of G 
If h V O t h e n 

t := t+1 
f t:=h' 
G : = G u ( f t ) 
B : = B u {{i,t} : l < i < t } 

1 To prove this wc have just to show that each homogeneous element in Ker(s) can be represented in terms of U 0 (cf. Appendix) 
Let u be a homogeneous element of Ker(s); then 

u = Zjgj Cj mj ej, with J c {1 t), Cj€ k - {0},mj€ T .mj T(fj) = T(u), l^j C j lc(fj) = 0. 
Let j := max J, I := J - {j} Clearly for each i € I, T(u) is a multiple of T(ij), T(u) = T(ij) and mi = mij T(i,j)/T(i), mj = niij 
T(ijyT(j). Also Cj = - l^fj)'1 I i € l q lc(fi). 
So we have 

Zi € l q lc(fi) m i j o(ij) = Z j € l q lc(fi) m^ (lc(fi)-1 T(ij)/T(i) ei - lc(fj)-1 T(i,j)/T(j) ej) = 
= Zi€l q my T(ij)/T(i) - I i € l Ci lc(fi) lc(fj)-1 my T(i.j)/T(j) ej = 
= Zi € l q mi ei - lc(fj)-1 ( I i € l cj lc(fi)) mj ej = I i € ; q m{ q = u. 
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At termination of this algorithm, each a(i j ) has a Grtfoner representation in terms of G: in fact if, at some stage, h' * 
0, then h - h' has a Grttbner representation in terms of G, h - h' = I hi fi and then h = Z hi fi + h' is a Grttbner 
representation in tarns of G u {h'}. 

1.3 Buchberger algorithm 

A major optimization of the basic version of Buchberger algorithm we have outlined above is obtained by giving 
criteria to avoid useless computations of normal forms of some S(a(iJ))'s. Such a computation can be useless for two 
different reasons: 

1) Uo is a basis of Ker(s), but usually is by far much larger than a minimal basis. If U c Uo is a basis of Ker(s) 
with less elements, normal form computations, according to Lemma 4, are required just for the elements in U. 

2) a(i j ) could be an element in a minimal basis of Ker(s), s.t. however a(i j ) is known to have a lifting by a 
general theoretical argument 

The second case is covered by the following result in [BUC2]: 

LEMMA 5 If T(i j ) = T(i) T(j), then a(i j) has a lifting. 
EtOOf: Denote R(f) := f - M(f), c := lc(fi) lc(fj). We claim that y := c" 1 fj ei - c"1 fi ej is a lifting of a(i j ) . 
In fact Sty) = c*1 fj fi - c*1 fifj = 0, and v = ( c 1 M(fj) ei - c*1 M(fi) ej) + (c"1 R(fj) ej - c 1 Rft) ej), where R(fj) T(i) < 
T(j) T(i) = T(i j ) and R(fi) T(j) < T(i j ) , while ( r 1 M(fj) ei - c*1 M(fi) ej) = left)" 1 T(j) q - lc(fj) 1 T(i) ej = a(i j ) . 
Criteria to detect redundant elements in the basis Uo have been proposed in [BUC2] and [G-M]; we briefly review 
without proofs the results of the latter paper: 
We say a(U0 is redundant if either 

1) there is j < k s.t. TQM) divides properly T(ijc) 
ii) or there is j > k s.L T(i j M ) = T(i,k), T(i j ) * T(i Jc) * T(j Jc) 

LEMMA 6 1) {o(i j ) : 1 <i < j < t, a(i j ) is not redundant) is a homogeneous basis of Ker(s). 
2) Let U c Uo be a basis of Ker(s), m € T, V := {a(i,t) € U : T(i,t) = m), j bes.L a(j,t) € V. 

Then U - V u {a(j,t)} is a homogeneous basis of Ker(s). 
Proof: [G-M] Prop. 3.5 and 3.7 

LEMMA 7 Let U c (a(ij) 1 < i < j < t-1} be a basis of Syz{M(fi),..., M(f t.i)}. Then U u (a(i,t): 1 < i <t) is a 
basis of Syz{M(fi),..., M(ft)}1 

ElOOf: Let u be a homogeneous element in Syz{M(fi),..., M(ft)}, u = Z j € j Cj mj e j , with J c {l,... ,t}, CJ e k - {0}, 
mj E T , mj T(fj) = T(u), L j € j Cj lc(fj) = 0. 
If t e J , then u € Syz{M(fi),..., M(ft_i)} and it has a representation in terms of U. 
If t € J , then there must be i < t s.t i e J ; then T(i,t) divides T(u), T(u) = m T(i,t) = mi T(i) = m t T(t). Let I := J - {t). 
Then u - c t lc(ft) a(i,t) = Xj € i Cj mj ej + c t m^t - c t lc(ft) WO'1 T(i,t)/T(i) ei + c t T(i,t)/T(t) e t = 

Ljel CJ mj ej - c t lc(ft) lc(fi)"1 mj ej € Syz{M(fi) M(f t.i)}. 

Let us briefly explain how the results of Lemmata 6 and 7 are to be used in a Grttbner basis algorithm. 
At some point we have a basis U c (a(ij) 1 < i < j £ t-1) of Syz{M(fi),..„ M(f t.i)}, we obtain a new element ft and 
so we are looking for a basis of Syz(M(fi),..., M(fO). 
By Lemma 7 we know that U u (a(i,t) 1 < i < t) is such a basis. We can then use Lemma 6.1 to eliminate redundant 
elements from i t 
First of all, if i < k < t are s.t. T(ijk,t) = T(ijc), T(i,t) * T(ijc) * T(k,t) then a(i,k) is redundant {cf. condition ii), so we 
discard from U any such element a(ijk), obtaining a subset Ui. 
Then (condition i) we can discard from (a(i,t) 1 < i < t) any element a(i,t) s.t for some j T(j,t) divides properly T(i,t) 
obtaining a subset Vi. 
Then we apply Lemma 6.2): we partition V} into subsets (a(i,t)} s.L in each of them T(i,t) is constant and we pick up 
any element from each subset obtaining a set V2. In this last operation, since the choice of the element to pick is 
arbitrary, we can obtain a free bonus if we pick an element (if such is present) a(i,t) with T(i,t) = T(i) T(t), since by 
Lemma 5 there is then no need to compute the normal form of S(a(i j)). 
Finally Ui u V2 is the basis of Syz{M(fi),..„ M(ft)} we were looking for. 
We formalize this procedure in the following algorithm: 

Uo := SyzBasis(F,U) 
where 

F := {fi,...,ft) c P - {0} is an indexed set of non-zero elements in P. 

1 There is a notational problem here: Syz{M(fi) M(f t.i)} is a submodule of P1"1 while Syz{M(fi) M(ft)} is a submodule 
of P l; if wc identify however P1"1 with the submodule of P l generated by ( e j , . . . , e t . i } , then Syz(M(f i ) , . . . , 
M(ft-i)} is a submodule of Syz{M(fi),..., M(ft)} and the statement makes sense. 
Actually one has Syz{M(fi) M(f t-i)} = Syz{M(fi) M(ft)} n P1"1 
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there is IT s.L U c IT c {(ij): 1 £ i < j < t -1} s.t. 
1) {a(i j ) : (i j ) e U] is a basis of Syz{M(fi) M(f t-i)} 
2) for each (i j ) e IT - U, a(i j ) has a lifting2 

there is Uo' s.t. Uo c Uo' c {(i j ) : 1 < i < j < t} s.t. 
1) {a(i j ) : (i j ) e U 0 '} is a basis of Syz{M(f i) M(ft)} 
2) for each (i j ) € Uo' - Uo, a(i j ) has a lifting 

For each (ijc) e U do 
If T(iX) = T(i,k,t) and T(i,t) * T(i Jc) * T(k,t) then 

U:=U-{(i,k)} 
V:= {(i,t): l £ i < t } 
For i = l...t-l do 

If there is j , 1 < j < t s.L T(j,t) divides properly T(i,t) then 
V:=V-{(i,t)} 

Le tT := {T(i,t):(i,t)€ V} 
V 2 : = 0 
For each i € T d o 

V(x):= {(i,t)e V:T(i,t) = x} 
If for each (i,t) e V(T), T(i) T(t) * T(i,t) then 

choose (i,t) € V(x) 
V 2 : = V 2 u { ( i , t ) } 

U 0 := U u V 2 

Before presenting Buchberger algorithm for GrObner basis computation, we have to present an explicit algorithmic 
version of Proposition 1. We use the following notation: 
if T(f) is a multiple of T(g), 1 6 T is s.t. T(f) = t T(g), define 

RedCf^^f - lcCOlcfe^tg . 
Remark that either Red(f,g) = 0 or T(Red(f,g)) < T(f). 

h := NF(gJF) 
where 

g is a non-zero element in P 
F c P - {0} is a finite set 
h e NF(f\F) and g - h has a Grttbner representation in terms of F. 

h : = g 
While h * 0 and M(h) € M(F) do 

Choose f € Fs . t . T(f) divides T(h) 
h:=Red(h4) 

Correctness of Algorithm NF comes directly from the proof of Prop. 1; termination is assured since < is a well-
ordering. 

G := Gr6bnerBasis(F) 
where 

F :={f l t...4t) c P - {0} is an indexed set of non-zero elements in P. 
G c P - {0} is a Grttoner basis for the ideal I := (f l f....f,) 

G:= {fi} 
B : = 0 
For i = 2 . . . tdo 

G : = G u ( f t ) 
B := SyzBasis(G,B) 

While B * 0 do 
Choose (ij) € B 
B:=B-{( i j )} 
h:=S(a(i j)) 
h := NF(h,G) 
If h * 0 then 

t := t + I* 
f t :=h 
G : = G u { f t } 

2 This way of describing the algorithm can be confusing, however we are lacking a better one. The point is that at each call of 
SyzBasis a whole basis of Syz{M(fi),...,M(f l.1)} is not available, since those elements for which the normal form of S(o(i,j)) 
has already been computed or s.t. T(i,j) = T(i) T(j) have been discarded. 
So we have partitioned the basis U' of Syz{M(fi) MCf^)} into the subsets U, consisting of the elements yet to be treated, 
and U' - U of the discarded elements. The same we have done for the output basis of basis of Syz{M(fj) M(f t)}, storing only 
the elements in V which are yet to be tested and discarding those elements for which the test is either already performed or is 
useless by Lemma 5. 
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B := SyzBasis(G,B) 

Correctness of GrobnerBasis is an immediate consequence of the proceeding discussion: we explicitly remark that at 
termination: 

1) the a(ij)'s which have been explicidy treated by the algorithm have a Grttoner representation in terms of G. 
2) to obtain a basis of Syz(M(fi),...,M(ft)), we have to add to the a(ij)'s which have been explicitly treated by 

the algorithm, those a(i j)'s s.t. T(i) T(j) = T(i j ) , which have a lifting by Lemma 5 
3) therefore for such a basis of Syz(M(fi),...,M(ft)), all its elements have a lifting and G is a Grflbner basis by 

Lemma 4. 
Termination of GrobnerBasis is based on Dickson Lemma, since any time we add a new element to the basis we 
enlarge the ideal M(G). 

2 T A N G E N T C O N E S , STANDARD BASES AND LOCALIZATIONS 

2.1 A counterexample 

As we have remarked, termination of NF relies on the fact that < is a well-ordering. 
If we drop this assumption, we see immediately the existence of examples in which NF does not terminate. 
Let P := k[X] with T = {X11} ordered so that X" < X"1 iff m < n; and let us see what happens if we try NF(X,{X -
X 2}) 
We have 

h := X, f := X - X 2 , Red(h,f) = X 2 

h := X 2 , f := X - X 2 , Red(h,f) = X 3 

h:= X n , f : = X - X 2 , Red(h,f) = X** 1 

so that NF doesn't actually halt in this instance. 
The problem is however related not just to the algorithm but to theory itself. 
In fact, let I c P be the ideal generated by {X} for which clearly M(I) = (X); since X = M(X - X 2 ) and X - X 2 e I, F is 
such that: 

F c I and M(F) = M(I). 
Clearly X € (X - X 2 ) so it cannot have a Grdbner representation in terms of F; such a representation would in fact 
imply that X e (F). 
Finally assume h is a normal form of X w.r.t F; then h * 0, otherwise X 6 (F), which is false; since M(h) e (X) = 
M(F), necessarily M(h) = c € k-{0}. So h = c + h\ with h'(0) = 0. We have 

X - c - h'(X) = X - h(X) = g(X) (X - X 2 ) 
s i n c e X - h e ( X - X 2 ) . 
Evaluating in 0 we obtain: 

-c = 0 
and so a contradiction, proving that X doesn't have normal forms w.r.t. F. 
In conclusion, the notions, which, in the well-ordered case, can be used as equivalent definitions of Grttbner bases, are 
no more equivalent in this context Moreover there are instances in which normal forms don't exist, and the same is true 
for canonical forms. 

2.2 The cone of tangents to a variety at a point 

Before introducing a theory of GrObner bases (and an algorithm for their computation) in the case of orderings < which 
are not well-orderings, we intend to give an application of such a theory; this will be of help also to motivate our search 
for a solution. 

Let f € P - {0}, then f can be uniquely written as a finite sum of non-zero homogeneous polynomials: 
f = Ii=i...t f i . fi homogeneous and non-zero, deg(fi) < ... < deg(fi) < deg(fi+i) <... 

To the polynomial f we can associate its order, ord(f) := deg(fi) and its initial form, in(f) := fi. 
The order of f is the infinitesimal order at the origin of f as an analytic function; its initial form is the lowest order non­
zero Taylor approximation of f at the origin. 
If I c P = k[Xi,.. . ,X n] is an ideal, we define in(I) := (in(f) : f e P), the initial form ideal of I, to be the homogeneous 
ideal in P generated by the initial forms of the elements in I. Geometrically, (when the base field k is C) it is the ideal 
which defines the cone of the tangents at the origin (counted with the correct multiplicity) to the variety in C n defined 
by I 1 . 
It gives therefore a kind of "lowest order approximation'' to such variety. 
Let now < be an ordering on T s.L 

for mi , m 2 6 T, deg(mi) < deg(m 2) => m\ > m 2 . 
The following result holds: 

PROPOSITION 3 Let F c I be s.t. M(F) = M(I). Then (in(f): f € F} generates in(I). 

1 To be precise, in order that this geometrical notion makes sense, we should restrict ourselves to radical ideals. 
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Proof: Since Vh e P, M(h) = M(in(h))f we can easily conclude that both M(I) = M(in(I)) and M(F) = M(in(F)), so that 
M(in(F)) = M(in(I)). 
Now let < w be the well-ordering which agrees with < on terms of the same degree, but is compatible (instead of 
anticompatible) with the degree, i.e. 

mi < w m2 iff deg(mi) < deg(m2> or (deg(mi) = deg(m2) and mi < m2) 
If f is a homogeneous element of P, M(f) = Mw(f). Therefore Mw(in(F)) = M(in(F)) = M(in(I)) = Mw(in(I)). 
So {in(f): f e F} is a Gröbner basis, and therefore a basis, of I. 

We have actually proved more, namely: 

PROPOSITION 4 Let F c I be s.t. M(F) = M(I). Then {in(0 : f e F} is a Gröbner basis of in(I) w.r.t. the well-
ordering < w s.t 

mi < w m2 iff deg(mi) < deg(m2) or (deg(mi) = deg(m2> and mi < m2). 

As a conclusion, the ability of computing "Gröbner bases" wj.t. orderings < which are not well-orderings implies the 
ability of computing initial form ideals. 
Are normal forms interesting in this context? 
Let V be the variety in C n defined by the radical ideal I. Let f e P; if g € P is s.t. f - g e I, then f and g define the 
same polynomial function f(xi,...,Xn) = g(xi,...,x n) on V. What are the infinitesimal order at the origin and a lowest 
order non-zero Taylor approximation at the origin of the polynomial function f(xi,...,Xn)? 

LEMMA 8 Consider the set Rf := {g e P : g - f € 1}. Assume there is g € Rf s.t. in(g) e in(I) and let n := ord(g). 
Then the following hold: 

i) if h e Rf, ord(h) < n, then in(h) e in(I). 
ii) if h € Rf, ord(h) > n, then ord(h) = n, in(g) - in(h) e in(I). 

Proof: i) since ord(h) < ord(g), in(h - g) = in(h); since h - g € I, in(h) = in(h - g) e in(I). 
ii) If ord(h) > n, then in(h - g) = in(g) e in(I); since h - g € I, in(g) = in(h - g) e in(I), a contradiction. 

Then if ord(h) > n, necessarily ord(h) = n, in(h - g) = in(h) - in(g); then, since h - g e I, in(h) - in(g) = in(h - g) e in(I). 

It is then clear that the answer to the questions above is: ord(g) and the residue class of in(g) mod. in(I). 
However there are cases in which a g as required by the Lemma doesn't exist. 
In fact, slightly modifying our previous example, let P := C[X,Y], f = X, I the ideal generated by X - X 2 , V the variety 
defined by I, which is the union of the two lines x = 0, x = 1. 
The polynomial function f(x,y) = x vanishes identically in any point of V which is sufficiently near to the origin, so it 
actually coincides with the polynomial function g(x,y) = 0. 
This is reflected by the fact that in the set Rf there is no g s.t. in(g) e in(I) = (X): in fact if g - f e I, then g - X = h (X -
X 2 ) for some polynomial h, so g = X + h (X - X 2 ) = X (1 + h (1 - X)) and in(g) is a multiple of X. However X 6 I. 

Remark however that the vanishing of the polynomial function x is reflected by the fact that X = (1 - X)"1 (X - X 2 ) so 
X belongs to the ideal generated by X - X 2 in any ring containing the inverse of (1 - X); introducing the inverse of 
(1 - X) makes sense, since "near the origin" 1 - X never vanishes so it is an invertible function. 
In fact we can actually find a natural solution to our problem by considering the "local" nature of both our problem 
(infinitesimal orders, lowest order approximations at a point) and of our data (functions defined near a point) and so by 
carrying on the machinery we have developed to the larger ring of the rational functions which are defined in 0, 

Loc(P) := {(1+g)"1 f: f, g e P, g(0) = 0} c k(X 2 Xn) 
where we define, for h = (1+g)"1 f, and for an ideal I c Loc(P): 

in(h) := in(f), ord(h) := ord(f), in(I) := (in(h): h e I ) c P 
preserving the geometrical meaning of diese notions. 
Also we can define, for h = (1+g)"1 f, and for an ideal I c Loc(P): 

M(h) := M ( 0 . T(h) := T(f), M(I) := (M(h): h e I) c P. 
As we will establish in the next section, the following holds: 

FACT If I c Loc(P) is an ideal and h e Loc(P), then there is ho 6 Loc(P) s.t. 
i) either ho = 0 or M(ho) * M(I) 
ii) h - ho e I 

(i.e. a normal form of h w.r.t. I) 

As a consequence we have: 

PROPOSITION 5 Let I c Loc(P) be an ideal. Let F c I be s.L M(F) = M(I). Let h e Loc(P). 
Let ho e Loc(P) be s.t. h - ho e I and either ho = 0 or M(ho) e M(I) 
Then: 

i) {in(f): f € F) generates in(I). 
ii) {in(0 : f e F} is a Gröbner basis of in(I) w.r.t. the well-ordering < w . 
iii) if ho = 0, then h e 1 
iv) if ho * 0, in(ho)« in(I) 
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v) if ho * 0 , g - h e I and ord(g) < ord(ho), then in(g) € in(I). 
v i ) i f h o * 0 , g - h € I and ord(g) £ ard(ho), then oid(g) = ord(ho), in(g) - in(ho) € in(I). 

HQQ£ i) and ii): The proof is the same as for Prop. 4, since Vh € Loc(P), M(h) = M(in(h)). 
iii) It is obvious 
iv) If in(ho) e in(I), then M(ho) = M(in(ho)) 6 M(in(I)) = M(I) 
v) and vi): The proof is the same as for Lemma 8. 

As a consequence, the infinitesimal order at the origin of the rational function h(xi,...,x n) is ord(ho), its lowest order 
Taylor approximation at the origin is the residue class of in(ho) in P/in(I), which can be canonically represented by 
Can(in(ho)4n(I)). 
To go back to the example we are discussing, in Loc(P) we have X = (1 - X)*1 (X-X 2) e (X - X 2 ) , reflecting the fact 
that x vanishes identically in any point of V which is sufficiently near to the origin. 

Having motivated our interest in extending the Grttbner basis theory to the case of orderings which are not well-
orderings, we have yet to justify our choice of the ring Loc(P); could not a smaller ring R, P c R c Loc(P) be 
sufficient so that: 

for each ideal I c R, for each f, there is g s.t. f - g e I and either g = 0 or in(g) € in(I) ? 
The answer is no. In fact: 

PROPOSITION 6 Let R be a ring s . L P c R c LOC(P) and for each ideal I c R, for each f, there is g s.t. f - g € I 
and either g = 0 or in(g) e in(I). 
Then R = Loc(P). 
Proof: We have just to prove that for each f e P s.t. f(0) = 0,1 - f has an inverse in R. 
The proof will just generalize the case of f = X, I = (X - X 2 ) . 
In fact consider the ideal I = (f - f2) and the element f. 
First of all, since ord(f) > 0, we have ord(f2) = 2 oid(f) > oid(f), so in(f - f 2) = in(f), in(I) = (in(f)). 
If f is not in I, then there are g * 0, p e R s.t. f - g = p (f - f 2) and in(g) e in(I) = (in(f)); however, since g = f (1 - p + 
f)€(f),in(g) 6( in(0) . 

So f e I, f = p (f - f 2), and, dividing by f, 1 = p (1 - 0 in R. So p is the inverse in R of 1 - f. 

2.3 A theory of standard bases 
From the example at the beginning of the section and the results summarized in Propositions S and 6, we immediately 
realize that a theory of "Grttoner bases" w.r.t. orderings which are not well-orderings cannot be carried on the 
polynomial ring, but also we got hints that it is perhaps possible to recover it in a localization. 
Namely we would like to prove that in such a localization, a generalization of Proposition I and Lemma 3 hold, and 
that they can be used to prove a generalization of Theorem 1. 
If such generalizations can be proved and a constructive proof of the existence of normal forms can be given, then we 
can easily prove that the only thing we have to modify in the Grtibner basis algorithm is just the normal form 
procedure. 
In this section we will assume as a fact, the existence of normal forms in a suitable localization of the polynomial ring 
and we will show how, under such assumption, Theorem 1 can be stated and proved in a general setting. 
The next section will be devoted to prove the existence of normal forms and to derive an algorithm for their 
computation. 

It is known [ROB1] that a semigroup ordering < on T is, non uniquely, characterized by an array (ui,..., Un) of vectors 
ui € R n s.tdefining, for t = Xi^.^Xn**1 e T, wtft) to be the scalar product ui(ai, . . .3n) 
then 

ti < t2 iff there is i with wj(ti) = Wj(t2) for j < i, wi(ti) < wj(t2) 
We will restrict ourselves to those orderings s.t. there is r < n s.t. 

Ui € Z n for i £ r 
V di,...,dr € Z, {t e T : wi(t) = dj i=l...r} doesn't contain any infinite decreasing sequence ti > ... > >... 

and we will call any such ordering a tangent cone ordering. 
The example of a degree anti-compatible ordering as discussed above, i.e. an ordering < s.t. 

for mi , m2 € T, deg(mi) < deg(m2) => mi > m2 
enters in this class. 
In fact consider ui := (-1,...,-1), so that wi(t) = -deg(t); it is clear that for each d € Z, there are just finitely many terms 
twith-deg(t) = d. 

Let P := k[Xi, . . . ,X n ] , k a field, and T be the free commutative semigroup generated by {Xi,...,X n} endowed with a 
semigroup ordering < satisfying the above condition. 
Let Loc(P) denote the following subring of k(Xi,...,Xn): 

Loc(P) := { (1+g)-1 f € k(Xi Xn) s.t T(g) < 1}. 
We can define, for h = (1+g)"1 f, and for an ideal I c Loc(P): 

M(h) := M(f), T(h) := T(f), M(I) := (M(h): h € I) c P. 
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DEFINITION 5 Given f 6 Loc(P) - ( 0 ) , F c Loc(P) - {0}, an element h e Loc(P) is called a normal form of f w.r.t. 
Fif 

f - h = Zg i f i ,g i€ Loc(P)-{0},fi€ F 
either h = 0 or M(h) e M(F). 

Nf(f JO will denote the set {h e Loc(P): h is a normal form of f w.r.t F} 

DEFINITION 6 We say h € Loc(P)-{0} has a standard representation in terms of F c Loc(P) - {0} iff it can be 
represented: 

f = * g i fif g i e Loc(P) - {0}, fi € F, T(gi) T(fi) < T(0 for every i 
(such a representation will be called a standard representation). 

DEFINITION 7 A set F c I - {0} is called a standard basis for the ideal I c Loc(P) iff M{F} generates the ideal 
MOD1. 

We begin by showing some properties of normal forms with respect to a standard set; property 1) shows that they can 
be used (assuming their existence and computability) to decide ideal membership; properties 2) and 3) are a 
generalization of Prop. 5, v) and vi). 

PROPOSITION 7 Let F be a standard basis for the ideal I c Loc(P), then: 
1) let h e NF(gJ3); then: 

if h = 0 , t henge I 
if h * 0 , g e I 

2) if h € NF(gJ0, h * 0, then T(h) = minfTte'): g' - g e 1} 
3) if g, g' € Loc(P) -1 are s.t g - g' € I, then M(h) = M(h*) for each h € NF(g JO and h* € NF(g'JO. 

Proof: the proof of Prop. 2 applies verbatim. 

Our aim now is to prove that for standard bases a characterization analogous to the one provided by Theorem 1 and 
Lemma 4 still holds, provided a suitable assumption about normal forms holds. 
We begin by extending the functions T(-), M(-) to Loc(P)1. This extension will depend on the arbitrary choice of t terms 
M.l,...,|i t

2 as follows: 
for each (gi,...,gt) = I gi ej € Loc(P)1 define: 

T(Zgiei):=max{T(gi)w) 
M(Zgie i ) :=£i€iM(gi)e i€ P l where l := {i: T(gj) W = T(Egiei)}. 

If OcLoc(P) 1 , denote M{0} := {M(<|>):<|>e O - {0}},M(O) the submodule of P 1 generated by M{<&}. 
Clearly the notions of T(-) and M(-) restrict to P 1 c Loc(P)1. 
As in the first section, we say that an element <J> = Z m{ t\ of P 1 is homogeneous iff for each i s.t. mi * 0, then mi is a 
monomial and T(mj) m = T(4>); that a submodule of P l is homogeneous if it is generated by homogeneous elements; 
M(4>) is clearly a homogeneous submodule of P*. 

DEFINITION 8 We say that Loc(P) has normal forms with standard representations iff: 
for each 4> e Loc(P)1 - {0}, <D c Loc(P)1 - {0}, there is y e Loc(P)1, s.t 

either v = 0 or M(y) € M(<D). 
• - .Y « I gi 4>i, gi € Loc(P) - {0}, <|)i € <&, T( g i ) T(c>i) ̂  T(<() - v) 

NOTATION Let fi,..., ft € Loc(P) - {0}, F := {fi,...,f t); let I c Loc(P) be an ideal s.t F c I. 
Let \i{ := T(f0 and let T(-) and M(-) be defined in Loc(P)1 as above. 
Define 

s : P 1 P by s( I gi ei) := X gi M(fO; 
then the kernel of s 

Syz{M(fi),...J4(ft)} :=Ker(s) 
is the module of syzygies among (M(fi),...,M(ft)}, which is a homogeneous submodule of P 1. 
Define S : Loc(P)1 Loc(P) by S(Z gi eO := I gi fj and remark that if u is a homogeneous element in Ker(s), then 
T(S(u))<T(u). 
If u is a homogeneous element in Ker(s), we say that u lifts to v e Ker(S) (v is a lifting of u) if M(v) = u. 

1 The reasons we introduce the term "standard" instead of "Grdbner" are two: 
i) there is an historical reason since standard bases (according to definition 7) were introduced for the ring of formal 

power series by Hironaka in 1964, one year before Buchberger introduced Grdbner bases. An algorithm to compute standard 
bases in formal power series rings, also under suitable computational assumptions, is still lacking, and the tangent cone 
algorithm was actually the first algorithm for standard bases computations, in case the input is given by polynomials or 
rational functions. 

ii) while the theory of Grdbner and standard bases is essentially the same, many of the most favorite characterizations 
of Gr6bner bases cannot be generalized to standard bases, namely the rewrite-rule characterization. 
So it is perhaps better to restrict the "Grfibner" terminology to the well-ordered cases and the "standard" one to all non well-
ordered situations. 
^ In the applications, in analogy with the first section. ^ = T(fi) for some set {fj,...,^} c Loc(P). 
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Let U be a basis of Ker(s) consisting of homogeneous elements. 

THEOREM 2 If Loc(P) has normal forms with standard representations1, the following conditions are equivalent: 
1) F is a standard basis of I 
2) f € I iff f has a standard representation in terms of F 
3)foreachf€Loc(P).{0}: 

i) if f e I,thenNF(f,F) = {0} 
i i ) i f f* I , t henNF( f ,F )*0andVhe OT(f,F),h*0. 

4) F is a basis of I and for each u € U, u has a lifting 
Proof: 1) => 3) Let f e Loc(P) - {0}. By assumption, f has a normal form w.r.t. F. 
There are two cases: 

l)NF(fJO={0}. 
In this case f e (F) c I. 

2 ) there i she NF(f,F)-{0} 
In this case, then M(h) e M(F) = M(I), implying h e I; since f - h € (F) c I, then f e I. 
Moreover, if 0 € NF(f J 3), then f € (F) c I, a contradiction, so 0 é NF(f J 3). 

3) 2) If f has a standard representation in terms of F, then f e (F) c I. 
For each f € Loc(P), by assumption, there is h € NF(fF) s.t f - h has a standard representation in terms of F. 
If f € I, then NF(f,F) = {0}, so h = 0 and f has a standard representation in terms of F. 

2)=* 1) We have just to show that if f e I,thenM(f)€ M(F). 
Let f € I, m = M(f). f = Z gi fi a standard representation in terms of F. Let I := {i: T(gO T(f¡) = T(f)}. 
Then m = M(f) = I i € i M(gj) M(fi) e M(F). 

2) => 4) Since each f e I has a standard representation in terms of F, in particular we have f € (F); so F is a 
basis of I. 
Let u € U and let h = S(u). Then T(h) < T(u). So let £ gi fi be a standard representation of h and define v := u - I gi q. 
ThenS(v)aS(u)- I g i f i = h - h = 0 s o v e Ker(S). 
Moreover T(gO T(fi) £ T(h) < T(u), so u = M(v). 

4) => 2) We show that each h € I has a standard representation. 
Since h € I, and F is a basis of I, there is a representation h = Li hi f¡. 
Let <J> := (hi,...Jit) e Loc(P)1. 
For each u e U, let lift(u) e Ker(S) be a lifting of U; let V := (lift(u): u € U}. 
By assumption, we know that there is f = (h ,i,... fh

,t) s x 4> - f € (V) and either ^ = 0 or M(<t0 e (U) = M(V). 
Then 4> - ^ € Ker(S) so I hf t = S(40 = S(<|>) = h; therefore T(<tO = max{T(h'i) T(fi)} £ T(h). 
If T^O > T(h), let J := {j : T(h'j) T(fj) = T(4>U then Mft 1) = I j € j M(hj) M(fj) = 0, i.e. Z j € j M(hj) e j is a 
homogeneous element in Ker(s), so M(f) e (U) = M(V), while M^*) 6 M(V). 

3 NORMAL FORMS AND NORMAL FORM ALGORITHMS IN LOCALIZATIONS 

The reader can immediately verify that, if Loc(P) has normal forms with standard representations, then Theorem 2 is 
sufficient to prove termination and correctness of the algorithm GrobnerBasis also for a tangent cone ordering which 
is not a well-ordering, provided we substitute each call of NF, by a call of some algorithm which, given f € Loc(P), F 
c Loc(P), returns a normal form g of f w.r.t. F, s.t. g - f has a standard representation in terms of F.^ 
So our next step is obliged: we must give a constructive proof of the fact that, for a tangent cone ordering, Loc(P) has 
normal forms with standard representations. 
We will discuss separately the following three cases: 

1) normal forms in the polynomial ring for a degree anticompatible ordering 
2) normal forms in the polynomial ring for any tangent cone ordering 
3) normal forms in a polynomial module for any tangent cone ordering. 

The reason is that case 1) is much more easy to describe and it gives an introduction for the more difficult case 2), while 
case 3) is just needed for the proof of Theorem 2 but is not required in the algorithm, so, unlike the first two cases, its 
proof is not relevant for the description of the algorithm. 

3.1 Normal forms and normal form algorithms: the case of a degree anti-compatible ordering. 

Let < be a degree anti-compatible ordering, i.e. 
for mi, m2 € T, deg(mi) < deg(m2) => mi > m2 

and let ui := (-1,...,-1), so that wi(t) = -deg(t). 
We will use the notation set up in §2.2. 

1 The reader can verify that in the proof we need normal forms with standard representations only for ring elements, while for 
module elements one just needs normal forms. We have chosen this formulation, since it is easier to express and (probably) it 
is equivalent to the exact condition needed. We remark that, to generalize Buchberger and the tangent cone algorithms to 
modules, one needs a different notion of standard representations for module elements. 
2 Actually we should also give a proof that Buchberger criterion (Lemma 5) holds in this more general setting. Since in our 
application F consists of polynomials and the proof never makes reference to the ordering, the proof of Lemma 5 can be 
repeated verbatim. 
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Since we are mainly interested in an algorithmic proof of the existence of normal forms with standard representations, it 
is better to start with our trivial example 2.1 and try to understand how to modify the procedure NF in order that it halts 
at least in that case, by using our new knowledge that in Loc(P), X = (1 - X ) _ 1 (X - X 2 ) . 
It turns out that we are able to explicitly obtain this representation, if we allow ourselves to reduce not just with . 
elements in the original set F but also with results of previous reductions. In fact we have, then: 

h := X, F := {X - X 2 } , f := X - X 2 , Red(h,f) = X 2 

h := X 2 , F := {X - X 2 , X}, f := X, Red(h,f) = 0 
by which we reconstruct: 

X 2 = X X 
X = 1 (X - X 2 ) + X 2 = 1 (X - X 2 ) + X X 
X ( 1 - X ) = 1 ( X - X 2 ) 
X = (1 - X)"1 (X - X 2 ) . 

Obviously, just allowing ourselves to enlarge the set of reductors is not sufficient to guarantee termination; actually 
with most of Buchberger algorithm implementations, where the first reductor is always used, we would still have the 
infinite computation: 

h := X,F := {X - X 2 } , f := X - X 2 , Red(h,f) = X 2 

h := X 2 , F := {X - X 2 ,X}, f := X - X 2 , Red(h,f) = X 3 

h := X* F := {X - X ^ X , . . . , ^ " 1 } , f := X - X 2 , Red(h,f) = X * + 1 

Assume however that, at some stage, we have to reduce a homogeneous polynomial and we can reduce it using a 
homogeneous polynomial; the result will be again homogeneous and of the same degree. If from that point on we could 
always reduce by homogeneous polynomials, we would find a sequence of homogeneous polynomials all of the same 
degree and whose maximal terms form a decreasing sequence. Since there are just finitely many terms of some fixed 
degree (or with a fixed value wi(t)), such a sequence should necessarily end either with 0 or with an polynomial which 
is not further reducible, i.e. whose maximal term is not in the maximal term ideal. 
To hope for such luck is nonsense; however, this scenario suggests us a strategy which, non trivially, can be proved to 
guarantee termination: 
at any stage reduce with an element (including the previous reduction results) in order to make the result "as 
homogeneous as possible". 

We formalize this rough idea by introducing the notion of ecart, E(f), which actually measures how far a polynomial is 
from being homogeneous: 
i f f e P - { 0 } define 

E(f) :=deg(f)-ord(f)€N. 

LEMMA 9 1) If f, g G P - {0}, t € T is s.L T(f) = t T(g), then E(Red(f£)) £ max(E(f)JE(g)) 
2) if, moreover, E(g) < E(f) and E(Red(f,g)) = E(f), then ord(Red(f,g)) = ord(f). 

Ecoof: i) For some c e k-{0}, Red(f,g) = g - c t f; also ord(g) = ord(c 1 0 . E(c t 0 = E(f). So ord(Red(f,g)) > 
ord(c t f) = ord(g) =: d and deg(Red(f,g)) < max{deg(c 1 0 . deg(g)}. So E(Red(f,g)) < max{deg(c 1 0 , deg(g)} - d < 
max{E(f),E(g)}. 

ii) ord(0 < ord(Red(f,g)) = deg(Red(f,g)) - E(Red(f,g)) < deg(f) - E(f) = oid(f). 

LEMMA 10 Let F c P - {0} be a finite set, go e P - {0}. 
Then there is no infinite sequence go....»gi.... with gi € P - {0} s.L, denoting Fo := F, Fi := Fj.i u {gi-i): 

l ) V i > 0 , M ( g i ) € M(F0 
2) V i > 0, there is hj 6 Fi s.t. gi+i = Red(gi,hi) 
3) V i > 0, if hfi 6 Fj is s.t. T(hfi) divides T(g0 then max(E(gi), E(hO) ^ max(E(gi), E(h'0). 

Proof: Assume an infinite sequence go,....gi,... with gi e P - {0} be given satisfying 1), 2) and 3). 
Since there is just a finite number of terms t having a fixed degree deg(t) and T(gi) > T(gi+i) for each i, the existence of 
such an infinite sequence implies that the sequence ord(gi) is not definitely constant. We want to show that the 
assumptions imply that ord(gi) is a definitely constant sequence, giving a contradiction and proving that no infinite 
sequence satisfying 1), 2) and 3) exists. 
Since, for each a, E(ga+i) < max(E(ga)), E(h<x)), denoting E := max{E(g): g € Fi} , we can conclude that for each a, 
E (ga )^E . 
Define di := min{d < E s.L E(gr) = d for infinitely many r}. 
Then there is an index Ni s.t. for r £ Ni , E(gr) > di . By Dickson Lemma there is an index N2 s.t. if E(gr) = di , then 
M(gr) is in the ideal generated by (M(gu): u < N2, E(gu) < di}. Let N := max{Ni,N2}. 
Let r £ N be s.L E(gr) = di . 
Then r £ N1 implies that E(g r+i) > di; we want to prove that E(g r+i) = di. 
In fact, since r > N2 and E(gr) = di, there is h' r € F r s.t. T(h' r) divides T(gr) and E(h f

r) < di. 
So E(g r+i) < max(E(gr), E(h r)) < max(E(gr), E(h f

r)) = di. 
We can therefore conclude that there is an index Nf s.L for r > N1, E(gr) = di, i.e. E(g r+i) = E(gr) > E(h r). 
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By Lemma 9.ii) then we can conclude that for r > N \ ord(g r+i)« ord(gr), so the sequence ord(gi) is definitely constant, 
giving the desired contradiction. 

LEMMA U L e t F c P - {0} be a finite set, go € P - {0}. 
Then there are go,...,gs with gi G P, and gi * 0 if i < s, s.t, denoting Fn := F, Fj := Fj.1 u {gj.i}: 

1) V i , 0 < ; i < s , M ( g i ) € M(F) 
2) V i, 0 £ i < s, there is hi e Fi s.t. gj+i = Red(gi,hO 
3) V i, 0 £ i < s, if hfi € Fi is s.t. T(h'i) divides T(gi) then max(E(gi), E(hi)) £ max(E(gi), E(h'i)) 
4) either g s = 0 or M(g s) e M(F) 
5) V i, 0 £ i < s, T(g s) < T(gi) and there are fj e Fi, ay € Loc(P) and uj, a unit in Loc(P), s.L 

gi - ui g s = Z ay fj with T(ay) T(fj) <; T( g i ) 
EtQQf: 1), 2), 3) specify how to define recursively a (possibly infinite) sequence go,....gi,..., while 4) specifies the 
condition under which the sequence terminates. 
Because of Lemma 10, a sequence satisfying 1), 2), 3) is necessarily finite; if its last element g s doesn't satisfy 4), then 
M(g s) e M(FS), so a new element g s+i can be added to the sequence. 
Therefore, if go*...*gs is a maximal sequence satisfying 1), 2), 3) then g s necessarily satisfies 4). 
Hence, we have just to prove 5). 
If i = s-1, the thesis obviously holds, since, by construction, gs_i = g s + c t h with c e k - (0), t € T, h € F s_i and 
T(g s )<T(g s . i ) = tT(h). 
So we can assume it holds for i, i.e. 

gi = Xj aj fj + Ui g s , with aj 6 Loc(P), fj e F i f uj a unit in Loc(P), T(g s) < T(gi), T(gj) > T(aj) T(fj). 
and prove it for i-1. 
We have also gj = gj.i - c t h with c e k - {0}, t e T, h e F|.i, and T(gi) < T(gi»i) = t T(h). 
So gi.i = gi + c t h =Zj aj fj + c t h + u{ g s , with h e Fj.i, fj e Fi.i u (gi-i). 
So, if J' := U : fj € F M } and Jw := { j : fj = g i . i } : 

gi-1 - S j e r aj fj + d j e r aj) gi-i + c t h + uj g s , 
(1 - X je r aj) gi.i = 2 j € r aj fj + c t h + uj g s . 

Also T(gi.i) = t T(h) > T(gi) ^ T(aj) T(fj) for all j . 
So if j € J \ T(aj) < 1 and, denoting q := Z j € j« aj, T(q) < 1, a := 1 - q is a unit in Loc(P). 
Therefore gj.i = Z j € y a"1 aj fj + c a" 1 1 h + uj a*1 g s is the required representation. 

COROLLARY 2 For each f € Loc(P) - ( 0 ) , F c Loc(P) - {0}, there is h € Loc(P) s.t. 
i) h is a normal form of f w.r.t. F 
ii) f - h has a standard representation in terms of F. 

EEQQ£: If F is infinite, there is a finite subset Fi c F, s.t. M(F) = M(Fi). Clearly if h satisfies the thesis for Fi , it 
satisfies it for F too. So we can assume F is finite, F = (fi,...,f r). 
There are polynomials h, g, hi, gi with T(g) < 1, T(gj) < 1, s.t. f = (1+g)"1 h, fj = (l+gi)' !hi. 
If p € Loc(P) is a normal form of h w.r.t. (hi,...,ht) and h - p = Z a\ hj, aj € Loc(P) is a standard representation, then 

f - O + g ^ p - K l + g)-1 (1 + gi) ai fi 
is a standard representation in terms of F and so (1 + g)" 1 p is a normal form of f w.r.t. F. 
So we are reduced to the case that f € P and F is a finite subset of P. 
The proof in such case is an obvious consequence of Lemma 11. 

Clearly, the following modified version of NF(goF) allows to compute the g s whose existence is proved in Lemma 
11: 
h := LNFo(gJF) 
where 

g is a non-zero element in P 
F c P - {0} is a finite set 
there is u a unit in Loc(P), s.t 

u h is a normal form of f w.r.L F 
f - u h has a standard representation in terms of F 

h :=g 
P *= F 
While h * 0 and M(h) e M(F) do 

F := {f 6 F : T(f) divides T(h)} 
Choose f € F s.t. max(E(03(h)) £ max(E(f),E(h)), V f e F 
F : = F u {h} 
h:=Red(h,f) 

3.2 Normal forms and normal form algorithms: the polynomial case 

First of all, we would like to reinterpret the result in Section 3.1 in the more general context of a tangent cone ordering. 
We start remarking that if < is an ordering anti-compatible with the degree as in section 2, it is characterized by an array 
of vectors (ui,...,u„) where ui = (-1.....-1). Then if f = I q m;, q € k-(0},mie T, mi >... > m t , then 
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E(0 = deg(0 - ord(f) = wi(mi) - wi(mt). 
We could give this definition of ecart in the general case, but we recall that we used the fact that there were just finitely 
many terms m with the same degree i.e. with wi(m) constant: in the general case this can be false (e.g. if ui = (1, 
0,...0) then each term m which is free of Xi is s.t wi(m) = 0). While the result (and the algorithm) above can be 
applied, with the new definition of ecart, in the more general case: 

for each d e Z, there are just finitely many terns t with wi(t) = d, 
if this doesn't hold, we must make use also of the next "degrees'1 W2,..., w r . 
So we say, for each j £ n 

f € P = k[Xi,...,Xn] is j-homogeneous of degree (di,...,dj) € Z) iff 
f = Z q mi, ci € k-{0}, mi € T and for each 1, for each i < j , wi(mi) = di. 

Clearly: 
1) f j-homogeneous of degree (di,...,dj) implies f i-homogeneous of degree (di,...,di) for i < j 
2) each polynomial can be written uniquely as a finite sum of j-homogeneous polynomial of different degrees. 

Order zJ lexicographically and define 
inj(f) to be the j-homogeneous component of highest degree in the decomposition of f 
degj(f) := (wi(M(0),...,Wj(M(f)) 

(remark that for an degree anticompatible ordering ini(f) is in(f) and ord(f) = -wi(M(f)). 
Clearly: 

l)inj(0 = inj(ini(0)fori<j 
2)M(0 = M(inj(f)). 

We can now measure "how far a polynomial is from being homogeneous" by the sequence Ei(f),...JE r(f), defined as 
follows: 

i) f can be written as a finite sum of p 1-homogeneous polynomials fx of degrees ex, ei > ...> ep. Define Ei(f) 
:= ei - ep € N. 

ii) If f is a (j-l)-homogeneous polynomial of degree (di,...,dj_i), f can be written as a finite sum of p j -
homogeneous polynomials fx of degrees (di,...,dj_i,ex), ei > ...> e p . Define Ej(f) := ei - e p e N. Then for f e P, 
define Ej(f) = Ej(inj.i(f)). 
So in practice we are measuring how far f is from being homogeneous w.r.t. wi, then how far ini(f) is from being 
homogeneous w j . t . W2, etc. 

To give an example, let us consider < to be the converse of the lexicographical ordering on k[Xi, X2, X3] with Xi > 
X2 > X3; it is characterized by ui := (-1,0,0), 112 := (0,-1,0), U3 := (0,0,-1), so wj(t) = -degx^t) and with respect to this 
ordering one has: 

1 > X3 > X 3 2 > ... > X 2 > X 2 X 3 > X 2 X 3 2 > ... > X 2

2 >... > Xi > Xi X 3 >... > Xi X 2 > ... X i 2 >... 
Consider 

f := X i 2 + X i 2 X 3 2 + X i 2 X 2 X 3 + X i 2 X 2

2 + X i 2 X 2

2 X3 1 1 + X i 4 

where the monomials are in decreasing order wj.t. <. 
Then 

wi(X! 2 ) = -2 wi(X! 4 ) = -4 Ei(0 = 2 
i n i ( f ) = X i 2 + X i 2 X 3 2 + X i 2 X 2 X 3 + X i 2 X 2

2 + X i 2 X 2 2 X 3 n 

w 2 (X i 2 ) = 0 w 2 ( X i 2 X 2

2 X 3 n ) = -2 E 2 (0 = 2 
in2(0 = X i 2 + X i 2 X 3

2 

w 3 (Xi 2 ) = 0 w 3 ( X i 2 X 3

2 ) = -2 E 3 (0 = 2 
in 3 (0 = X i 2 

M(f) = X ! 2 . 

For f, g € P - {0}, s.L T(0 = t T(g), for some t e T, define: 
ind(f^) := max{j: Ej(g) <; Ej(f)} 

For notational convenience, we will denote ino(0 := f• 

REMARK Let g, h e P be s.L M(g) = c t M(h) for some t e T, c € k-{0}. Let g' := Red(g,h). Then: 
1) If j is the minimal index s.L inj(g) = inj(c t h), so that inj(g) = in\(c t h) for i > j , then: 
If i < j then ini(g) * inj(c t h), deafen = degi(g) = degi(c t h), info1) = ini(g) - ini(c t h), Ei(g') < max(Ei(g), Ei(h)). 
If i = j then inj(g) = inj(c t h), degjfe1) < degj(g) = degj(c t h), < max(Ej(g), Ej(h)). 
If i > j , then inj(g) = ini(c t h), degi(gf) < degi(g) = degi(h), no relation holds among E[(g'), Ei(g), Ei(h). 
2) If i < ind(gji) and ini.i(g) * ini_i(c t h), then Eife1) < Ej(g). 

Let's go on with the example above and let 
g := X i 2 + X i 2 X 3

2 + X i 2 X 2 X 3 

for which we have g = ini(g), in 2(g) = in 2 (0, in3(g) = in3(0. Ei(g) = 0, E 2(g) = 1, E 3(g) = 2; ind(f,g) = 3. 
Then g' := Red(f,g) = f - g = X i 2 X 2

2 + X i 2 X 2

2 X 3

n + X i 4 , so that 
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inife1) = X i 2 X 2

2 + X i 2 X 2

2 X 3

n = ini(f) - in!(g) 
Ei(g f) = 2 = max(E 1(0,Ei(g)) 
deg2(gl) = (-2,-2) < deg2(g) = (-2,0) = deg2(f) 
in2(g*) = X i 2 X 2

2 + X i 2 X 2

2 X 3

n 

E2(g*) = 0 < max(E2(f), E 2(g)) 
degsfe*) = (-2,-3,0) < deg3(g) = (-2,0,0) = deg3(f) 
in 3(g ,) = X i 2 X 2

2 

E 3(g') = n 

In the case of a degree-anticompatible ordering, our reduction strategy was to reduce f by a g s.L either E(g) < E(f) or 
E(g) was minimal among all possible choices. We are generalizing that strategy as follows: 
when reducing an element g by a set F, we are going to choose h G F s.L 

for all h' e F with T(g) multiple of T(h') 
ind(g,h) £ indfeJO 

if i := ind(gji) = ind(g,10 < r, Ei+i(h) < Ei +i(h f) 

LEMMA 1 2 L e t F c P - {0} be a finite set, go € P - {0}. 
Then there is no infinite sequence go»....gi»... with gi € P - {0} s.t., denoting Fo := F, F | := Fj.i u {gi-i): 

l ) V i ^ 0 , M ( g i ) e M(F0 
2) V i £ 0, there is hi e Fj s.t. gj+i = Red(gi,hO 
3) V i £ 0, if h'i € Fi is s.t. T(hfi) divides T(gj) then 

ind(gi,hi) £ ind(gi,h'i) 
if *i := ind(gi,hi) = indfei.h'i) < r, E^ +i(h0 £ Eji+i(h'j) 

fisiof: Assume an infinite sequence go,....gi.... with gj e P - {0} be given satisfying 1), 2) and 3). 
Let, for each a, Ca € k-{0}, m a e T be s.t. g a +i = ga - c a m a Ikx. 
Since there is just a finite number of terms t having a fixed degree degr(t) and T(gi) > T(gi+i) for each i, the existence of 
such an infinite sequence implies that the sequence degr(gi) is not constant, and so there is a minimal p s.L the sequence 
degp(gi) is not definitely constant We want to show that the assumptions imply that degp(gO is a definitely constant 
sequence, giving a contradiction and proving that no infinite sequence satisfying 1), 2) and 3) exists. 
The existence of a minimal p s.L the sequence degp(gj) is not definitely constant, implies that there is No s.t. degj(gi) 
is constant for j < p and i > No. 
For a £ No, the following hold: 

i) since degj(ga) = degj(ga+i) for all j < p, inj(go) * Ca m a inj(h<x) 
ii) because of i) and Remark 1), Ej(ga+i) < max(Ej(ga)), Ej(ha)) for all j < p 

So, for j < p, let Ej := max (Ej(g): g e F N Q + I }; we can conclude that: 
for j £ p, for each a > No, Ej(g a) £ Ej. 

Define dp := min {d < Ep s.L E p (g r ) = d for infinitely many r £ No). 
Also for j = p-l, . . . , l define 

dj := min{d < Ej s.t Ei(g r) = dj for i > j , Ej(gr) = d for infinitely many r £ No). 
Then there is an index Ni s.t for r £ Ni: 

Ep(g r )*dp 
for 1 < j < p if Ei(g r) = di for i > j then Ej(gr) > dj. 

Consider the set 
M : = {M(g r),E i(g r) = d i f o r l < i < p } 

By Dickson Lemma there is an index N 2 s.t. 
if M(g r) € M* then it is in the ideal generated by {M(g u): u < N 2 , Ei(g u) £ dj for 1 < i < p} 

So let N := max{No,Ni,N 2}. 
Let r £ N s.t Ei(g r) ss di for 1 < i < p. 
Then r £ Ni implies that either 

Ei(g r+i) = d i f o r l < i < p 
or there is j , 1 £ j £p, s.t. 

Ei(g r + i ) = Ei(g r) = d i f o r i > j 
Ej(g r+l)>dj 

We want to show that the second case cannot occur. 
In fact since r £ N 2 and M(g r) e M, there is h f

r € F r s.t T(hV) divides T(g r) and Ei(h*r) < d* for i = l.. .p. 
In particular j £ p < ind(gr,hV) < ind(g r,h r); so, since inj.i(g r) = Cr m r inj.i(h r), then Ej(g r+i) < Ej(gr) < dj, by Remark 
2). 
We can therefore conclude that there is an index N1 s.t. for r > NT 

Ej(g r) = d j f o r l < j < p . 
If deg p(g r+i) < degp(g r), then p = min{i: ini(gr) = ^ m r inj(hr)} (since m\(gx) * Cr m r in(h r) for i < p) and then d p = 
Ep(g r+i) < max{Ep(gr), E p(h r)) £ dp (the inequality being a consequence of Remark 1), a contradiction. 
This implies that deg p(g r) = degp(g]sr) for r > N* and gives the desired contradiction. 
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LEMMA 1 3 L e t F c P - {0} be a finite set, g 0 e P - {0}. 
Then there are go....,gs with gi € P, and gi * 0 if i < s, s.t., denoting Fo := F, Fi := Fi_i u {gi-i}: 

1) V i , 0 < i < s , M ( g i ) € M(F) 
2) V i, 0 £ i < s, there is hj e Fi s.t. gi+i = Red(gi,hO 
3) V i, 0 < i < s, if h\ 6 Fi is s.t. T(hfi) divides T(gi) then 

ind(gi,hi) < indfei^O 
if ii := ind(gi,hi) = ind(gi4i'i) < r, E^+iflii) < %+i(h'i) 

4) either g s = 0 or M(g s) 6 M(F) 
5) V i, 0 < i < s, T(g s ) < T(gi) and there is uj, a unit in Loc(P), s.t 

Ui g s is a normal form of go w j . t . Fj.i 
gi - ui g s has a standard representation in terms of Fi_i 

Proof: Repeat verbatim the proof of Lemma 11. 

COROLLARY 3 For each f € Loc(P) - ( 0 ) , F c Loc(P) - {0}, there is h e Loc(P) s.t. 
i) h is a normal form of f w.r.t. F 
ii) f - h has a standard representation in terms of F. 

REMARK Let R be a ring s.t P c R c Loc(P) and for each ideal I c R, for each f, there is g € NF(f,I). Then R = 
Loc(P) (cf. Prop. 6). So Loc(P) is the smaller ring available to have standard basis theory and algorithms. 
In fact, if f € P is s.t. T(f) < 0,1 - f is invertible: consider the ideal I = (f - f 2) and the element f; since T(f) < 1, T(fi) 
< T(f), M(f - fi) = M(f), M(I) = (M(f)); let g e NF(f,I); if g * 0, then, for some p e R, f - g = p (f - f 2 ) , so 
M(g) = M(p) M(f) e M(I), a contradiction; therefore f e I, f = p (f - f 2), for some p e R, and, dividing by f, 1 = p (1 - f) 
in R. So p is the inverse in R of 1 - f. 

3.3 Normal forms and normal form algorithms: the module case 

PROPOSITION 8 If < is a tangent cone ordering, then Loc(P) has normal forms with standard representations. 
Proof: First of all we need to extend to the module P* all the relevant notation, as in § 3.2. 
We start by extending the notion of j-homogeneous element to P l ; we recall that there are terms m,. . . , p.t s.t. T(eO = 

We say that $ = (fi,...,ft) e P 1 , is j-homogeneous of degree (di,...,dj), j £ r, iff: 
for each i, either fi = 0 or fj (ij G P is j-homogeneous of degree (di,...,dj). 

We can then extend the functions inj and the notion of ecart to P* as follows: 
clearly each 4> € P 1 can be written as a finite sum of j-homogeneous elements $ \ of different degrees (dix,...,djx); order 
ZJ lexicographically and define: 

inj(4>) to be the j-homogeneous component of highest degree in the decomposition of <t> 
degj(4>) := degj(inj(<|>)) = (wi(T(<|>)),...,WJ(T(<|>)) 
4> can be written as a finite sum of p 1-homogeneous elements $ \ of degrees(di,...,dj.i,ejO, ei > ...> e p ; define 

Ei(<|)) := ei - e p e N. 
for a (j-l)-homogeneous $ e P* of degree (di,...,dj-i), <> can be written as a finite sum of p j-homogeneous 

elements <|>x of degrees(di,...,dj.i,ex), ei > ...> ep; define Ej(<|>) := ei - ep € N; then for <$> e P l , define Ej((()) := 
Ej(inj.i 
We need now to define a strategy for reductions, generalizing the one of Lemmata 10 and 12, and reminding that (cf. the 
proof of Lemma 3) "reductions" for modules involve more than one reductor at each step. 
So, for y € P 1, <D c I* define: 

<D(\|/4) := (M(<|>): 4> e <D s.t Ej(<» < Ej(y) for j = l...i) 
Clearly <D(\|f,s) c *(y , s - l ) c . . . c * ( y , l ) 
For i = 0...S-1, for d € N define 

0(V4,d) := (M(<()): <|) e 4> s.t. Ej(<» < Ej(y) for j = l...i, Ei(<» < d) 
Clearly <&(\|U,d) c <&(y,i,d+l) c <D(\|M) and <t>0|U+l) = CKxiM.Ei+iOiO). 
Let V € P 1; if M(y) e M(<&) then there is a maximal j := ind(y,<I>) s.t M(y) e 0 ( y j). Then (unless j = r) there is a 
minimal d := E(\|f,0) s.t M(\|f) e 0(yj ,d) . 
Ah optimal representation of M ( y ) in terms of M(O) is then a homogeneous representation M ( y ) = I Ca m a M((|>a) 
with c a € k, m a e T, 4>a € <&(vJ,d) with j = ind(\|f,<D), d = E(y,«>), m a T(4>a) = T(y). 
We remark the two following facts: 
Let yf € P*t 0 cz P*t M(yf) = L ca ma MfQa) be an optimal representation in terms of M(&), yfj := yf - L ca ma 0 a . 
Then: 
l)Ifj is the minimal index s.t. inj(yf) = X ca ma inj(4>a), so that iji/f yf) = X ca ma intfQa) for i > j , then: 
Ifi < j then ini(yf) *Zcama ini((t>a), degtfyfj) = deg[(yf) = degi(L ca ma 0a), m(iff]) = in/fyf)-Zc a ma inifQa), 
Ei(yf1)<max(Ei(yf)t E^odh 
Ifi=j theninj(yf) = Zcamainj(<t>a)tdegj(yfj) <deg/yf) = degjfZcama(pa),Ej(yfj) < max(Ej(yf),Ej((/>a)) 
2) If i <ind(yf,0) and yf)*Zca ma ini.j((pa)t then Eifyfj) <E't(yf) (again denoting inolQ) := <p). 
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We can now turn to prove the proposition. 
First of all we remark that, by the same argument of the proof of Corollaries 2 and 3, we can restrict to prove: 

for each P* - {0},Q>a finite set in Pl - {0}, there is yr e P*, s.t. 
either yf=0or Mfyr) e M(&). 
t-Y^Lgi fc, 8 i e Loc(P) - {0}, ft € 0, T(gi) T(4>i) £T«I> - yr) 

The thesis derives then by the following two claims: 
CLAIM 1 Let OcPt - {0} be a finite set, yoeP1- {0} 
Then there is no infinite sequence y Q , . . . w i t h y,* 6 ^ - {0} s.t.t denoting Q>o &i &i-l 

1) Vi209M(y/i)e M(&i) 
2) Vi 20, there are C[a e k, mia € T, <pia e # j s.t. M(yfi) = Lcia m/aAf(0 i a) is an optimal representation, 

Vi+7 - ¥i - % Cia mia 0ia 
CLAIM 2 Let <PcP* - {0} be a finite set, y/oeP'- {0}. 
If yo»—Ys with w € Px, w *0for i < s, are s.t., denoting &o •'= #i *i-7 WVi-7^ ; 

1) Vi, 0 £i < s, M(y/0 € M(<P) 
2) V i, 0 <i < s, there are c i a e k, mia € T, 0 i a € * / s.t. M(y/i) = Z cxa mia M($ia) is an optimal 

representation, yi+; = Wi - ̂ cia mia 4>ia 
3) either yrs = 0or M(yfs) e M(4>) 

then: 
4) Vi,0<i< s, there are qia e Loc(P), u[, a unit in Loc(P), s.t. 

Yi - ui y/s = X qia 0/a with 0 i a e Fi, T(qia) T(^a) < T(\fi - IIJ y/s) 
Derivation of the thesis bv the claims: 1) and 2) specify how to define recursively a (possibly infinite) sequence 
YO»"->Vi>---; because of Claim 1), such a sequence is necessarily finite and then a maximal sequence vo»---.W»---.Vs 
satisfies 3) too. Because of 3) and Claim 2), then uo \fs satisfies the thesis. 
Proof of Claim 1: Assume an infinite sequence yo»---»Vi»--- Vi € P l - {0} be given satisfying 1), 2). 
Since there is just a finite number of terms t s.t. deg r(t) assumes any fixed value, and T(y i ) > T ( y i + i ) for each i, the 
existence of such an infinite sequence implies that there is a minimal p s.t. the sequence degp(yi) is not definitely 
constant. We want to show that the assumptions imply that degpOft) is a definitely constant sequence, giving a 
contradiction and proving that no infinite sequence satisfying 1), 2) exists. 
The existence of a minimal p s.t. the sequence degpOft) is not definitely constant, implies that there is No s.t. degj(\ft) 
is constant for j < p and i £ No-
For i £ No, the following hold: 

i) since degjtyi) = degjtyi+i) for all j < p, injtyi) * I C i a m j a injfoia) 
ii) because of i) and of remark 1) above, Ej (y i+i ) £ max(Ej(yO). Ej(4>ia)) for all j < p 

So, for j £ p, let Ej := max{Ej(\|f): y e O N 0 + I ) ; we can conclude that: 
for j < p, for each i > No, Ej(vj) < Ej. 

Define dp := min{d £ E p s.t E p ( y r ) = d for infinitely many r £ No). 
Also for j = p-l, . . . , l define 

dj := min{d < Ej s.t. Ei(\|fr) = dj for i > j , E j (y r ) = d for infinitely many r > No}. 
Then there is an index Ni s.t for r > Ni: 

E p(\ |f r)>dp 
for 1 < j < p if E i ( y r ) = di for i > j then E j (y r ) £ dj. 

Consider the set 
M := { M ( y r ) , E i ( V r ) = di for 1 £ i < p} 

By noetherianity there is an index N2 s.L 
if M ( y r ) 6 M dien it is in the submodule of P 1 generated by {M(Vu): u < N2, E ^ y J < di for 1 < i < p} 

So let N := max{NoJ^i^2)-
Let r > N be s.t. Ej(vr) = di for 1 < i £ p. 
Then r > N1 implies that either 

Ei(Vr+l) = di for 1 £ i < p 
or there is j , 1 £ j £p, s.L 

Ei(Vr+l) = Ei(vr) = d i f o r i > j 
Ej(Vr+l)>dj 

We want to show that the second case cannot occur. 
In fact since r £ N2 and M ( y r ) e M , then M ( y r ) € <&N2(Vr» P) = ( M ( y ) € <&N2 : Ej(y) < Ej(\|/r) for j < p}. 
So ind(y r,4> r) £ p £ j . Therefore E j ( y r + i ) £ E j (y r ) ^ dj, by remark 2). 
We can therefore conclude that there is an index N1 s.t. for r > NT 

E j ( y r ) = d j f o r l < ; j < p . 
If deg p(\ |f r +i) < deg p(v r), then p = min{i: ini(Vr) = Z Cra mm inj^ro)} (since ini(vr) ^ Z Cra i n j ^ a ) for i < p) 
and then d p = E p ( y r + i ) < max{E p(\|/ r), E p((() r a)) < d p (the inequality being a consequence of remark 1) ), a 
contradiction. 
This implies that degp(y r ) = degp(\(^r) for r > N1 and gives the desired contradiction. 
Proof of Claim 2: If i = s-1, the thesis obviously holds, since, by construction, y s . i = y s + 1 c s . i a m s . i a tys„ia 
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with <|>s.ia € O s . i and T(y s ) < T(\|/S.i) = m s . i a T(<t>s.ia) Va. 
So we can assume it holds for i, i.e. 

Vi 8 8 ^ Qia 4>ia + ^ \|fs with q i a € Loc(P), <|>ia € Oi, Ui a unit in Loc(P), T (y s ) < Ttyi), T ( q i a ) T(<t>ia) < 
T(Vi) 
and prove it for i-1. 
We have a l s o w = y ^ i - I q . i a ^i-la<t>i-ia with q . i a e k - ( O ) , mj.ia € T,<t>i.ia € andT(\|/i) < T(\|/i.i) = 
mi-ia T(4>i.ia) Va. 
So Vi-i = Vi + Z Ci-ia mj.ia fo.ia = I qia <t>ia + ^ q . i a m ^ a fo.ia + ui y s , with < |>i . l a € Oi_ l f <t>ia e OiA u 
(Vi-l). 
So, if r := { a : fca e * i . i ) and J n := {a : <t>ia = Vi-l): 

Vi-1 = 2 a € r Qia <t>ia + (Eae J" Qia) Vi-1 + £ q . i a mi-ia <t>i-la + ui \|/ s 

(1 - l a e r Qia) Vi-1 = ZaeT Qia <t>ia + 2 Ci-ia mj.ia * i - l a + u i Vs-
Also T ( y M ) • m i . l a M(fc.ia) > T(yO > T(qi a) T(<t>ia) for all a. 
So if a e J", T(qia) < 1 and, denoting q := I ^ r Qia. T(<l) < 1, u := 1 - q is a unit in Loc(P). 
Therefore Vi.i = Z Q € J U ' 1 q i a faa + £ q . i a u ' 1 mj.ia 4>i-ia + u"1 ui y s is the required representation. 
4 THE TANGENT CONE ALGORITHM 

4.1 The tangent cone algorithm: basic version 

From the results of the previous section and of §2.3, correctness and termination of the following algorithms LNF(g,F) 
and StandardBasis(F) (whose subroutine SyzBasis(F,U) is the same as in §1.3) follow easily, when < is a tangent 
cone ordering: 

h := LNF(g,F) 
where 

g is a non-zero element in P 
F c P - {0} is a finite set 
there is u a unit in Loc(P) s.t 

u h is a normal form of f w.r.t F 
f - u h has a standard representation in terms of F 

h :=g 
F "= F 
While h * 0 and M(h) e M(F) do 

F ' := {f € F : T(f) divides T(h)} 
Choose f € F s.t. ji := ind(f,h) £ ind(f,h) V f € F and Ep+rff) <. Ep+i(f) V f € F , ind(f,h) = H 
F : = F u {h} 
h:=Red(h,f) 

G := StandardBasis(F) 
where 

F :={fj,...,ft} c P - {0} is an indexed set of non-zero elements in P. 
G c P - {0} is a standard basis for the ideal I := ( f l t . . . / t ) 

B : = 0 
For i = 2 . . . tdo 

G : = G u { f t } 
B := SyzBasis(G.B) 

While B * 0 do 
Choose (ij) € B 
B:=B-{(iJ)} 
h:=S(o(ij)) 
h := LNF(h.G) 
If h * 0 then 

t := t + 1 
f t :=h 
G : = G u ( f t ) 
B := SyzBasis(G,B) 

We just remark that LNFo can be used instead of LNF, anytime for each d e Z, there are just finitely terms t with 
wi(t) = d. 

EXAMPLE We give here an example of the algorithm: 
Let P := Q[X,Y,Z] and let < be the ordering on T, associated to the following array of vectors: 

(-1,-1,-1), (0,0,-1), (0,-1,0). 
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We explicitly remark that this is a degree anti-compatible ordering, so the easier notion of ecart introduced in 3.1 can be 
used. 
For such ordering we have: 

1 > X > Y > Z > X 2 > X Y > Y 2 > X Z > Y Z > Z 2 >... 
Let 

fl := XZ - YZ - Y 2 Z T(fi) = XZ E(fi) = 1 
f2 := XZ - YZ + Y 2 Z T(f2) = XZ E(f2) = 1 
f 3 : = Z + Y 2 Z T(f3) = Z E(f3) = 2 

We want to compute a standard basis of I = (fi,f 2,f 3). 
Since a minimal homogeneous basis of Syz(M(fi), M(f2), M(f3)) is (a(l,2), a(13)}, we start with: 

hi := S(o (U)) = f 1 - f2 = -2Y 2Z T(hO = Y 2 Z E(hO = 0 
h 2 := Red(hi, f 3) = hi + 2 Y 2 f3 = 2Y 4Z T(h2) = Y 4 Z E(h2) = 0 

We can now reduce h 2 with hi (actually we must since E(hi) = 0 < E(f3)) and we get* 
Red(h2, hi) = h 2 + Y 2 h i =0 . 

We can then reconstruct a standard representation of hi as follows: 
hi = - 2 Y 2 f3 + h2 
h 2 = - Y 2 h i 

so hi = - 2 Y 2 f3 - Y 2 hi , hi = - 2 (1 + Y 2 )" 1 Y 2 f3 {cf. the reduction of X by {X-X2}). 
Then we go on with: 

h 3 := S(o(l,3)) = fi - X f3 = - YZ - Y 2 Z - XY 2 Z T(h 3) = YZ E(h 3) = 2 
iM := Red(h 3, f 3) = h 3 + Yf 3 = -Y 2 Z - XY 2 Z + Y 3 Z Tflu) = Y 2 Z EG14) = 1 

We can now reduce either with f3 or h 3 ; choosing f3 we obtain: 
h 5 := Red(h4,f3) = I14 + Y 2 f3 = - XY 2 Z + Y 3 Z +Y 4 Z T(h5) = XY 2 Z E(h 5) = 1 

so the next reduction can be done either with fi, f2 or 114 but not with f3; we choose f2, obtaining: 
h 6 := Red(h 5, fi) = h 5 + Y 2 f2 = 2Y 4 Z T(h6) = Y 4 Z E(h 6) = 0 

The next reduction can be performed with I14, not with f3 or h 3 , since E(h6) < EO14) < E(f3) = E(h3); we get: 
h 7 := Red(h6,h4) = h 6 + 2 Y 2114 = - 2 X Y ^ + 2Y 5 Z T(h 7) = XY 4 Z E ( h 7 ) = l 

For the next reduction we can choose fi, f 2,114, I15 or h6; choosing h6 we get: 
hg := Red(h7, hg) = h 7 + X h6 • 2 Y 5 Z 

and then: 
Red(hg,h 6) = h g - Y h 6 = 0. 

From this we reconstruct a standard representation as follows: 
h 3 = - Y f3 +114 
h4 = - Y 2 f 3 + h 5 

h 5 * - Y 2 f2 + h 6 

h 6 = - 2 Y 2114 + h 7 

I17 = -X h6 + hg 
hg = Yh6 

so 
h6 = -2 Y 2114 - X h6 + Y h 6 

h 6 • - 2 (1 + X - Y)- 1 Y 2 h4 
I14 = -Y 2 f3 - Y 2 f2 + h6 = -Y 2 f3 - Y 2 f2 - 2 (1 + X - Y)- 1 Y 2114 

so 
(1 + X - Y) I14 + 2 Y 2 IJ4 = (-Y 2 - XY 2 + Y 3 ) f3 + (-Y 2 - XY 2 + Y 3 ) f2 

and 
h4 = (l + X - Y + 2 Y 2 )* 1 (-Y 2 - XY 2 + Y 3 ) f3 + (1 + X - Y + 2 Y 2 )" 1 (-Y 2 - XY 2 + Y 3 ) f2 

h 3 m - Y f3 + (1 + X - Y + 2 Y 2 )* 1 (-Y 2 - XY 2 + Y 3 ) f3 + (1 + X - Y + 2 Y 2 )" 1 (-Y 2 - XY 2 + Y 3 ) f2 = 
• (1 + X - Y + 2 Y 2 ) - 1 (-Y - XY - XY 2 - Y 3 ) f3 + (1 + X - Y + 2 Y 2 )" 1 (-Y 2 - XY 2 +Y 3) f2 

So the original basis is a standard basis; after eliminating elements corresponding to redundant generators of M(I) = (Z), 
we are left with the standard basis ( f 3 ) ; in fact, visual inspection would have been sufficient to remark that, in Loc(P), 
I = (Z). 

4.2 Improvements to the tangent cone algorithm: enlarging the set of simplifiers 

The only difference between Buchberger algorithm and the tangent cone algorithm as presented above is in the 
subroutine for normal form computation and the difference can be easily explained stating the set of simplifiers used in 
NF is fixed and global (being the current basis G), while the one used in LNF is variable (new elements being added 
during the computation) and local (the added elements are forgot at termination). 
We can clearly improve the performance of LNF if we globalize the set of simplifiers, i.e. if we use also simplifiers 
produced by previous calls of LNF; that's because in the enlarged set, there being more elements, there are more 
chances to find a simplifier f s.t., say, Ej(f) < Ej(h) for all j . 
To avoid storage of too many simplifiers, we can drop out those simplifiers which are clearly redundant: if f, g are s.t. 
T(f) divides T(g) and E;(f) < Ej(g) for all j , any time g can be used to reduce h, f can be used instead. 
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We are then lead to the following formal definition of simplifies: 

DEFINITION 9 H c P is a set of simplifies for F c P iff Vh e H, h has a standard representation in terms of F 

and to the formalization of the discussion above in the statement of the following properties of sets of simplifies, 
where we say that hi makes h redundant if 

T(hi) divides properly T(h) and Ej(hi) £ Ej(h) Vj: 

LEMMA 14 Let F c P - {0} be a finite set, let H c P - {0} be a finite set of simplifies for F. Let Hi := {h e H : 
there is no h' e H, s.L TOO divides properly T(h) and EjOO < Ej(h) Vj}. Let f e P- {0}. Then: 

1) f e P - {0} has a standard representation in terms of F iff f has a standard representation in terms of H. 
2) Hi is a set of simplifies for F (called a minimal set of simplifiers) 
3) If h G H - Hi, there is hi € Hi which makes h redundant. 
4) If h € H is s.L T(h) divides T(f) and V h' e H s.t. TOO divides T(f) 

ind(f,h)£ind(f,»0 
if |X := ind(fJi) = ind(f,»0 < r then E^+i(h) < %+i(10 

then there is hi € Hi s.L T(hi) divides T(f) and V V e H s.t. TOO divides T(f) 
ind(fjii)£ind(f,10 
if v := ind(f,hi) = ind(f JO < r then Ev+i(hi) £ E v +i0O 

Proof: 1) Let g = qi hi, qj € Loc(P), hi e H be a standard representation in terms of H. 
For each hi let hj = Zj qy fj, qij e Loc(P), fj G F be a standard representation in terms of F. 
Then g = Li j qj qij fj is a standard representation in terms of F. 

2) and 3) are trivial 
4) Either h e Hi , and there is nothing to prove, or h € Hi, and there is hi e Hi which makes h 

redundant. Then T(hi) divides T(f); for j < |x, Ej(hi) < Ej(h) £ Ej(f), so v > |i and (by the maximality of \i) v = \i. 
Moreover E^ + i (hi) £ E^+iOi) < E ^ i ( h i ) . 
So V hf € H s.L TOi1) divides T(f): 

ind(f,hi) = ind(fji) > indCfJiO 

if indCfJi9) = v = \i then E^+i(hi) = E^ +i(h) < Eц +l(h ,). 

This leads immediately to the following vesion of the tangent cone and the normal form algorithms: 
Hi := Simp(H,h) 
where 

H is a minimal set of simplifies for some set F 
h e P 
Hi is a minimal set of simplifies for F u (h) 

Hi : = 0 
Repeat 

Choose f € H 
H:=H-{f} 
If h doesn't make f redundant then 

Hi : = H i u { f } 
until f makes h redundant or H = 0 
If f makes h redundant then 

Hi := Hi u H 
else 

H i : = H i u { h } 

(h,Hi) := SimpLNF(g,F,H) 
where 

g is a non-zero element in P 
F c P - {0} is a finite set 
H is a minimal set of simplifies for F 
there is u a unit in Loc(P) s.L 

u h is a normal form of f w.r.L F 
f - u h has a standard representation in terms of F 

Hi is a minimal set of simplifies for F u (h) 
h : = g 
Hi := H 
While h * 0 and M(h) e M(Hi) do 

H 2 := {f € H i : T(0 divides T(h)} 
Choose f e H 2 s.t. \i := ind(W > ind(f,h) V f e H 2 and E^ +i(f) < E ^ i ( f ) V f e H 2 , ind(f Ji) = ^ 
Hi := Simp(Hi,h) 
h:=Red(hj) 
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G := SimpStandardBasis(F) 
where 

F :={fi,...,f t} c P - {0} is an indexed set of non-zero elements in P. 
G c P - {0} is a standard basis for the ideal I := ( f i , . . . ^ 

G.-={fi) 
H:= (fi) 
B : = 0 
For i s 2 . . . t d o 

G : = G u { f i ) 
B := SyzBasis(G,B) 
H := Simp(H,fi) 

While B * 0 do 
Choose (ij) € B 
B:=B-{(i j )} 
h:=S(a(i j)) 
(h,H) := SimpLNF(h,H) 
If h * 0 t h e n 

t := t + 1 
f t :=h 
G : = G u ( f t ) 
B := SyzBasis(G,B) 
H := Simp(H,ft) 

EXAMPLE Let us now compute the previous example with SimpStandardBasis: 
Again we have B = {(1,2), (1,3)}; from {fi, f2, f3) we return the minimal set of simplifies H = {f2, f3); then we start 
with: 

hi := S(a (U)) = f i - f 2 = - 2Y 2 Z T(hi) = Y 2 Z E(hi) = 0 
We add hi to the set of simplifies since its ecart is less than the one of its divisor f3, H = {f2, f3, hi} 

h 2 :=Red(hi , f3) = h i + 2 Y 2 f 3 = 2Y 4 Z T(h2) = Y 4 Z E(h 2) = 0 
We don't add h 2 to H (since E(hi) < Efli^) and we go on with: 

Red(h 2 , hi) = h 2 + Y 2 h i = 0 . 
Then we go on with: 

h3:=S(<j(l,3)) = f i - X f 3 = r - Y Z - Y 2 Z - X Y 2 Z T(h 3) = YZ E(h 3) = 2 
h4:=Red(h3,f 3) = h3 + Yf3 = -Y 2 Z - XY 2 Z +Y 3 Z T(h4) = Y 2 Z E(h4)=l 

The computation diffes now from the previous one because of the presence of hi in H; we get the shorter reduction 
sequence: 

h 9 := Red(h4,hi) = I14 - 1 / 2 h 2 = - XY 2 Z + Y 3 Z T(h 9) = XY 2Z E(h 9) = 0 
hio := Red(h 9, hi) = h 9 - 1 /2 X hi = Y 3 Z T(hi 0 ) = Y 3 Z E(hi 0 ) = 0 
Red(hio, hi) = hio + 1/2 Y hi = 0 

producing the standard representation: 
h 3 = - Y f 3 + h4 
I14 = 1/2 hi + h 9 

h 9 = 1/2 X hi + hio 
hio - -1/2 Y hi 

so 
h 4 = l / 2 (l.+ X - Y ) h i 

and substituting the standard representation of hi , hi = - 2 (1 + Y 2)* 1 Y 2 f3i 
»14= -(1 + Y 2 ) - 1 ( Y 2 + X Y 2 - Y 3 ) f 3 . 

So, having saved results of previous reductions has shortened the computation; we remark however that 
SimpStandardBasis is clearly very dependent on the ordering in which reductions are performed; if we had chosen to 
compute S(a(13)) before S(a(l,2)), the computation would have been more or less the same than for StandardBasis. 

4 . 3 Improvements to the tangent cone algorithm: early termination tests 

Let us assume that the set F is s x there are only finitely many terms not belonging to M(F). This happens when F is a 
standard (or GrObner) basis of a 0-dimensional ideal I (those ideals which have only finitely many zeroes), and occurs in 
the applications of the tangent cone algorithm related to the study of isolated singularities \cf. § 6.2). 
If this occus there is a term t s.L ti e M(F) V ti < t 1 . 
So, if f is s.t T(f) < t, then NF(fJF) = {0}; in fact, if g * 0 is a normal form of f, then T(g) < T(f) < t, implying M(g) 
€ M(F), while, by definition of normal form, M(g) € M(F). 

1 This fact is absolutely of no help for Grttbner bases; in fact 1 is then the minimal term and either 1 € M(F), I is the whole 
ring, and, detecting that, the algorithm is forced to terminate; or t = 1, and the remarks above don't help at all. 
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Therefore, if there is a term t s.t ti € M(F) V ti < t, and in the computation of the normal form of f € P w.r.t F, we 
obtain h € P s.t T(h) < t, we can conclude that NF(f J 7) = {0} and we can force an immediate termination of the normal 
form computation. 
Also, if T(ij) £ t, then T(S(a(i j)) < t, and we know that the normal form of S(a(ij) is necessarily 0 1 . 
With this in mind, we need therefore: 

1) to recognize if there are only finitely many terms not belonging to M(F) 
2) to find the minimal term t e M(F) s.t. ti e M(F) V ti < t 

The first problem is easy to solve, because of the following well-known fact: 

REMARK There are only finitely many terms not belonging to M(F) iff for each i, X^ i e M(F) for some 8j 

A solution to the second problem which is both efficient and holding for the general case seems difficult to obtain, so 
we restrict our discussion to those orderings s.t. 

Xi < 1 for each i 
where an efficient solution can be achieved and which covers the orderings used in the known applications (study of 
isolated singularities) in which one can expect to work with a 0-dim. ideal. 

Let M = {mi,...,mt} c P - {0} be a finite set of monomials, M the ideal generated by M. Assume that for each i there 
is 8i s.t Xi 5 i e M. 
Define: 

Comp(M) := ( t e T : t « M l . the complementary of the ideal generated by M 
MinComp(M) to be the minimal term t € M s.t ti € M V ti < t (the minimal term in the complementary of 

the ideal generated by M) 
Corners(M) := {t 6 M : Xi t e M Vi}, which is the set of the elements of Comp(M) which are maximal for the 

divisibility property2. 

LEMMA 15 1) MinComp(M) e Corners(M). 
2) Corners(M) := {t € Comp(M): t doesn't properly divide t' Vt' € Comp(M)} 

ECQfif: 1) By definition t := MinComp(M) e M. Since t is the minimal element in Comp(M) and Xj < 1, then Xi t < 
t, so Xj t € M Vi. 

2) is obvious 

So we obtain MinComp(M) if we are able to compute Corners(M). To compute the latter, we propose an "incremental" 
algorithm, which, just with small adjustments, given Corners(M), allows to compute Corners(Mi) for Mi = M u {m}, 
together with an obvious computation of Corners(M) for M = {Xi^l,...,X n8n} 
It is based on the following result, where M i denotes the ideal generated by Mi, and on the following operations on 
terms t, m, where m is multiple of Xi: 

let a be the exponent o f X i i n t , P = Y+ l > O t h e exponent of Xi in m, y := min(a, P-l); denote by Xi(t,m) 
the term which is obtained from t substituting X j a with X{ff i.e. Xi(t,m) = t / Xia"Y; 
remark that if m divides t (as in the following application), then y = P - l . 

LEMMA 16 If t, m € T, either. 
i) m doesn't divide Xi t for all variables Xi 
ii) m doesn't divide t and divides Xi t for just one variable Xi 
iii) m divides t 

Proof: We have just to show that if m divides both Xi t and Xj t, i * j , then it divides t. But this is immediate since 
then t divides G.C.D.(Xi t, Xj t) = t 

LEMMA 17 1) If M = {Xi 5 l Xn^} then Corners(M) = { X i M . ^ X n 5 ^ 1 } 
2) Corners(Mi) c {t € Corners(M): t is not multiple of mj u {A,i(t,m): t € Corners(M), t multiple of 

m, i s.t Xi divides m) 

1 We have never discussed the strategies which can be applied for the various Choose commands in the algorithm. 
Both for Grdbner bases and for standard bases, a sensible choice for the next pair (ij) € B is to choose (i,j) s.t. T(Lj) is not 
properly divided by any other T(ct,p). 
For Grdbner bases, this is usually implemented by choosing (Lj) s.t T(i j ) is minimal according to < (if m properly divides m\ 
then m < nY). 
In the case of an ordering s.t Xj < 1 Vi, if m divides m' then m > m\ so the corresponding choice is to choose (i,j) s.t. T(i j ) is 
maximal according to <. For such an ordering and with this strategy, if at some stage (i,j) is chosen with T(Lj) < t, then for each 
(cc,P) € B, T(a,p) < t; therefore immediate termination of the algorithm can be forced. 
For a discussion of good strategies for Choose commands in Buchberger algorithm, cf. [T-D] 
2 If terms are represented as points in an integral lattice (the coordinates being given by the exponent vectors), a monomial 
ideal looks like a stair. The elements of Corners(M) are exactly the concave corners of the complementary of M. 
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3) If T is s.t Corners(M) c T c Comp(M), then Corners(M) = {t € T : t doesn't properly divide t' Vt' e 

n 
BCQQf: 1) Let t := Xi^l-^.-Xn^n- 1 . Then clearly t e M. If ti doesn't divide t, then ti is multiple of Xi t for 
some i, so it is multiple of X^i . 

2) Let 1 6 Corners(Mi); then Xj t € M i for each i. Since t € M i , so that m doesn't divide t, we have 
two cases: 

i) m doesn't divide Xi t for all variables Xi: in this case Xi t € M for each i, t e Corners(M). 
ii) m divides Xi t for just one variable Xi: in this case Xj t e M for all j * i. So if ti € Comers(M) is a 

multiple of t, necessarily ti = Xi 8 t Denote y the exponent of Xj in t, P > 0 the exponent of Xi in m, a = 8 + y the 
exponent of Xj in ti . Then y = min(a 9 p-1), i.e. t = Xi(ti,m) 

3) Denote by To := {t e T : t doesn't properly divide t' Vt' € T}. Then Corners(M) c To, since its 
elements don't divide properly any element of Comp(M), and a fortiori of T. 
If t € To, then it doesn't properly divide any element of T, and so any element of Corners(M). 
Since each element of Comp(M) divides some element of Corners(M), we can conclude that t doesn't properly divide any 
element of Comp(M), so by Lemma 15.2) it is in Corners(M). 

We have then the following algorithm to compute Corners(Mi) from Corners(M): 
for each t e Corners(M), insert in Corners(Mi): 

t itself if m doesn't divide t, 
Xi(t,m) for all i s.t. Xi divides m, otherwise; 

remove those elements which divide some other element 

Example Let (writing the vector of exponents instead of the terms) mi := (3,0,0), m 2 := (0,4,0), ny := (0,0,5), 1114 := 
(2,2,2), m 5 := (1,0,4), m 6 := (0,2,3). 
Then 

Corners({mi,m2,m3})= {(23,4)} 
{Xi( (2,3,4), n u ) : i = 1...3} = {(13.4), (2,1,4), (2,3,1)} 
Corners({mi, m 2 , m 3,11*4}) = {(U .4) , (2,1,4), (2,3,1)} 
{Xi( (13,4), m 5 ) : i = 13} u {Xrf (2,1,4), m 5 ) : i = 1,3} u {(2,3,1)} = 

= {(0,3,4), (1,33), (0,1,4), (2,1,3), (23,1)} 
Corners({mi, m 2 , m 3 , m4, m 5}) = {(0,3,4), (133), (2,1,3), (2,3,1)} 
{Xi( (03,4), m 6 ) : i - 23} u {Xi( (133), m 6 ) : i = 23} u {(0,1,4), (2,1,3), (2,3,1)} = 

= {(0,1,4), (0,3^), (1,13), (13^) , (0,1,4), (2,13), (23,1)} 
Corners({mi, m 2 , m3, nu, ms, m6}) = {(0,1,4), (1,3,2), (2,1,3), (2,3,1)} 

C := Corners(C,m) 
where 

C = Corners(M) for some monomial set M 
m € T 
C = Comers(Mu {m}) 

C = 0 
While C ^ 0 d o 

Choose t € C 
C : = C - { t } 
If m divides t then 

C : = C u {Xi(t,m): i s.LXj divides m} 
e lse 

C ' : = C u {t} 
C := {t € C : t doesn't divide propwly any t' € C'} 

C := InitCorners(G) 
where 

G is a set of polynomials s.t. (M(f) : f e G) contains a pure power of each variable 
C = Comers(M(F)) 

M ^ {M(0 : f € G :.M(f) is not multiple of M(f) for some f € G) 
Mi := {m e M : m is a pure power of a variable} 
M 2 := M - Mi 
Compute t to be the product of the elements in Mi 
C:= {t/(Xi...Xn)} 
F o r m e M 2 d o 

C := Corners(C,m) 

We can now describe a normal form and a standard basis algorithm with the Early Termination and the Simplifier 
improvements: to consider the situation in which t doesn't exist we enlarge T by adding a symbol -<», which we assume 
to be less than any element of T; we list in X the indexes i s.t. no pure power of Xi is in M(G). 
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(h,Hi) := ET-S-LNF(gJ\H»t) 
where 

g is a non-zero element in P 
F c P - {0} is a finite set 
H is a minimal set of simplifiers for F 
t e T u {-00} is s.L for each tf < t, tf e M(F) 
there is u a unit in Loc(P) s.t 

u h is a normal form of f w.r.L F 
f - u h has a standard representation in terms of F 

Hi is a minimal set of simplifiers for F u {h} 
h : = g 
Hi :=H 
While h * 0 and M(h) € M(Hi) and M(h) > t do 

H 2 := {f € H i : T(f) divides T(h)} 
Choose f € H2 s.t \i := ind(fji) 2> ind(f Ji) V f € H 2 and E ^ f ) £ E^+i(f) V f 6 H 2 , ind(f,h) = * i 1 

Hi := Simp(Hi,h) 
h:=Red(h,f) 

If M(h) < t then 
h : = 0 

G := ET-S-StandardBasis(F) 
where 

F :={fi,...,f t} c P - {0} is an indexed set of non-zero elements in P. 
G c P - {0} is a standard basis for the ideal I := (f l f...,f t) 

G:={fi) 
H:= (fi) 
B : = 0 
X:={l,. . .^i} 
MinComp := -00 
F o r i = 2 . . . tdo 

G : = G u { f i ) 
B := SyzBasis(G,B) 
H := Simp(H ffi) 
If M(fj) is a pure power of Xj then 

X:=X-f j} 
IfX = 0 then 

C := InitCorners(G) 
MinComp := min{t: t e C) 

While B * 0 do 
Choose (ij) € B 
B:=B-{( i j )} 
If T(i j ) £ t then 

h:=S(a(i j)) 
(h,H) := SimpLNF(h,H) 
If h * 0 then 

t := t + 1 
f t :=h 
G : = G u { f t } 
B := SyzBasis(G,B) 
H := Simp(H fft) 
If MinComp * -00 then 

C := Corners(C,M(fO) 
MinComp := min{t: t e C] 

else (X * 0 ) 
If M(ft) is a pure power of Xj then 

X : = X - { j ) 
I fX = 0 then 

C := InitCorners(F) 
MinComp := min{t: t € C} 

If < is an ordering on T, the variables can be divided in two classes and renamed, denoting by 
{Zi, . . . 9 Z m } the set of variables s.L Zj > 1 
{Yi. . ,YdJ the set of variables s.t. Yj < 1; 

1 
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each term m e T is then the product m = mz my of a term mz in the Z's only and of a term my in the Y's only 
While we have presented the theory of standard bases and the algorithms in a general setting, the orderings for which we 
know interesting applications fall in four classes: 

1) Xi > 1 for each i, which is covered by Buchberger algorithm, where early terminations tests are impossible 
ii) Xi < 1 for each i, which is covered by the algorithm above (tangent cone computation, isolated singularity 

theory) 
iii) m < m' iff my < m'y or (my = m'y and mz < m'z) (computations in local rings and in algebraic series 

rings) 
iv) m < m* iff mz < m'z or (mz = m'z and my < m'y) (elimination in algebraic series rings). 

The following results allow to obtain an Early Termination algorithm to these two cases too: 

LEMMA 1 8 1) In case iii), if for each Yj, M contains a pure power of Yly then there is m s.t. V t < m, m e 
M, and MinComp(M)) = min{Corners(Mo)}, where MQ = {m € M s.t mz = 1} 

2) In case iv), if for each Yj, M contains a pure power of Yi, then there is m s.t. V t < m, m e 
M, and m = min {Corners(Mo)}, where Mo = {m e M s.t mz = 1} 
Proof: 1) Let m = my = min(Corners(Mo)}. If t = ty tz < m, then ty < my; since the restriction of < on the terms in 
the Y's only is an ordering in class ii), by the argument above we know there is m* = m'y e Mo which divides ty and 
so t Since m £ Mo c M, then m = MinComp(M)) 

2) Let my = min{Corners(Mo)}. If t = ty tz < m, then tz £ mz = 1, so tz = 1 and t « ty < my; since the 
restriction of < on the terms in the Y's only is an ordering in class ii), by the argument above we know there is m' = 
m'y € Mo which divides ty = t Again m e M, so m = MinComp(M)). 

4.4 The tangent cone algorithm: the lazy version 

Practical experience with Buchberger algorithm shows instances in which several normal form reductions performed at 
some stage are time and space consuming, while, if postponed until some specific new element is added to the current 
basis, all of them become very fast 
Clearly, one could, still preserving correctness, postpone the reduction to normal form of some element, in the hope 
that this occurs. One good reason why this has never been tried (at least in documented form), is that it could as well be 
that the postponed reduction is exactly the one giving the element of the basis which is needed in order that the other 
reductions become fast. 

Let us fix now our attention to an ordering s.L Xi < 1 for each i. In this case, the fact that < is not a well-ordering, 
which, as we have seen, is cause of troubles, has however a very desirable effect 
In fact while for a well-ordering, if m divides mi then necessarily m £ mi, for such an ordering: 

if m divides mi then necessarily m £ mi. 
As a consequence, if we postpone the reduction to normal form of some polynomial h, we know that its normal form 
will never be used in the reduction to normal form of some other element g, until we obtain an intermediate reduction g' 
s.t T(W * T(h). 
If we pursue this idea to the utmost consequence, we realize that after a single step of reduction, it is convenient to 
interrupt the normal form computation, add the partial result to some queue containing all partial results of interrupted 
computations, pick that element h of the queue s.t. T(h) is maximal, and restart the normal form reduction of it (just 
one step, of course!). 

To formalize this, we have to think of Buchberger and the tangent cone algorithms, as they were processing queues of 
dements, by means of elementary operations involving other lists of elements. 
In the versions we have described up to now: 

the lists are the one consisting of the basis elements and the one consisting of the simplifiers (they coincide in 
Buchberger algorithm) 

the queues are the one consisting of the cailS (i J) still to treated, and the one consisting of the single element, 
the simplificand. to undergo a normal form computation. 
The elementary operations are: 

for an element (ij) from the pair queue: compute S(a(i j)); add the output to the (void) simplificand queue 
for an element (the only one) from the simplificand queue: compute its normal form (and upgrade the simplifier 

list); if the output is not zero, upgrade the basis list and the pair queue. 
The second operation is not so elementary, but it becomes so if we unwind the normal form computation in its 
components, as follows: 

for an element from the simplificand queue which can be reduced: compute one reduction step and upgrade the 
simplifier list; add the output to the simplificand queue 

for an element from the simplificand queue which cannot be reduced: upgrade the simplifier and the basis list; 
upgrade the pair queue. 

Before writing down the algorithm consequent to the unwinding above, we need to remark that, from the discussion 
above, we have seen that the obvious strategy for choosing an element from a queue is, when X^ < 1 for each i. to take 
the simplificand h s.t T(h) is maximal and the pair (i j ) s.t. T(i j ) is maximal. 
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This is not a good strategy, whenever the assumption of the ordering is not satisfied1. So we need to find a sensible 
strategy. 
We use the following: 

NOTATION Let H be a set of polynomials; let Hi := {hi € H : T(hi) is not multiple of T(h) V h € H, h * hi}; let 
hi € Hi be s.t T(hi) £ T(h) Vh e Hi. Denote hi =: opt(H) (the optimal choice in H as we are going to prove). 
Let {fi,...,f t} be a set of polynomials; let B c {(ij): 1 £ i < j £ t}; let Bi := {(ij) e B : T(ij) is not multiple of 
T(a,ß) V (a,ß) € B, (a,ß) * (ij)}; let (ij) € Bi be s.t T(ij) £ T(a,ß) V (a,ß) € Bi. Denote (ij) =: opt(B), T(opt(B)) 
:=T(ij). 

LEMMA 1 9 l)IfT(opt(B))£T(opt(H)),then 
V h' € H, h' * h, T(opt(H)) is not divisible by T(10 
V (a,ß) € B, T(opt(H)) is not divisible by T(S(a(a,ß))) 

G := LazyStandardBasis(F) 
where 

F .^{f!,...,^} c P - {0} is an indexed set of non-zero elements in P. 
G c P - {0} is a standard basis for the ideal I := (fi,...,f t) 

BasisList := (fi) 
SimpList := {fi} 
PairQueue := 0 
For i = 2 . . . tdo 

BasisList := BasisList u (fi) 
PairQueue := SyzBasis(BasisList PairQueue) 
SimpList := Simp(SimpList,fi) 

SimpQueue := 0 
While PairQueue u SimpQueue * 0 do 

(i j ) := Opt(PairQueue) 
h := Opt(SimpList) 
If T(i j ) > T(h) then 

PairOperation((ij)) 
e lse 

if M(h) e M(BasisList) then 
BasisElementOperation(h) 

e lse 
SimplificandOperation(h) 

G := BasisList 

where we have: 

PairOperation((ij)) 
h:=S(a(i j)) 
PaiiQueue := PairQueue - {(ij)} 
If h * 0 then 

SimpQueue := SimpQueue u {h} 
BasisElementOperation(h) 
t := t + 1 
f t :=h 
BasisList := BasisList u (ft) 
SimpList := Simp(SimpList, ft) 
BasisQueue := SyzBasis(BasisList, BasisQueue) 
SimpQueue := SimpQueue - {ft} 

SimplificandOperation(h) 
H := {f e SimpList: T(0 divides T(h)} 
Choose f € H & t ind(fJi) £ ind(f 4i) V f e H and E ^ + i ( 0 ^ E^ + i ( f ) V f € H, ind(f ,h) = \i 
SimpList := Simp(SimpList,h) 
SimpQueue := SimpQueue - (h) 
h:=Red(h^) 
If h * 0 then 

SimpQueue := SimpQueue u {h} 

We leave to the reader how to introduce early termination tests in this version too. 

1 Actually for Gröbner basis computation, it would give a strategy which is unanimously considered by the experts as the worst 
possible strategy. 



163 

We remark however that in the case the ideal is (known in advance to be) O-dimensional and we use an ordering s.L 
for each term t, for each infinite decreasing sequence of terms ti > t2 > ... > t$ > ... there is s s.L t > t$ 

we can generalize SimplificandOperation allowing in its second line any choice, not only one governed by the 
ecart. The line becomes simply: 

Choose f € H 
This comes back to a form of Buchberger algorithm. 
The proof that the early termination test is successful after a finite number of computations, relies heavily on the 
property of the ordering: in fact the maximal terms of the elements which undergo SimplificandOperation form a 
decreasing sequence; so if a pure power of a variable is the maximal term of a basis element, it must appear after finitely 
many computations; when all pure powers have been found, there can be just finitely many applications of 
SimpIificandOperation(h) with T(h) > MinComp. 

EXAMPLE Let us go back of our previous example. We remarked that SimpStandardBasis is dependent on the 
ordering in which reductions are performed; clearly LazyStandardBasis instead is not dependent on that* 

We start with: 
BasisList = {fi, f2, f3l SimpList = {f2, f3) PairQueue = {(1,2),(13)} SimpQueue = 0 

Then we apply PairOperation to (1,2): 
hi := S(a (U)) = fi - f2 = - 2Y 2Z T(hi) = Y 2 Z E(hi) = 0 
BasisList = {fi, f2, f3) SimpList = {f2, f3) PairQueue= {(13)} SimpQueue = {hi} 

and since T(l,3) > T(hi), we apply again PairOperation to (13): 
h 3 := S(a(l,3)) = fi - X f3 = - YZ - Y 2 Z - XY 2 Z T(h 3) = YZ E(h 3) = 2 
BasisList = {fi, f2, f3) SimpList = {f2, f3} PairQueue = 0 SimpQueue = {hi,h3} 

Since T(h3) > T(hi), we next apply SimplificandOperation to 113: 
h4:=Red(h3,f 3) = h3 + Yf 3 = - Y 2 Z - XY 2Z + Y 3 Z Tflu) = Y 2 Z EG14) = 1 
BasisList = {fi, f2, f3) SimpList = {f2, f3) PairQueue = 0 SimpQueue = {hi, I14} 

Then we apply SimplificandOperation to hi: 
h 2 : = R e d ( h i , f 3 ) = h i + 2 Y 2 f 3 = 2Y 4 Z T(h2) = Y 4 Z E(h2) = 0 
BasisList = {f i, f2, f3) SimpList = {f2, f3, hi} PairQueue = 0 SimpQueue = {I12,114} 

then to I12: 
Red(h 2, hi) = h 2 + Y 2 h i = 0 . 

and to (14: 
h 9 := Red(h4.hi) = I14 -1 /2 hi = - XY 2Z + Y 3 Z T(h 9) = XY 2Z E(h 9) = 0 
hio := Red(h 9, hi) = h 9 - 1 / 2 X hi = -Y 3 Z T(hio) = Y 3 Z E(hi 0 ) = 0 
Red(hio, hi) = hio + 1/2 Y hi = 0 

4 . 5 A detailed example 

The example above was actually chosen mainly to compare the different performance of the three versions; a less trivial 
example, where the three versions behave more or less identically, but which gives a fuller flavour of an actual tangent 
cone computation is the following (the ring and the ordering being the same as above); we describe just the computation 
performed by the lazy version: 

We consider the ideal I := (f 1 , f2, f3, £4) where: 
f l s X ^ - Y 6 E(fi) = 2 T(fi) = X 2 Z 2 

f2 = X Y Z 2 + Y 4 Z - X 5 Z - X 4 Y 3 E(f2) = 3 T(f2) = XYZ 2 

f3 = XZ - Y 3 + X 2 Z - XY 3 E(f3) = 2 T(f3) = XZ 
14 = YZ + X Y Z - X 4 - X 5 E(f4) = 3 T(f4) = YZ 

We compute a minimal homogeneous basis of Syz{M(fi),...,M(f4)} and discard redundant simplifies from the original 
basis, obtaining: 

BasisList = {f 1, f2, f3, £4} SimpList = {f3, £4} 
PairQueue = {(1,3), (23), OA)} SimpQueue = 0 . 

Since T(3,4) is maximal among all choices, we apply PairOperation to (3,4): 
hi :=S(a(3,4)) = Y f 3 - X f 4 = -Y 4 + X 5 - X Y 4 + X 6 E(hi) = 2 T(hi) = Y 4 

BasisList = {fi, f2, f3, £4} SimpList = {f3, £4} 
PairQueue = {(13), ( 23)} SimpQueue = {hi}. 

Since T(hi) > T(l,3) > T(2,3), and M(hi) e M(F), we next apply BasisElementOperation to (5 := hi: 
BasisList = {fi, f2, f3 ,4 , fs) SimpList = {f3, £4, (5) 
PairQueue = {(1,3), (23), ( 4 ^)} SimpQueue = 0 , 

since {a(13), a(2,3), a(3,4), a (3^) , a(4,5)} is a minimal homogeneous basis of Syz{M(fi),...,M(f5)} and T(3,5) = 
T(3)T(5). 
Then, applying PairOperation to (1,3): 

h 2 := S(a(l,3)) = f 1 - XZ f3 = XY 3 Z - X 3 Z 2 - Y 6 + X 2 Y 3 Z E(h 2) = 1 T(h 2) = XY 3Z 
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BasisList • {fi, f2, f3, £4, £5} SimpList = {f3, £4, £5} 
PaiiQueue • {(2,4), (4,5)} SimpQueue = {h2) 

Since T(h2) £ T(2,3) > T(4,5) we next apply SimplificandOperation to I12: 
h3:=Red(h2/3) = h 2 - Y 3 f 3 = - X 3 Z 2 + XY6 E(h3) = 2 T(h3) = X 3 Z 2 

BasisList« {f 1, f2, f3, £4. SimpList« {f3, £4, ft. 1>2) 
PaiiQueue = {(2,4), (4,5)} SimpQueue = {h3} 

adding h2 to the simplifier list since E(h2> < E(f3) = £(£4). 
Then, applying PairOperation to (2,3): 

h 4:=S(o(2,3)) = f2-YZf3 = 2 Y 4 Z - X 2 Y Z 2 - X 5 Z + X Y 4 Z - X 4 Y 3 E(h4) = 2 T(h 4) = Y 4 Z 
BasisUst = {f 1, f2, f3, £4. (5) SimpList • {f3, £4, fs, h2) 
PaiiQueue = {(4,5)} SimpQueue = {113,114} 

We have TQ14) = T(4,5) > TO13), so we now apply SimplificandOperation to I14: 
hs := h4 + 2 Z fs = 

= - X 2 Y Z 2 + X 5 Z - X Y 4 Z - X 4 Y 3 + 2 X 6 Z E(hs) = 2 T(hs) = X 2 Y Z 2 

BasisList = {f 1, f2, f3, £4. fs) SimpList = {f3, £4, fs, lt2) 
PaiiQueue = {(4,5)} SimpQueue = {h3(ri5} 

Applying PairOperation to (4,5): 
h 6:=S(o(4,5)) = Y 3 £4 + Z f 5 = x 5 z - X 4 Y 3 + x 6 z - x 5 Y 3 E(h6) = 2 T(h6) = x 5 z 
BasisList = {fi, f2, f3, £4, fs) SimpList = {f3, £4, fs, h 2 } 
PaiiQueue = 0 SimpQueue = {I13, hs, h6) 

Applying SimplificandOperation to 113: 
h 7 := Red(h3,f3) = h 3 + X 2 Z f3 > - X 2 Y 3 Z + X 4 Z 2 + X Y 6 - X 3 Y 3 Z E(h7) = 1 T(h 7) = X 2 Y 3 Z 
BasisList = {fi, f2, f3, £4, fs) SimpList = {f3, £4, fs, I12} 
PaiiQueue - 0 SimpQueue = {hs, h^Mi) 

Applying SimplificandOperation to hs: 
h 8 := Red(h 5, f 3 ) = h 5 + XYZ f3 = 

= X 5 Z - 2 X Y 4 Z + X 3 Y Z 2 - X 4 Y 3 + 2 X 6 Z - X 2 Y 4 Z E(hg) = l T(hg) = X 5 Z 
BasisList = {fi, f2, f3, £4, fs) SimpList = {f3, £4, £5, h2) 
PaiiQueue = 0 SimpQueue = {hs, h6,h 7} 

We now choose hs since T(hs) = T(ti6) but E(hg) < Efo); applying SimplificandOperation to it: 
h 9 := Red(h 8, f3) • hg - X 4 f3 « - 2XY 4Z + X 3 Y Z 2 + X^Z - X 2 Y 4 Z + X 5 Y 3 

E(h9) = 2 T(h9) = XY 4 Z 
BasisList = {fi, f2, f3, £4. f5) SimpList = {f3, £4, fs, h2, hg} 
PaiiQueue = 0 SimpQueue - {h&, h 7 , h 9 } 

Then, applying SimplificandOperation to h6: 
Red(h6,f3) = h 6 - X 4 f 3 = 0: 

to h 7 : 
Red(h 7, h2) = h 7 + X h 2 = 0; 

andtoh9: 
hio := Red(h 9, f 5) • h 9 - 2 XZ fs * X 3 Y Z 2 - X$Z + X 2 Y 4 Z + X 5 Y 3 - 2 X 7 Z 

E(hio) = 2 T(hio) = X 3 YZ 2 

BasisList = {fi, f2, f3, £4, fs) SimpList = K3, £4, £5, h2, hg} 
PaiiQueue = 0 SimpQueue = {hio) 
h n := Red(h 1 0 , f 3) = hio - X 2 YZ f3 = 

= - X ^ + 2 X 2 Y 4 Z - X 4 Y Z 2 + X 5 Y 3 - 2 X 7 Z + X 3 Y 4 Z E ( h n ) = l TQm) = X6Z 
Red(hii,h8) = h n + Xh8 = 0 

We can now reconstruct the standard representations as follows: 
f! = XZ f3 + h 2 

h 2 = Y 3 f3 + h 3 

h 3 = -X 2 Z f3 + h 7 

h 7 - - X h 2 

so 
h 2 = ( Y 3 - X 2 Z ) f 3 - X h 2 

h 2 = (l + X)" 1 ( Y 3 - X 2 Z ) f 3 

fl = (XZ + (1 + X)" 1 (Y 3 - X 2Z)) f3 = (1 +X)' 1 (XZ + Y 3 ) f3 

f 2 = YZ f3 + h4 
I14 = - 2 Z fs + hs 
h 5 = - XYZ f3 + hg 
hg = X 4 f3 + h 9 
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h9= 2 XZ f5 + hio 
hio = X 2 YZf 3 + h n 
h n = - X hg 

so 
hg = (X 4 + X 2YZ) f3 + 2 XZ f5 - X hg 
hg = (1+X)' 1 (X 4 + X 2YZ) f3 + 2 (1+X)-1 XZ f5 

f2 = (YZ - XYZ) f3 - 2 Z f5 + hg = 
- ((YZ - XYZ) + (1+X)"1 (X 4 + X2YZ)) f3 + 2 (-Z + (1+X)"1 XZ) f5 = 
= (YZ + X 4 ) (1 + X) ' 1 f3 -2 (1 + X)" 1 Z f5. 

h 6 = X 4 f 3 

A standard basis of I is, after removing redundant elements, (f3, £4, fs). 
We now remark that denoting: 

gl := XZ - Y 3 

g 2 := YZ - X 4 

g 3 : = - Y 4 + x5 
w e h a v e f i « ( X Z + Y 3 ) gi , f2 = (XZ + Y 3 ) g 2 , f3 = (1 + X) g l f £4 = (1 + X) g 2 , so in Loc(P), I = (g i ,g 2 , g 3 ) 
It is immediate to verify that (gi, g 2 , g3) is a standard basis of J; moreover we remark that f5 = (1 + X) g3 and that the 
standard representations obtained for f 1 and f2 can be read: 

fl = (XZ + Y 3 ) g l 

f2 = (YZ + X 4 ) g i - 2 Z g 3 

4 .6 Implementa t ions 

There are at our knowledge the following available implementations of the tangent cone algorithm: 
- a MODULA 2 version running on ATARI and on IBM-PCs, realized by G. Pfister and H. Schoenemann and 

essentially implementing SimpStandardBasis: Buchberger algorithm, a version of the tangent cone algorithm for 
modules and specific applications for singularity theory are part of the system; 

- a SAC 2 version, realised in Kaiserslautern by M. Zimnol [ZIM] 
- the lazy version is included in the A1P/ system (a MU-LISP system for GrObner basis computations, running 

on IBM-PCs) by C. Traversa 
The algorithm is also under implementation in the C 0 C 0 A system (a Pascal system for Grttbner basis and commutative 
algebra computations, running on Macintosh), designed by A. Giovini and CNiesi (Genova). 
Tangent cone computations can moreover be performed on any system containing Buchberger algorithm by means of 
Lazard's Hompgeneization technique ([LAZ]) 

5 STANDARD BASES IN FORMAL POWER SERIES RINGS 

Standard bases were originally introduced in the ring of formal power sales by Hironaka [HIR]; we will devote here a 
very short discussion to the subject 
For the whole paragraph, the ordering < on T will satisfy the condition: 

1 > Xi for each i 
which is equivalent to: 

for each m e T . m ^ l . 
In some instances we will restrict our discussion to those orderings s.t 

wi(Xi) < 0 for each i 
but we will not require that wi(X0 € Z 1 . 
Because of the restriction on the ordering, for each formal power series f = LteT c(t) t, c(t) e k, 

T(f):=max<{t:c(t)*0} 
M(f):=c(T(f))T(f) 

are well-defined. 
The definitions can then be extended to the modules k[[Xi,...^C n]] t. 
Generalizing our definitions for polynomials and elements in the localization we can then speak of 

M(F), the ideal in k[Xi,...,X n] generated by {M(f): f e F} 
for each F c k[[Xi, . . . ,X n ]] and we can extend the various notions related to standard bases to any ring R s.t. 
k[Xi,...,X n] c R c k [ [ X i . . . . ^ n ] ] : 

DEFINITION 1 0 Given f € R - {0}, F c R - (0): 
an element h e R is called a normal form of f wj . t F if 

f - h = Z g i f i , g i € R - { 0 } , f i € F 
either h = 0 or M(h) * M(F). 

1 Clearly if wj(Xi) € R, the resulting ordering could be not computable; we will implicitly assume suitable restrictions when 
discussing algorithms. 
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NF(f JF) will denote the set {h e R: h is a normal form of f wj . t F} 
f has a standard representation in terms of F if f it can be represented: 

f = Z g i f i , g i € R-{0} . f i€ F,T(gi)T(fi)^T(Oforeveryi 
(such a representation will be called a standard representation). 

F c l - {0} is called 2L standard basis for the ideal I c R iff M{F} generates the ideal M(I). 
R has normal forms with standard representations iff: 

for each ^ R 1 - {0}, * c R l - {0}, there is y e R l, s.t 
either y = 0 or M(y) 6 M(*). 

4>-y = Igi<|>i, g i e R - {0},<t>i€ <&,T(gi)T(<t)i)<T(<t)-\|f). 

The basic result in this context is Hironaka's Division Theorem: 
PROPOSITION 9 Let R = k[[Xi,...,Xn]]. For each f e R - ( 0 ) , F c R - {0}, there is g € R, s.t 

either g = 0 or g = I te T c(t) t, with c(t) = 0 if t e M(F). 
f - g = 2:gifi .gi€ R - { 0 } , f i e F,T(gi)T(fi)^T(f-g) 

Proof: For an ordering s.t wi(X0 < 0 for each i, cf [HIR], [GAL]. The restriction on the ordering has been removed in 
[BEC1]. 

COROLLARY 4 k[[Xi,..., X n]] has canonical forms w.r.t ideals, i.e. 
for each h e k[[Xi,..., X n ]] there is a unique g e k[[Xi,...,X n]] s.t. h - g e I and no term appearing in the 

development of g is in M(I). 

By a suitable generalization of Prop. 9 to modules, one can prove that k[[Xi,..., X n ]] has normal forms with standard 
representations; as a consequence the conditions of Theorem 2 give equivalent characterizations for standard bases in 
k[[Xi,...,Xn]]; for a proof one can consult [GAL] with the restriction wi(X0 < 0 for each i, [BEC1] and [BEC2] for the 
general case. 
Since one performs computations in subrings of k[[Xi,...,X,J] which are finite extensions of k[Xi,.. . ,X n], it could be 
interesting to have Theorem 2 for the general case of a ring R s.t. k[Xi,...,X n] c R c k[[X¡,...,X n]]: 

PROPOSITION 1 0 Assume: 
for each ideal I c R, for each f e R, f has a normal form w.r.t. I 

and let F be a standard basis for the ideal I c R. Then: 
1) let h € NF(gJF); then: 

ifh = 0 , theng€ I 
i f h * 0 , g * I 

2 ) i f h € N F f e J O . h ^ O . t h e n T ^ z r m i n t T í g ^ í g ' . g e 1} 
3) if g, g* 6 R -1 are s.t g - g' € I, then M(h) = MOO for each h € NF(gJF) and V e NF(g*,F). 

Proof: The proof of Prop. 7 applies verbatim. 

NOTATION Let fi f t € R - {0},F:= {fi,...A); let I c R be an ideal s.t. F c l . 
Let T(-) and M(-) be defined in R\ so that T(e¡) = T(fi). 
Define 

s : P 1 -> P by s(Z gi q ) := L gi M(fi); 
so that the kernel of s 

Syz{M(fi),...J4(f t)} :=Ker(s) 
is the module of syzygies among (M(fi),...,M(ft)}. 
Define S : R l -» R by S(I gi q ) := Z gi fv 

If u is a homogeneous element in Ker(s), we say that u lifts to v e Ker(S) (v is a lifting of u) if M(v) = u. 
Let U be a basis of Ker(s) consisting of homogeneous elements. 

THEOREM 3 If R has normal forms with standard representations1, the following conditions are equivalent: 
1) F is a standard basis of I 
2 ) f e I iff f has a standard representation in terms of F 
3 ) fo reach f€R-{0} : 

i ) i f f e I, then NF(fJ) = {0} 
i i ) i f f* I , t henNF( f ,F )*0andVhe NF(f,F),h*0. 

4) F is a basis of land for eachue U, u has a lifting 
Proof: The proof of Theorem 2 applies verbatim. 

No much is known about standard basis computations in formal power series rings: we will discuss briefly in the next 
section the case of algebraic formal power series. 
Here we remark only the following: 

1 Standard representations for module elements are not necessary; cf. the note to Theorem 2. 
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assume a O-dimensional ideal I c k[[Xi,...,X,J] is given through a basis F, and one is interested to compute a standard 
basis of I, w.r.t some ordering < s.t wi(X0 < 0 for each i (these being exactly those orderings s.t Xj< 1 Vi and 
satisfying the assumption introduced at the end of §4.4). 
Assume also that for each element of F it is possible to compute any truncated expansion, i.e. 

for each f € F, for each t € T, it is possible to compute g € k[Xi,...,X n] s.t. T(f - g) < t. 
Then, since the modified version of the lazy algorithm with early termination for O-dimensional ideals (discussed at the 
end of §4.4) doesn't make any more reference to the notion of ecart (which is not generalizable to power series), one can 
apply it to compute a standard basis of I wj.t. <. 
Of course the operations on standard bases must be "lazy", i.e. the value of a coefficient should be computed only when 
it is used in the computation of the leading term and equality tests should (and can) be avoided. The early termination 
test, being bound to succeed after a finite number of steps, allows then to compute a standard basis of I. 

6 . A P P L I C A T I O N S 2 

6 .1 J-adic topologies in local rings 

We have discussed in §2.2 the computation of the tangent cone to a variety at the origin. Its generalization in 
commutative algebra is the following: 
Let R be a commutative ring (noetherian and with identity), J c R be an ideal s . t . n J n = (0). 
Then J induces a topology, the J-adic topology, on R, to which the graded ring grj(R) := © J 1 1 / J11"*"1 is associated. 
For each a e R - {0}, there is n s.t a e JP - J11"1"1. We can then define vj(a) := n, inj(a) € grj(Q) to be the residue class 
of a mod. P * 1 . We define also inj(0) := 0. 
To each ideal I c R, the homogeneous ideal inj(I) := (inj(a): a € I) c grj(Q) is associated. 
A ^standard basis of I is a finite set {gi,..., g s} c: I s.t inj(I) = (inj(gi),..., inj(gs))3. 
It is a classical technique in commutative algebra to study properties of the J-adic topology on R by studying related 
properties of grj(Q) (cf. [Z-S], Ch. VIII) 
We will use the following standard notations: 

Rl+j := { ( l + g ) - 1 f : f € R , g € J} 
Rj '.= (g" 1 f: f e R, g € J}, whenever J is prime and contains all zero-divisors of R 

and remark that if J is moreover maximal then Ri+j = Rj. 

In the tangent cone case we have: R = k[Xi X n ] = P or R = Loc(P), J := (Xi , . . . ,X n ), grj(R) = P, vj(a) := ord(a), 
inj(a) := in(a), inj(I) := in(I). 
The same techniques based on standard basis computations can be generalized to other J-adic topologies. We will restrict 
here to discuss the case in which R is the localization at a prime ideal of a coordinate ring and J is its maximal ideal. 

Our computational tool will be however related to the (Xi, . . .^-topology on k[Xi,..„Xn]: 
let P := k(Zl . . . .^m, Yi Y s ] , let p := (Yi Y s ) c P; remark that gr^(P) - P, graded by degy : P - » N, where 
degY(ZO = 0,degY(Yj)=l. 
We impose an ordering < on the semigroup of terms of P s.t 

l)wi(Z0 = O,wi(Yj) = -l 
2) Zi > 1 for each i; 

such an ordering is a tangent cone ordering (of the third class in the partial classification before lemma 18). Let < w be 
the total semigroup well-ordering on the semigroup of terms of P defined by: 

m < w n iff degy(m) < degy(n) or (degy(m) = degy(n) and m < n). 
Remark that under <, for f € Pone has T(f)< 1 iff f e p , s o thatLoc(P) = P i + p . 

L E M M A 2 0 If G is a standard basis for I c P w.r.t <, then it is a p-standard basis for I and (inp(f) : f e G) is a 
Gr6bner basis for inp(I) w.r.t < w . 

We now turn to the following situation: 
let A := k(Zl....«Zm]; let H c J c A be two ideals, with H := (hi,. . . , ht), J := (fi,...,f s). Let Q := A/H, n : A Q 
the canonical projection, L := rc(J). Remark that, since r J n = (0), one has n L n = (0). 
Let us moreover assume that J is maximal and contains all associated primes to H; this is equivalent to the fact that L 
is maximal and contains all zero-divisors of Q ; it is easy to verify L* := L Q L is the maximal ideal of QL-
Let P, p , < as above and define q : P -» Q by q(Z0 = rc(Zj), q(Yj) = n(fj), so that 

Ker(q) = (hi,. . . , h | f f i - Yi„..,f s - Y ^ =: 3. 
Remark that q induces a suijective morphism (which we will still denote by q) q: Loc(P) = P i + p -» QI+L> whose 
kernel is Loc(3) := 3 Loc(P), so that Pi+ p /Loc(3) * Q I + L = Q L and q ( p ) = L*. 
Since 

gTL*(Ql3 - grp(P) / i n ^ ( 3 ) « P / in^(3), 
2 We give here only a brief sketch, with no proofs, of the main applications in local algebra, and we refer the reader for details 
and proofs to [MOR4]. 
3 For a theory unifying and generalizing Gr6bner bases, standard bases, J-standard bases, one can consult [ROB2] 



168 

after a standard basis G of 3 WJ.L < is computed, because of Lemma 20 and Lemma 1: 
1) JPTXQL) is explicitly given as a polynomial ring modulo a homogeneous ideal, which is given through a 

Gr&bner basis. 
2) P / i np (3 ) is isomorphic as a k-vector space to the k-vector space k[B], with basis B := {t e T - M(3)}, this 

allows, by canonical Grttbner basis techniques, to define a ring structure on k[B] isomorphic to grL*(QL) and therefore a 
projection II: P -> k[B]. It is immediate to see that the isomorphism between grL*(QL) and k[B] is degree preserving if 
we just assign to each b € B its degree degy(b) in P. 
Then: 

PROPOSITION 11 Let a e A - {0} c P and let us compute b e P and a unit u s.t. u" 1 b is a normal form of a 
WJ.L G. Let 1 3 3 be an ideal in P, F c P a standard basis for I Loc(P) WJ.L <. 
Then: 

VL*(*(a)) = v p ( b ) = -w<(M(b)). 
inL*(*(a)) = n ( i n p ( b ) ) 
(q(f): f € F} is a L*-standard basis of q(I). 

so that we are able to obtain in an explicit computational way, the relevant informations about the L*-adic topology of 
Q L 

We can now turn to the following more general case: 
let A := k [Zi , . . . ,Z m ] ; let H c J c A be two ideals, with J maximal and containing all associated primes to H; let Q 
:= A/H, 7C: A -> Q the canonical projection, L := TC(J). Then L is prime and contains all zero-divisors of Q; let us 
consider Q L and L* := L Q L the maximal ideal of QL. We want to study the L*-topology of QL. 
The reason is that the prime ideals of Q L canonically correspond to those prime ideals of A which contain H and are 
contained in J; so (at least if H is radical) they describe those irreducible algebraic varieties contained in the variety V 
defined by H and passing through the subvariety W defined by J. 
The notions related to the L*-adic topology are then, in a very rough sense, a generalization of the concepts involving 
the "infinitesimal order- in a "neighborhood" of W, for "germs of rational functions" over the topological space Spec(A) 
of all prime ideals (irreducible algebraic varieties) of A with the Zariskd topology. 

To do this we just show that considering only maximal ideals is no restriction: in fact let us consider a maximal subset 
of variables { Z ^ , . . . ^ } s.L J n k ^ , . . . ; ^ ] = (0) (such a set can be computed by Grttbner basis techniques) and let us 
relabel our variables denoting Z\. by Uj and Vi,.. . , V r the remaining ones. 

LEMMA 21 Denote A 0 := k(Ui U d ) [Vi , . . . ,V r ] , J° := J A 0 , H° := H A 0 , Q ° := A°/H°, n° : A 0 -> Q ° the 
canonical projection, L° := 7rP(J°). Then: 

1) J° is a maximal ideal, L° is a maximal ideal 
2 ) ( Q ° ) L ° - Q L . 

6.2 Isolated singularities 

The tangent cone algorithm and its generalization to modules1 has been applied in [L-P] and [P-S] to the study of 
isolated singularities. 
Let C be a variety in C n with an isolated singularity at the origin; two important invariants of the singularity are the 
Milnor number \ i and the Tjurina number x of the singularity, the first being a topological invariant and the second an 
analytic invariant of the singularity. 
In case C is a complete intersection variety with an isolated singularity, both numbers have an easy characterization as 
dimensions of C-vector spaces; namely let C be a complete intersection variety in C n with an isolated singularity at 
the origin; in particular C is given by equations fi = ... = fm = 0, where fi e C[Xi , . . . ,X n ] 2 , f(0) = 0. 
Let 1^ be the ideal in C[[Xi,...,X n]] generated by the maximal minors of the Jacobian matrix of fi,.. . , fm; Ix the ideal 
in C[[Xi,...,Xn]] generated by the maximal minors of the Jacobian matrix of fi,..., fm and by fi,...,fm. 
Since 0 is an isolated singularity of C, both ideals are 0-dimensional so that C[[Xi,...,X n]]/Ip. and C[[Xi,...,X n]]/Ix 
are finitely dimensional C-vector spaces. 
It is possible then to characterize the Milnor and Tjurina numbers of C by: 

*i := dimcC[[Xi X n]]/I^ 
t :=dimcC[[Xi X n ]] / I T . 

Because of the following easy: 

* We have not discussed such a generalization. We only remark that the notion of M(-) we have given for theoretical purposes 
is not to be used in such a generalization, since then normal form reduction would involve linear algebra. To achieve a better 
generalization, one needs a suitable notion of "monomial" in P1: it turns out that monomials must be defined to be elements m 
ej with m a monomial in P. Then a tangent cone algorithm for modules is obtained by generalizing the ideal case, in the same 
way as Buchberger algorithm has been generalized (cf. [BAY], [M-M], [C-T]) 
2 Actually one should require the fj to be convergent power series; the (non essential) restriction is due to computability 
reasons. 
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LEMMA 22 Let {fi,...,f t} € k[Xi,.. . ,X n] =: P. denote by I the ideal they generate in k[Xi, . . . ,X n ] , by J the ideal 
they generate in k[[Xi t..„Xn]], by Loc(I) := I Loc(P). If J is a O-dimensional ideal, then: 

dim* k[[Xi,...^Cn]]/J = dimk Loc(P)/Loc(I) = dimkP/M<(I) 
where < is any total semigroup ordering on T s.L w<(X0 < 0 for each i 

both |i and x can be computed easily by means of the tangent cone algorithm. 
Other invariants (related to the PoincarS complex of the singularity) for isolated singularities can be described in terms 
of the finite dimension as C-vector spaces of modules C[[Xi,...,X n]] r/U, U a submodule explicitly given through a 
basis. 
Since an analogue of the result above holds for modules, such invariants have been extensively computed (using a 
generalization to modules of the tangent cone algorithm) and used to derive theoretical results ([L-P],[P-S]) on isolated 
singularities of curves in C 2 and complete intersection curves in c £ . 

6 . 3 Standard bases in algebraic series rings 

In the recent paper [AMR], a computational model for algebraic formal power series has been proposed which relies on 
the symbolic codification of the series by means of the Implicit Function Theorem introduced in [ALR], and on the 
tangent cone algorithm. 

For a ring B s.L ktZi , . . .^ ] c B c k[[Zi,...2r]], denote B i o c := {f g" 1: f, g e B, g invertible in k[[Zi,...2r]]}, and 
remark that for B = k[Zi,..„ZrL and for each ordering < s.L m < 1 Vm, Bjoc = Loc(B). 

Let k be a computable field; k[[Xi,...,Xn]]aig denotes the ring of algebraic formal power series. 
Let us fix an ordering < on the semigroup T generated by the Xj's s.L 

wi(Xi)e Z, wi (Xi )<0Vi . 
Let us consider polynomials Fi,..., F r e k[Xi,...,X n, Yi ,Y r] vanishing at the origin and s.t. the Jacobian of the 
Fi's with respect to the Yj's at the origin is a lower triangular non singular matrix. Under this assumption, by the 
Implicit Function Theorem, there are unique fi,..., fr e k[[Xi,... tXn]]aig s.L fj(0) = 0 Vj, and Fi(X,fi,...,fr) = 0 Vi. 

DEFINITION 1 1 (Fi,..., F r) is called a locally smooth system (LSS) defining f j f . . . f fr € k[[Xi,...,X n]]ai g if: 
the Jacobian of the Fi's with respect to the Yj's at the origin is a lower triangular non singular matrix, 
fl,..., fr are the unique solutions of Fi = 0,..., F r = 0 which vanish at the origin. 

Given the LSS F := (F l t . . . ,F r ) defining fi fr, let P := k [ X l f X n , Yi Y r ] , k [ £ , F ] l o c := k[Xi, X n , 

fl....» Wloc c k[[Xi t . . . fX n]] aig. To compute in it, we consider the evaluation map O f : Loc(P) -> k(X,F]ioc defined 

by GF(Yi) = fj, for which Ker(OF) = (Fi,...,Fr) Loc(P). so that ktX,F]i o c - Loc(P)/(Fi,...,Fr). 

If an algebraic series g is given by assigning a polynomial G(Xi,...,Xn,T) s.t. G(Xi,...,X n >g) = 0 and an algorithm to 
compute any truncation of g, it is possible to compute a LSS F s.L g e k[X,F]ioc. 

It is possible to show that, for suitable orderings < u on P which restricts to < on T, a locally smooth system 
(Plt—fFr) is a standard basis in Loc(P) for the ideal it generates and M u(Fi,... JF r) = (Yi,...,Yr); therefore, by normal 
form computations with the tangent cone algorithm it is possible to modify the LSS defining the fj's so that it satisfies 
the following assumptions, for an explicitly obtained ordering <Q, which restricts to < on T: 

1) F = (Fi,.. . tF r) is a LSS for fi fr 

2 ) f i * 0 V i ' 
3) Fi = Yi (1+Qi) - Ri with Qi, Ri € (X,Y), Ri € k[X,Yi, . . . ,Y M ,Y i + i , . . . ,Y r ] and M(Ri) = M(fi) 
4) {Fi,...J^r) is a standard basis for the ideal it generates in K[X,Y]ioc WJ.L < A . 

Such an F is called a standard locally smooth system (SLSS). 

By applying the tangent cone algorithm w.r.t. < a in Loc(P), given Go,...,G s e Loc(P) and denoting gj := a(Gi)Vi, it is 
then possible: 

1) to compute H € Loc(P) which is a normal form of Go WJ.L {Fi,...,F r}; such an H is s.t. H = 0 iff go = 0 
and, if H * 0 then a(H) = go, M<j(H) € k[Xi,...,X n], Mo(H)« M(go) and is called a representation of go 

2) therefore to decide whether go = 0, and, if go * 0, to compute T(go) and M(go) 
3) to compute a representation of a normal form of go WJ.L ( g i . . , g s } 
4) to compute Hi,...,H t s.L Hi is a representation of hi := a(H0 and {hi,...,h t} is a standard basis for (gi,...,g s) 

w.r.t <. 
It is also possible to prove that the conditions of Theorem 3 are equivalent for R = kQLFJioc and R = k[[Xi,...,Xn]]aig. 
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In the same context, a different application of the tangent cone algorithm, together with effective algorithms for 
classical results on algebraic series (Weierstrass Division Theorem and Noether Normalization Lemma) can be applied to 
effectively perform elimination theory for ideals in k[[Xi,...,X n]]ai g: 

PROPOSITION 1 2 Let P := k [Z i , . . . ,Z m ] , <o a tangent cone ordering on the semigroup T generated by 
{Zi , . . . ,Zm}. 
Let R := Loc(P)[Yi,...,Y s]. Let I be an ideal in R given through a basis {fi,...,f t}. 
It is possible to compute a basis of I n Loc(P). 
Proof: Let T be the semigroup of terms in P, and impose a tangent cone ordering < on the semigroup of terms of Q := 
k[Zi, . . . ,Z m ,Yi , . . . ,Y s ] s.L 

wi(Ti) = l,wi(Zj) = 0 
the restriction of < to T is <f> 

Remark that < is an ordering of the fourth class in the partial classification after Lemma 18 and that Loc(Q) = R. 
Remark also that for a term m, m e T iff wi(m) = 0and that if m' < m e T, then m' e T. 
Therefore if for g e Q, M(g) € T, then g € k[Zi,...,Zn] 
Since < is a tangent cone ordering, we can compute a standard basis G for I w j . t . <. 
Then we claim that G n Loc(P) is a standard basis for I n Loc(P) wj.t. <. 
In fact if f € I n Loc(P), then M(f) = Mo(f) € P; so there is g € G s.L M(g) = Mo(g) divides M(f). 
But then M(g) € T and g e G n Loc(P). 

COROLLARY 5 Let fi , . . . , fr e k[[Xi , . . . ,X n ]] a ig be given (w.l.o.g. by a local smooth system). Let I c 
k[[Xi,...,Xn]]aig be the ideal generated by them. 
It is possible to compute a linear change of coordinates C on k [ [Xi , . . . ,X n ] ] a i g , a L.S.S. H defining series in 
k[[Xi,...,Xi]]aig, a basis of an ideal I* c k[Xi,...,Xi,H]i 0 C s.t. 

I* k[[Xi,...,Xi]]aig = C(I) k[[Xi,...,Xn]]alg n k[[X 1,...,X i]] aig 
Sketch of proof: The techniques of [AMR] allow to explicitly compute C, H and a basis of an ideal J c 
k[Xi , . . .^i ,H]ioc[X i + i , . . . X n ] s.L I* = J n k[Xi Xifflioc. 
Denoting by P := k[Xi , . . . ,Xi ,Yi , . . .Y r ] and by a both the evaluation map <jh and its polynomial extension 
Loc(P)[Xj+i,... X n ] -> k[[Xi,...,Xn]]alg. by the result above applied to <rl(J) c Loc(P)[Xi+i,...Xn] one obtains J* = 
<rl(J) n Loc(P), so that I* = a(J*). 

APPENDIX: GRADED RINGS 

The polynomial ring is the basic example of a graded ring: each polynomial is uniquely represented as the sum of 
homogeneous components of different degrees, and since the natural numbers are an ordered semigroup: 

1) a notion of degree can be defined for any non-zero polynomial f, to be the degree of the non-zero homogeneous 
component of highest degree in the representation of f 

2) these notion of degree satisfies the well-known rules: 
<teg(f+g) ^ max(deg(f),deg(g)) 
deg(f g) £ deg(f) + deg(g). 

More in general, let us consider an ordered (additive) semigroup T. We say a ring G is a T-graded ring if there are 
subgroups G(y) for y e T s.L 

for each g € G, g can be uniquely represented g = p gy. gy e G(Y)» only finitely many of them not zero. 
Then one can define deg(g) := max (ye r : gy * 0), which satisfies the rules above; the non-zero elements of G(y) are 
called the homogeneous elements of degree y. 

Grtibner basis theory is an instance of a different graded ring structure over the polynomial ring: here V is the 
(multiplicative) semigroup T, homogeneous elements of degree t e T are the monomials c t, c e k, T(f) is then the 
degree of f, while M(f) is the highest degree non-zero homogeneous component in the representation of f. 

In graded rings an important role is played by homogeneous ideals. 
An ideal I is called homogeneous if it satisfies the following equivalent conditions: 

1) I is generated by homogeneous elements 
2) if g as p gy € I, then each homogeneous component gy e I. 

If g is homogeneous of degree y and it is in a homogeneous ideal I generated by homogeneous element gi of degree yi, 
then it has a homogeneous representation 

g = X fi gj, fj« 0 or fi homogeneous, deg(g) = deg(fj) + deg(gj). 
Homogeneous ideals in the T-graduation of the polynomial ring are exactly the monomial ideals. 

Graduations can be extended to modules of a T-graded ring G; we will just mention the easiest case of a finite free 
module G l. 
If we assign arbitrarily a degree Yi € T to each element ej of the canonical basis (ei,..., eO, we can define homogeneous 
elements in G l: 

X gi ei is homogeneous of degree y if Vi gi = 0 or gj is homogeneous and deg(gi) + yi = y. 
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Then homogeneous elements of a fixed degree form a subgroup of G l, each element of G l is uniquely represented as a 
finite sum of non-zero homogeneous elements of different degree, one defines the degree of <(> e G l to be the maximum 
of the degrees of its non-zero homogeneous components, which satisfies: 

degOHV) £ max(deg($),deg(\|0) for e G l 

deg(g <fr) £ deg(g) + deg(<|>) for g e G, <t> e G l. 

A siibmodule O of G l is called homogeneous if it satisfies the equivalent conditions: 
1) 4> is generated by homogeneous elements 
2) if <J> e d>, then each homogeneous component in the representation of g is in O. 

If $ 6 G l is homogeneous of degree y and it is in a homogeneous submodule 4> generated by homogeneous element 4>i 
of degree yj, then it has a homogeneous representation 

• = 2 gi ih, gi = 0 or gi e G homogeneous and deg(<|>) = deg(gO + degOfc). 
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