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INTRODUCTION

Let i: Y —> X be an embedding of compact complex manifolds. Let r| be a
holomorphic vector bundle on Y and let

(0.1) (^):o^-^_,...-^-.0
v v

be a holomorphic chain complex of vector bundles on X which, together with a
restriction map, r: ^o | Y -> ̂  provides a resolution of the sheaf ^ (9^ (r|).

For 0 ̂  ; ̂  m, let \ (^) be the inverse of the determinant of the cohomology
m

of ^. Set ^©= ® (M^V-l)l- Similarly, let X-(r|) be the inverse of the determinant
1=0

of the cohomology of T|. By Grothendieck-Knudsen-Mumford [KnM], the lines 'k(^)
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and ^(r|) are canonically isomorphic. Let o- be the nonzero element of the line
' k ~ 1 (r|) (x) ̂ (y which defines the canonical isomorphim.

Assume that TX, TY, ̂  . . ., ̂ , T| are equipped with Hermitian metrics. Then
by [Q2], [BGS3, Section Id)], we can equip the lines X(y, ^(r|) with Hermitian metrics
I I Ik^)' I I Ik(n) ' which are called Quillen metrics. The Quillen metric is the product
of the standard L^ metric coming from Hodge theory by the Ray-Singer analytic
torsion of the Dolbeault complex [RS2]. The logarithm of the Ray-Singer analytic
torsion is a linear combination of derivatives at zero of the zeta functions of the
Hodge Laplacians acting on smooth forms of various degrees. The L^ metric and the
Ray-Singer analytic torsion have to be normalized. The normalizations which we use
here are described in Section Ie) of this paper.

Let I I l k~ 1 (TI) ® \ (^) be the corresponding Quillen metric on the line ̂ ~1 (r|) (g) ̂  (^).
The purpose of this paper is to give a formula for Log(||<7||^-i^^^) in terms of
local secondary invariants of the holomorphic Hermitian bundles introduced above,
provided that the metrics satisfy certain natural assumptions.

Our first assumption is that the metric ^Tx on TX is Kahler and that the metric
^TY on TY is induced by the metric ^Tx. Let N be the normal bundle to Y in X, and
let g^ be the metric induced by g^ on N. We assume in addition that assumption (A)
in Bismut [B2, Definition 1.5] is verified, f .^.that the metrics /^°, . . . , / ^» on
^o? • • • ? ^ m are m some sense compatible with the metrics ^N, g^ on N, r|.

Let Td^X,^) be the Todd form in Chern-Weil theory associated to the
holomorphic Hermitian connection on (TX, ^Tx). Other Chern-Weil forms will be
denoted in a similar way. In particular ch (^, /^) denotes the Chern-Weil representative
of the Chern character of the Z-graded vector bundle ^ associated to the metrics
^°, . . ., h^.

Let T (^, /^) be the Bott-Chern current on X constructed in Bismut-Gillet-Soule
[BGS4], associated with the holomorphic chain complex (^, v). By [BGS4,
Theorem 2.5], we know that if 5^ is the current corresponding to integration over Y,
then

(0-2) ^ T ( ,̂ h^) = Td -1 (N, ̂ N) ch Qi, ̂ ) 5^ - ch (^, ̂ ).
ZlK

Let TdCTY^Xlv,^^) be the Bott-Chern class associated with the exact
sequence 0 ->• TY ->• TX | y -> N constructed in [BGS1, Section If)]. The class of forms
Td (TY, TX | Y, ^Tx I Y) on Y is such that

Tj,) _.
(0.3) -— Td (TY, TX | y, g^ I Y) = Td (TX | y, ^Tx I Y) - Td (TY, ^TY) Td (N, ^N).

2lK
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Finally let R(x) be the power series introduced by Gillet-Soule [GS3], which is
such that if ^ (s) is the Riemann zeta function, then

(0.4) R(x)= ^ (1 1+2^")V(-«)X".
n > l \ 1 J ^(-") / "'
n odd

We identify R with the corresponding additive genus.
The main result of this paper (which is a consequence of Theorems 2.1 and 6.1)

is as follows.
Theorem 0.1. — The following identity holds

(0.5) Log (|| a ||,2-1 ̂ , ̂ ) = - f Td (TX, ^Tx) T (^ /^)
Jx

+ f Td -1 (N, ̂ ) fd (TY, TX | ̂  g^ I Y) ch ̂  g^)
JY

r r- Td(TX)R(TX)ch©+ Td(TY)R(TY)ch(r|).
Jx JY

That a formula like (0.5) holds is perhaps not too surprising. In fact if X, Y are
themselves the fibres of a locally Kahler fibration over a complex manifold S (in the
sense of Bismut-Gillet-Soule [BGS3, Definition 1.25]), the curvature Theorem of
[BGS1, Theorem 0.1] shows that the function on S defined by

(0.6) / (.) = Log (|| a ||,2-1 ̂  , ̂  + f Td (TX, ^Tx) T (^ )̂
Jx,

- f Td-^N.^fd^Y.TXiv.^l^ch^^)
-/Ys

is pluriharmonic. Formula (0.5) says that/(^) is, in fact, constant and equal to the

topological quantity - Td (TX) R (TX) ch (Q + | Td(TY)R(TY)ch(r|). In this
Jx JY

sense, our formula is a considerable refinement of the local Riemann-Roch-Grothen-
dieck theorem on determinants of direct images proved in [BGS1, 2, 3].

The archetypical application of formula (0.5) is the case where X is a curve of
genus g $? 1, where Y is a point P in X, D the divisor associated to P,/ the canonical
section of D, |LI a holomorphic line bundle on X, T| the line |̂ p and (^, v) the complex

0-^®[-D]-^->0.
/
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If the various line bundles are equipped with Arakelov metrics [Ar], [F, p. 394],
[La, p. 85], then formula (0.5) shows that Log(|[a|[^-i^(g)^(^)=0. This result was
already proved before by [A1BMNV, Section 5D] using the pluriharmonicity of the
function / in (0.6) on the moduli space of curves of genus > 2. If Y contains more
than one point, Arakelov metrics do not verify assumption (A) of [B2]. Still the
formulas of [A1BMNV] — which correspond to Arakelov adjunction formulas [La,
Theorem IV 5.3]—also follow from our formula (0.5) by using classical anomaly
formulas. Let us point out that the many difficulties we encounter in the analytic
proof of formula (0.5) disappear when X is a curve, the proof being very easy in this
case.

On the other hand, by a Grothendieck type of approach to an arithmetic version
of a theorem of Riemann-Roch-Grothendieck, which would extend to arbitrary
dimensions the Faltings-Riemann-Roch theorem for curves [F, Theorem 3],
[La, Theorem V 3.4], Gillet and Soule [GS3] conjectured that the additive genus R
should play an important role. They did so by calculating the logarithm of the Ray-
Singer analytic torsion [RS2] of the trivial line bundle on P" equipped with the Fubini-
Study metric, and by substracting off natural local quantities on P". Recently, using
our formula (0.5), they have finally proved the conjectured generalization of the
Theorem of Faltings-Riemann-Roch [GS4].

To establish a formula like (0.5), one might be tempted to follow the now well-
known strategy to the proof of the theorem of Riemann-Roch-Grothendieck, i. e. the
deformation to the normal cone of Baum-Fulton-McPherson [BaFM], [BGS5,
Section 4]. Such a strategy is very difficult to follow here, because it introduces singular
fibres near which the behaviour of the Ray-Singer analytic torsion seems to be difficult
to study.

Here, we choose a very different route to prove Theorem 0.1. Namely we obtain
(0.5) directly by understanding in depth the Hodge theory of resolutions.

We now briefly describe the general strategy of the proof of Theorem 0.1, and
also the techniques which we use in this paper.

1. Cech cohomology and Dolbeault cohomology

Let S^ 8Y be the Cech coboundaries on X, Y. As is well known in the theory of
determinants, we can construct the double complex (^x^)? ^-^-v) on X which has
the following two properties:

• IfX(y is the determinant of its cohomology, then X(y is canonically isomorphic
toMQ.

• The restriction map r: (^x(0. ^-^-v) -> (C^Ol)? 5Y) is a quasi-isomorphism of
complexes. In fact, if we filter the double complex (0^ (y, 8X + v) by the map v, we



COMPLEX IMMERSIONS AND QUILLEN METRICS 5

exactly obtain the complex (C^OU 8^- Let p be the section of ^-1 (r|) (x) X(0 which
canonically identifies ^(r|) to X(S;).

In Section 1, we construct the Dolbeault analogues (E, (F+z;) and (F, 3^ of the
complexes (^x(0, S^z;) and (C^Ol). 8^ and of the quasi-isomorphism r.

One essential idea of this paper is to make analytic sense of the degeneration of
the complex (E, (F+T;) into the complex (F, ^Y). In fact we equip the line X© with a
Quillen metric || ||̂ . We prove in Theorem 2.1 that

L og( | l a l l^ l(n)®M^=L og( | |P | l^ l(n)®M^)•

Then, we must evaluate Log(|| p ||,2-! ̂  ̂  ,^).

2. A fundamental closed form

Let y, v* be the adjoints of (PS u. Set D^^+y^, V=z;+r*. For M > 0, T > 0,
set

(0.7) B^^D^TV).

Let N^, NH be the number operators which define the Z-grading on ACT*^' ^X), ^
respectively. Let ?„ ^ be the one-form on R* x R*

(0-8) Pu, T = ̂  Tr, [(N^ - NH) exp (- B,2 ̂  - ̂  Tr, [NH exp (- B,2 ]̂.

In (0.8), Tr^ is our notation of the supertrace. In Theorem 3.5, we prove that the
form Py T is closed. If F is a closed rectangle in R* x R*, we get the basic identity

(0.9) f P=0,
Jr

in Theorem 3.6.
As explained in Remark 3.7, Theorem 0.1 will be obtained by deforming F into

the boundary of R* x R*. In this process the contributions of each side of the rectangle
diverge. Once divergences have been substracted off, one side of the rectangle ultima-
tely calculates the logarithm of the Ray-Singer analytic torsion of (E, <F + zQ, another
the logarithm of the Ray-Singer analytic torsion of (F, ^Y), the third one the ratio
of the L^ metrics on ^(r|) and X(^), and the fourth one the right-hand side of
formula (0.5).

Let us just say here that we devised this strategy by imitating the natural procedure
one would follow if (E, ^x + v) and (F, ^Y) were finite-dimensional complexes.
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3. Degeneration of a spectral sequence in Hodge Theory

Let y be the adjoint of ^Y. Set D^^^. We show in Sections 8 and 9 that
in an adequate sense, the limit of the operators D^TV (which act on E) as T -> + oo
is equal to the operator DY (which acts on F). We now make this statement more
precise. Let N^ be the number operator which grades AfT*^' ^Y)® T|. A typical
result, stated in Theorem 6.4, says that for a ̂  ao > 0, T ̂  1,

(0.10) | Tr, [(N^ - Nn) exp (- a (DX + TV)2)] - Tr, [N^ exp (- a (D^2)] | ̂  -^.
^

This is proved in Sections 8 and 9. The proof of (0.10) uses the fact that the metric
^Tx is Kahler. Uniformity in a ̂  ao is obtained by an adequate control of the lower
part of the spectrum of D^TV, based on the quasi-isomorphism between the
complexes (E, ^-^-v) and (F, ^Y). This is one of the key steps of the proof where a
purely algebraic fact is converted into relevant analytic information.

4. L^ metrics and localization of harmonic forms

Roughly speaking, we show that, as T -> + oo, the kernel of D^^+TV is deformed
into the kernel of D^ To calculate the ratio of the L^ metrics on ^ (r|) and X ©, we
must in particular show that there are no spurious interactions between the connected
components Yj of Y. This is proved in Section 10, and is also an analytic consequence
of the fact that r induces a quasi-isomorphism of complexes.

5. Local index Theory

In the whole paper, local index theory techniques play an important role. In
particular we use the rescaling of the Clifford algebra introduced by Getzler [Ge] in
his proof of the local Atiyah-Singer index Theorem.

Still, because the family of operators (u Dx + TV)2 which we consider depends on
two parameters u > 0, T > 0, we must adapt the rescaling of [Ge] to the variation of
the two parameters. To illustrate this point, let us just say that if T is constant, as
u -> 0, the local supertraces under consideration converge (by local index theory) to a
smooth form on X. If T ̂  (I/M), by the results of Section 12, these local supertraces
converge to a current concentrated on Y. A rather subtle problem which arises in our
proof is to describe the convergence in the full region of variation of parameters
MG]O, I], 1 ̂  T ̂  (I/M). This analysis which is carried through in Section 11, is possible
by a fine tuning of Getzler's rescaling.
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The subtlety is best revealed by the fact that, as shown in [BGS4, Section 3], the
current T(^, /^) is not locally integrable near Y. The current T(^, /^) on X can be
defined as a principal part of a smooth current on X\Y whose integral near an
s-neighborhood on Y behaves like Log (e) as e -> 0, and the whole point is to show
that our proof exactly produces this specific principal part.

6. Finite propagation speed and localization

By Theorem 6.4, for one given u > 0, as T-^+ oo, TrJNnexp^^D^TV)2)]
has a limit. On the other hand, by the previous discussion and by the results in
Section 12, for a given To ^ 1, as u->0, TrJNn exp (- (u Dx + (TQ/U) V)2)] also has a
limit. The question then arises to understand the behaviour of the quantity
TrJNnexpC-O^+TV)2)] in the range ue]0, I], T ̂  (l/u). This is done in Section 13
of this paper, by using the fact that the operator cos (u Dx + TV) has finite propagation
speed [CP, Chapter VII], [T, Chapter IV], which only depends on u > 0. This technique
permits us to gently interpolate between the values T=(I/M) and T=+oo of the
parameter T. Finite propagation speed is one of the most important and significant
of the techniques which are used in this paper.

7. Trivializations and functional analysis

Most of the analysis which is involved in this paper consists in writing the given
operators as (2,2) or (3,3) matrices, which, as explained in the introduction to
Section 12, have a preferred asymptotic structure as T-^+oo. This preferred matrix
structure is not invariant under conjugation. Therefore, the choice of trivializations of
the considered vector bundles plays a key role in all the proofs. It turns out that the
choice of the right trivialization depends heavily on the domain of variation of the
parameters u > 0, T > 0. In many cases, the difficulty in the proofs lies in adjusting
the trivialization to the domain of variation of the parameters, and also in delicately
estimating the transition from one trivialization to another. In particular for T ̂  (l/^),
the preferred coordinate system is a geodesic coordinate system centered at x e X; for
T ̂  (MU\ either a geodesic coordinate systems on X centered at ̂ eY or a coordinate
system of geodesies which are normal to Y; for T ̂  (l/^), a coordinate system of
geodesies normal to Y.

Once the trivialization is chosen, most of the time, we need to estimate the
resolvents of the considered rescaled operators, and in particular their regularizing
properties, which should be uniform in the given domain of variation of parameters.
To estimate the resolvents, we introduce an adequate family of norms depending on u,
T and also on the grading of the considered vector spaces on which the considered
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operators act. In particular, because we deal with resolvents, Getzler's rescaling [Ge]
imposes an analysis of its own, which can be avoided when only heat kernels are
involved. Uniform coercivity estimates have to be proved on the operators considered.
Their regularity properties are obtained by estimating uniformly iterated commutators
with a class of test operators. These estimates have to be done carefully, since many
estimates are borderline. Again, the choice of norms has to be delicately tuned to the
domain of variation of parameters. Surprisingly enough, certain purely local problems,
if seriously dealt with, are very difficult to solve. Solving them in detail partly explains
the length of this paper.

8. Fighting the devil: heat equation and the logarithm

In the course of the proof of Theorem 0.1, one of the principal challenges is to
study the behaviour, as e -> 0, of the integral

(0.11) ^(£)=-f+ o o{TrJNHexp(-(£DX+£TV)2)]- ldimNx(T^)ld T

Ji I 2 J T

(as the reader may guess, substracting off (l/2)dimN^(r|) in the integrand (0.11)
makes the integral converge). As shown in Theorem 6.14, the proof of which depends
on Sections 7-13, once logarithmic divergences are substracted off, we ultimately
produce the current T (^, /^) of Bismut-Gillet-Soule [BGS4] and the analytic torsion
forms B (TY, TX | y, ^Tx 'Y) of Bismut [B3] associated with the exact sequence
O ^ T Y ^ T X J Y - ^ N ^ O .

9. Evaluation of the final formula: a geometric deformation

The analysis described above only involves a scaling on a two parameters family
of operators, without modifying the geometry of the immersion Y -> X. The final step
of our proof- which is the evaluation of the form B (TY, TX | y, ^Tx 'Y) modulo 8 and
~Q coboundaries - was carried through in Bismut [B3], in particular by deforming the
arbitrary short exact sequence of vector bundles 0 -> TY -> TX | y -> N -> 0 to a split
exact sequence (in which the vector bundle in the middle is the direct sum of the two
others). The Bott-Chern class fd (TY, TX | y, ^Tx' Y) and the additive genus R(N)
appear in (0.5) using the results of [B3]. The arguments in [B3] are the only ones
which may resemble more classical arguments in the proof of the Theorem of Riemann-
Roch-Grothendieck.

We now briefly describe our sources and our debts. First, this work is clearly
connected with previous work by Bismut [B2] on the convergence of Chern character
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superconnection currents in the sense of Quillen [Ql] as the Quillen parameter tends
to infinity, and to the subsequent construction by Bismut-Gillet-Soule [BGS4] of the
current T(^, /^). Also Bismut-Gillet-Soule [BGS5] gave a direct verification that the
current T (^, /^) verifies natural functorial properties compatible with a formula
like (0.5). As we pointed out before, the genus R(x) was conjectured to appear in a
refined formula of Riemann-Roch-Grothendieck in Gillet-Soule [GS3] and reobtained
in Bismut [B3] as a piece of the analytic torsion forms of an exact sequence of
holomorphic Hermitian vector bundles.

In [W], Witten gave a heat equation proof of the Morse inequalities, by a
deformation of the Hodge de Rham complex which depends on the considered Morse
function h. As a parameter t tends to infinity, the Witten Laplacian contains a potential
t2 \dh\2 which makes the corresponding harmonic eigenforms localize on the critical
points of A, together with other eigenforms associated with asymptotically zero eigen-
values, hence the Morse inequalities. In [W], Witten also suggested a proof of the
Bott inequalities, in the case where the critical points of the function h form submani-
folds. Morse and Bott inequalities were proved in [B5] using the Witten complex by a
heat equation method, which involves a non-trivial deformation of the metric in the
case ofnon isolated critical points. In [HeSjl], Helffer and Sjostrand gave a rigorous
analytic construction of the Thom-Smale-Witten complex of a Morse function with
isolated critical points, by making mathematical sense of the instantons construction
of Witten [W]. Also in [HeSj2], Helffer and Sjostrand made a detailed analysis of the
lower part of the spectrum and of the corresponding eigenforms of a Schrodinger
operator with a potential t\ as t -^ + oo, where the minima of V form submanifolds.
In [HeSj3], they also proved the Bott inequalities using their previous results in [HeSjl].

It turns out that the analysis of the kernel of the operator (D^TV)2 as T -> + oo
is closely related to the analysis of Witten's Laplacian, | dh |2 being replace by V2. Any
kind of "instanton" effect is here prevented by the existence of the quasi-isomorphism
r: (E.y+zO^F,^).

Also Cheeger [Ch] and Miiller [Mu] proved the equality between the Reidemeister
torsion of a flat vector bundle and the corresponding Ray-Singer torsion [RS1]. This
result is an equality between topological invariants. In [Ch] and [Mu], it is proved by
studying the behaviour of the Reidemeister torsion and of the Ray-Singer torsion by
surgery and by reducing the problem to a calculation on a sphere. More recently,
Tangerman [Ta] announced a proof of the equality between the Reidemeister and
analytic torsions by using the Witten complex associated with a Morse function with
isolated critical points. Althouth the problem which is solved here is of a very different
nature, there could be at least some analogy between the techniques announced in
[Ta] and our own work.

We have tried to make the paper as self-contained as possible. It is organized as
follows. In Section 1, we describe the geometric setting, we construct the Quillen
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metrics, and we introduce our fundamental assumptions on the metrics on the consi-
dered vector bundles. In Section 2, we prove that if reX" 1 © ® ̂ © is the canonical
section identifying ?i© with X©, then |M|,r-i^(g^)= 1. In Section 3, we construct
our fundamental closed one-form P and the contours F in R* x R*. In Section 4, we
recall the definition of Quillen's superconnections [Ql], the results of [B2] on the
convergence of superconnection Chern character currents of a resolution, and also the
construction in [BGS4] of the current T (^, /^). In Section 5, we describe the results
of [B3] on the construction of the analytic torsion forms associated to a short exact
sequence of holomorphic Hermitian vector bundles.

In Section 6, we state seven intermediary results concerning the asymptotic
behaviour of supertraces which involve the operator exp(-(uDX+rTV)2). The proofs
of six of these results is delayed to Sections 8-13. By pushing the contour F to the
boundary of R* xR*, we then derive Theorem 0.1 by a long but, in our opinion,
quite interesting calculation. At the final stage, we use the results of Bismut [B3] on
the construction and evaluation of the analytic torsion forms B (TY, TX | y, ^Tx 'Y)
together with the explicit formula by Bismut-Soule [B3, Appendix 1] which relates the
final evaluation of these forms to the genus R.

In Section 7, we recall the results of [B3] which concern the Hodge theory on a
Hermitian vector space V of the Dolbeault complex associated with the resolution of
the trivial sheaf concentrated at {0} by the corresponding Koszul complex A (V*).
The results of this Section are applied in Sections 9 and 13 to the fibres of the normal
bundle N. We draw the attention of the reader on the Gaussian form P, which
represents the canonical representative 1 of the cohomology of {0} in the Hodge
theory of the Dolbeault-Koszul complex. Part of the immense work of relating the
Hodge theories on Y and X is done by such P's.

Sections 8-13 are devoted to the proof of six intermediary results stated in
Section 6, which are needed in the proof of Theorem 0.1. In Sections 8 and 9, we
study the family of operators expC-o^D^TV)2) as T or/and a tend to +00.
Section 10 describes the behaviour of the kernel of Dx + TV as T -^ + oo. In Section 11,
we establish uniform estimates on supertraces of operators involving
exp^MD^TV)2) in the range MG]O, I], 1 ̂  T ̂  (l/u). If M->O, T ̂  (l/^), the
behaviour of certain supertraces is studied in Section 12 and for u -> 0, T ̂  (l/u), the
behaviour of such supertraces is described in Section 13. Sections 8-13 are accompanied
with the description of the preferred coordinate systems, trivializations and functional
analytic apparatus.

Finally, Section 14 contains a new direct proof of the result proved in [B3]
concerning the asymptotic behaviour, as T-^+oo, of certain differential forms asso-
ciated with a short exact sequence of holomorphic Hermitian vector bundles. In [B3],
the proof relied on a direct explicit computation of such forms by functional integration
techniques. Here it is obtained by an adaptation of the functional analytic techniques
which were developed in the previous Sections.
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We now say a few words concerning our notation. If A is a Z^-graded algebra,
and if A, Be A, we define the supercommutator [A, B] by the formula

(0.12) [A, B^AB-C-^^^BA.

I f E = E ^ © E _ i s a Z^-graded vector space, let T= ± 1 on E+ be the involution
defining the grading. Then End(E) is a Z^-graded algebra, the even (resp. odd)
elements commuting (resp. anticommuting) with T. If A e End (E), its supertrace TrJA]
is defined by

(0.13) TrJA]=Tr[rA].

By [Ql] supertraces vanish on supercommutators. As in [Bl], these notations will also
be used in an infinite-dimensional context.

The results presented in this paper were announced in [BL].
The authors acknowledge helpful discussions with A. Beauville, P. Deligne and

L. Illusie concerning this paper.
The authors are very much indebted to Madame Bardot and Madame Vergne

for typing the paper.
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I - COMPLEX IMMERSIONS, DOLBEAULT RESOLUTIONS
AND QUILLEN METRICS

a) Complex vector spaces and Hermitian products.
b) Immersions and resolutions of vector bundles.
c) The determinant fibres A- (Q, X (Q and ^ (r|).
d) Canonical isomorphisms of determinant lines and Dolbeault resolutions.
e) Quillen metrics on the lines ^ (Q, 'k (r|) and X (Q.
f) Assumptions on the metrics on TX, ^, T|.

In this Section, we introduce our basic setting, i. e.
• an immersion i: Y -> X of compact complex manifolds.
• a holomorphic chain complex of vector bundles

(^z0:o^i^...-^o^o
v v

on X, and a holomorphic restriction map r : ^o | Y -> r! ^ch that we have the exact
sequence of sheaves

0-^x(U-^x(^-i)-...->^(^o)-^^Y(n)-0.
v v r

For 0 ̂  ; ̂  m, let ^ (^) be the inverse of the determinant of the cohomology of
the sheaf ^x(^). Set

^(0=®(?l0(-l)l.
1=0

Let X(y be the inverse of the determinant of the cohomology of the complex of
sheaves ^x(^ v). Finally let X(r|) be the inverse of the determinant of the cohomology
of^Qi).

By Grothendieck-Knudsen-Mumford [KnM], the lines ^ (£,), X (^ and ^ (r()
are canonically isomorphic. More precisely ^~1 (r|) (x) X (i;), X~ 1 (y (x) ^ (y, and
^"^TI)®^® have canonical nonzero sections p, T, o- and moreover < j=p(x) r . In
[KnM], these canonical isomorphisms are constructed in Cech cohomology. The first
purpose of this Section is to give the corresponding construction by using the associated
Dolbeault resolutions. In particular, in Theorem 1.7, we construct an explicit quasi-
isomorphism between the double complex associated with the Dolbeault resolution of
(^, v) on X and the Dolbeault resolution of T| on Y, which corresponds to the
tautological quasi-isomorphism in Cech cohomology.

The existence of the quasi-isomorphism of Dolbeault resolutions is the key
algebraic input in the proof of our main result. From it, we will derive in Sections 9
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and 10 results of a purely analytic nature, which are essential in the proof of
Theorem 0.1.

We then give ourselves Hermitian metrics on TX, TY, ^o, . . ., ̂ , T|. The second
purpose of this Section is to construct the Quillen metrics on the lines ^(y, X(^),
X(r|) in the sense of Quillen [Q2], Bismut-Gillet-Soule [BGS3]. In particular, we adopt
the normalization of the L^ metric on Dolbeault resolutions suggested by Deligne [De].

The third purpose of this Section is to describe the compatibility assumption (A)
between metrics on TX, ^o, . . ., ̂  and T|. This assumption was first introduced
in [B2]. It will be satisfied in the whole paper.

This Section is organized as follows. In a), we introduce our main conventions
concerning complex vector spaces, Hermitian metrics, the star operator acting on the
associated exterior algebras. These conventions will be used in the whole paper. In b\
we introduce the immersion i: Y-^X, the vector bundle T|, and the complex (^, v).
In c), we define the determinant lines ?i(0, X(y, ^(ri). In d), we describe the various
canonical isomorphisms between determinant lines in Cech and Dolbeault cohomology.
We also exhibit an explicit quasi-isomorphism between the Dolbeault resolutions of
(^, z;) and TI. In e), we construct the Quillen metrics on the lines ^(^), ^(T|), X(^), and
we explain the main purpose of this paper, which is to calculate the Quillen norms of
the sections p, T, a previously described. Finally in/), we introduce assumption (A)
on the metrics on TX, ^o, . . ., ̂ , T|.

a) Complex vector spaces and Hermitian products

To avoid any ambiguities, we now will explain the conventions concerning com-
plex vector spaces and Hermitian products which will be used in the remainder of the
paper.

Let VR be a real even-dimensional vector space. Let J be a complex structure on
VR, i. e. a linear map in End (V^) such that J2 = — 1. Set

(1.1)
V={zeVR®RC;Jz=^/- lz},

V={zeV^C;Jz=-^Tz}.

Here V will be called the complex vector space associated with (VR, J). In some cases,
we will also use the notation V^'0), V^'1) instead of V, V. We have the identity

VR®RC=V®V.

There is a natural conjugation map zeVi—^zeV. Any ZeVg^^C can be written
uniquely in the form

Z=z+z7; zeV.z'eV.
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Then Z e Vg if and only if Z = z + z, z e V. If z e V, z will represent Z = z + ze Vg.
Let V*, V* be the vector spaces of C-linear forms on V, V respectively.
Let ( , ) be a J-invariant scalar product on Vp. We extend < , ) by C-linearity

to a bilinear symmetric form on Vg^C. The bilinear map ^ , z 6 V n ® R C i — > < ^ , z )
vanishes when y, zeV or when y , zeV. The map y, zeV-^ (^, z~) is a Hermitian
product on V.

IfZeV^zeV, set

(1.2)
izl^^z),
Izl^z.z).

Clearly if Z e VR is such that Z = z + z, with z e V, then

(1.3) \Z\2=2\z\2.

Here the map zeVi-^Z=z+zeVnis not an isometry.
The Kahler form on Vp is the 2-form

(1.4) Z, Z'eVR^9(Z, Z')=<Z, JZ'>.

Then 6 extends by C-linearity to a 2-form on Vp (8)pC of complex type (1,1).
The volume form dvy ofV? is the form (-^^"^/(dimV)!, i.e. the usual volume

form on VR associated with the scalar product ( , ) and the canonical orientation
ofV^.

The Hermitian product on V induces a Hermitian product on A(V*) which we
still denote <( , ). Let * be the Hodge operator, which maps A^V*) into
^dimv-p^y^ ^^dimv^y^ y^ avoid any ambiguities in the normalization of *, we
make the convention that if a, P e A^ (V*),

.dimV
(1.5) a A - P ^ a , ? ) — ^

irlim(dimV)!

b) Immersions and resolutions of vector bundles

Let X be a compact connected complex manifold of complex dimension /. Let
d

Y = U Vj be a finite union of compact connected complex submanifolds of X, such
i

that for 1 ̂ y, j ' ^ d, j ̂ /, then Y .̂ C\ Y^ = 0. Let i be the immersion Y -> X. For
1 ^ j < d, let lj be the complex dimension of Yj.

Let T| be a holomorphic vector bundle on the manifold Y. For 1 ̂  j < d, let r\j
be the restriction of T| to Y^. In the sequel, we will often omit the subscript j in
Y,, TL-, /;••
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Let

(1.6) (^):o^,^_,...^o-.0
v v

be a holomorphic chain complex of vector bundles on X. In the sequel, we identify i;
m

with © ̂ . Then ^ is a Z-graded vector bundle. Let r be a holomorphic restriction
o

map^Y-^-
For 0 ̂  i ̂  m, let C^x (^i) be the sheaf of holomorphic sections of ^ over X.

Similarly let (9^ (r|) be the sheaf of holomorphic sections of T| over Y.
We assume that the complex (i;, v) provides a projective resolution of the sheaf

^ ^Y Cn)? l ' e ' we have the exact sequence of sheaves

(1.7) 0 - ̂ x(U - ̂ x(^n-i) -> . . . -> C^o) - ̂  ̂ vOl) - 0.
v v r

c) The determinant fibres ̂ ), X(^) and ^(r\)

Let 8X, 8^, 5Y be the Cech coboundary operators on X, Y .̂ (1 ^ j ^ d ) , Y
respectively. By definition the cohomology groups H* (X, .̂) (0 ^ i ̂  m), H* (Yp T|̂ )
(1^7'^rf), H*(Y,T|) are the cohomology groups of the complexes (^x^i)? S^,

( .̂(T|,), 5^), (^(T|), 5 .̂ Of course H*(Y, Ti)== ® H*(Y,, TI,).
j = i

In the sequel, we will use the results of Grothendieck-Knudsen-Mumford [KnM]
concerning determinants of the cohomology. However, we will disregard the questions
of signs which appear in [KnM], since we have only to calculate norms of sections of
determinant lines. These do not depend on signs. When we say that two determinant
lines are canonically isomorphic, we will refer implicitly to [KnM] every time a sign
has to be specified.

For 0 ̂  ; ̂  w, let ^ (^) be the inverse of the Grothendieck-Knudsen-Mumford
determinant fibre associated with the sheaf ^x(^i) [KnM, p. 46]. By definition

(1.8) M^)= ® (detH^(X, ^))(-l)p+l.
p=o

Similarly, for 1 ̂ j ^ d , ^(r\j) denotes the inverse of the Grothendieck-Knudsen-
Mumford determinant fibre associated with the sheaf Gy .(r|,). Then

J}
(1.9) MT^.)= ® (detH^(Y,, il,))^1^1.

p=o
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Set

(1.10)
MO= ® (M^r111,

1=0

W= ® (MTI,.)).
7=1

Let N5 be the operator acting on ^-cochains on X by multiplication by q. Let NH
be the operator in End (^) acting on ^ by multiplication by ; (0 ^ ; ̂  m). We will
grade the complex (^, v) by the operator -NH, so that v increases the degree by one.

We now use sign conventions so that 5xz;-^z;8x=0. We define the total Z-grading
on the complex (^x(0. S^z;) by the operator N^-N^ so that the chain map ^-^-v
increases the total degree by one. Set

(1.11) X©= (g) (detH^x^^+zOY-1^1.
p e Z

We extend r to a map from ^x© into i^(9^(y[\ which vanishes on (^x(^) for
Z T ^ O and coincides with the initial r for ;=0. Tautologically, the map
r: (^x(0. 8x+z;) -> (0^(r\\ 5^ is a quasi-isomorphism ofZ-graded complexes. There-
fore

(1.12) H*(^©, S^z;) ̂  H*(Y, TI)= ® H*(Y,, TI,).
j= i

Definition 1.1. - Let p be the canonical nonzero section of ^(ri)®^)
associated with the identification (1.12).

For 0 ̂  i ̂  m, consider the exact sequence of complexes

(1.13) 0 ̂  ( ® (9^ ( .̂), 8X + v) -> (® ̂  (^), 8X + v) -^ (^ (^), S^ ̂  0.
J ^ i - l P j ^ i p

In (1.13), we give the degree -i to ^x(^). so that P is indeed a map of Z-graded
complexes. From (1.13), we get a long exact sequence

(1.14) . . . ^FP( © 0^ 5X+^O^^F(© 0x(^ S^zO
j'^i-i j ^ i

^H^^X.^-H^^ ® ^(^S^^)-...
j^i-l



COMPLEX IMMERSIONS AND QUILLEN METRICS 17

From (1.14), by a standard construction [KnM, Lemma 2], [BGS1, Definition I.I],
we obtain a canonical isomorphism

(1.15) ?i(^ (g) ((detFP( © ^(^S^zO)-1

p= -m j < i - 1

®(detH"(C <Px(^ a^)))^"^1.
J ̂  lUsing (1.10), we get a canonical isomorphism

(1.16) M^X(i;).
Definition 1.2. - Let T be the nonzero section of the line X~ 1 (^) ® ?, (i;) associated

with the canonical isomorphism (1.16).
In view of Definitions 1.1 and 1.2, we now set the following definition.
Definition 1.3. - Let o be the nonzero section of X-"1 (r|) (x) ^(^) defined by

(1.17) <7=p(g)T.

Then a is exactly the canonical nonzero section of the line ^"^Cn) (x) ̂ (y
constructed in Knudsen-Mumford [KnM, p. 46].

d) Canonical isomorphisms of determinant lines and Dolbeault resolutions

We now will construct the Dolbeault resolutions of the sheaves considered in
Section Ic).

Let J be the complex structure of Tp X. Set

T^X^UeTRX^RC; JU^^U},

T^X^UeTRX^^JU——y^TU}.

Let T*^0^, T^'^X be the complex duals to T^'^X, T^'^X respectively. For
simplicity, we will often write TX, T*X instead of T^^X, T^'^X. We will use
similar notation for the manifolds Vp Y.

Clearly
i

A(T*(0)1)X)= C A^T^'^X).
p=o

Let N^ be the operator defining the Z-grading on AfT^0' ^X). Then N^ acts on
A^T*^ ^X) by multiplication by p.

The spaces ACr^'^X), ^ being Z-graded inherit a corresponding Z^-grad-
ing. We can then form the Z^-graded tensor product A^*^'^X) ® ^. We define a
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Z-grading on A (T*^' ^X) ® ^ by the operator N^ 00 1 - 1 (x) NH, which we will often
denote N^ - NH.

Definition 1 . 4 . — For 0 ̂  /? ^ /, 0 ̂  i ̂  m, let Ef be the set of smooth sections
of A^ (T*^'1) X) ® ̂  over the manifold X. Set

Ef= © Ef;E,-= ® E^E-E^E,-,
(1 1§) peven p odd

E + = © E f ; E _ = © E f ; E = E + © E _ .
p—ieven p—iodd

For 0 ̂  i < m, E, is Z-graded by N^. The splitting E,=E^ © E,~ describes the
corresponding Z^-grading of E^. Similarly, E can be identified with the set of smooth
sections ofA^T^0 ' ^X) ® ^ over X. The space E is naturally Z-graded by the operator
N^-NH. The splitting E=E+ © E_ describes the corresponding Z^-grading of E.

Let ^x be the Dolbeault operator acting on E. If (x1, . . ., x1) is a holomorphic
coordinate system on X, in a given local holomorphic trivialization of ^, then

i .
(1.19) y^^A -^.

i 8x1

The operator Z^ acts on each E; (0 ^ / ^ m). For 0 ̂  i ̂  m, we have the funda-
mental identity of Z-graded vector spaces

(1.20) H* (E,, ^x) ̂  H* ((9x ̂  ̂ \

Equivalently, for 0 ̂  i ̂  m,

(1.21) H^E.^^^H^X,^).

The chain map v acts on ^ as an odd operator, /. e. it interchanges the even and
odd parts of ^. We extend v to an odd operator acting on AfT*^' ^X) ® ̂  so that if
o^ A^ (T*^'1) X), / e ̂  then

z;(a®/)=(-l)degaa®z;/:

We have the obvious identities of operators acting on E

(1.22) (S^2 = 0; v2 = 0; y v + v y = 0.

From (1.22), we deduce that

(1.23) (a^)2^.

We can then form the Z-graded complex (E, (F+z;).
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Proposition 1 .5 .— There is a canonical identification of 7^-graded vector spaces

(1.24) H*(E, y+zO ^ H*(^x®. S^z;).

Proof. — The proof of (1.24) is identical to the proof of the more classical
result (1.20). In fact we form a triple complex with chain map S^^-t-z? (and choice
of signs such that this is indeed a coboundary map). By filtering this complex by the
chain map ^x and using the Poincare lemma, we get the complex (^x^)? S^^)? by
filtering the complex by the chain map 8X, we get the complex (E.^+z^). Our
Proposition is proved. D

Let N^ be the operator defining the Z-grading on
r

^(Y*(O.DY)= © A^T^'^Y).
4=0

This N^ acts as the operator N^ (X) 1 on A^*^' ^Y) (x) T|. It will be sometimes useful
to assume that T| has degree 0, so that AfT*^' ^Y) ® T) =A(T*(0' ^Y) ® T).

Definition 1 . 6 . — For 1 ̂  j ̂  d, 0 ̂  q ^ lp let Fj be the set of smooth sections
of A^T*^' ̂ Yj) (x) T| over the manifold Y .̂. Set

(1.25) F,, ^ = C Fj; F,, _ = © Fj; F,= F,, ^ ® F,, _;
qeven qodd

d

F±= ® F , , + ; F = F + ® F _ .
j = i

For q e N, set
d

(1.26) F^ © FJ.
j= i

Then

(1.27) F= © F9.
qeN

The operator N^ defines a Z-grading on Fy (1 ^y ^ d), and on F.
For 1 ̂ 7 ̂  d, let 3 '̂ be the Dolbeault operator acting on Fj. Then we have the

canonical identification of Z-graded vector spaces

(1.28) H*(F,,^-)^H*(Y,,TI,).

We will use the notation
d

(1.29) ^©^
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d

Then ^Y acts on F= © F^. Also
j= i

d
(1.30) H^F,^ ©H*(Y,,^.).

j = i

Recall that r is the restriction map i;o I Y -> r!- We will extend r to a linear map
from (A(rT*(ofl)X)^^)\Y into T|. Namely if aeACT*^ ̂ X^/e^ly (0 < ̂  w),
set

(1.31) r (a®/)=0 if ^0,
f*a^)r/ if fc=0.

We now prove the following simple and essential result.

Theorem 1.7. — The map r ' . (E, ^x + v) -> (F, ^V) is a quasi-isomorphism of Z-
graded complexes. It induces the canonical identification (1.12) o/H*((?x(0? S^z^)

d
with H* (Y, r() = © H* (Yp r|^). //^ particular, the map r induces the canonical identifi-

j= i
cation p ^/^(ri) and X(y described in Definition 1.1.

Proof. — It is clear that

(1.32) rS^^r.

Also

(1.33) ^=0.

Therefore r is a map of chain complexes. We now briefly prove that r is a quasi-
isomorphism which induces the canonical isomorphism of H*(d)^(^), S^^v) with
H*(Y,T|).

As in the proof of Proposition 1.5, we introduce the triple complex (E, 8x+3x+z;)
and we also consider the complex (F, 8^^). The map r sends (E, 5X+3X+^?) into
(F, 8^^). If we filter the complex (E, 8X+^X+^;) by the map ^x, and the complex
(F, 8Y + ̂ Y) by the map ^Y, we find that r induces the tautological quasi-isomorphism
(C?x®, 8x+^;)^(^Y(r|), 8^. If we filter the complex (E, 8x+3x+z;) by the map 8X

and the complex (F, ̂  + ̂ Y) by the map 8\ we obtain the complexes (E, ^x + v) and
(F, ^Y). The induced map r is exactly the one described in (1.31). Therefore the
map r: (E, ^x 4- z;) -> (F, ^Y) is a quasi-isomorphism, which induces the canonical
isomorphism (1.12).

Our Theorem is proved. D
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For 0 ̂  i ̂  m, consider the exact sequence of complexes

(1.34) 0^( © E^+zQ-^® E^+zO^E,,^)-^.
j ^ f - l y j ^ i y

As before, in (1.34), we give the total degree p-i to Ef, so that (1.34) is indeed an
exact sequence of Z-graded complexes. From (1.34), we get the long exact sequence

(1.35) . . . ^ H P ( © E^+zQ^H^® E^+zO
j^i-l j ^ i

^HP + l(E, ,ax)^HP + l( © E.^+zO-^ . . .
j ^ i - i

By Proposition 1.5, the vector spaces appearing in the exact sequences (1.14) and
(1.35) are canonically isomorphic.

Proposition 1.8. — The exact sequences (1.14) and (1.35) are canonically iso-
morphic. In particular, the exact sequence (1.35) induces the canonical identification T
o/X(^) and X,(i;) described in Definition 1.2.

Proof. — By proceeding as in Proposition 1.5, we introduce the complexes
(© £„ S^^+z;) which fit into an exact sequence similar to (1.13) and (1.34). By
i ^ J

filtering this triple complex with respect to ^x and S^ we obtain our Proposition. D

e) Quillen metrics on the lines ^ (^), ^ (r\) and X (^)

We assume that TX is equipped with a smooth Hermitian metric ^Tx. Let <( , )
denote the corresponding scalar product on T^X. If J is the complex structure of
TH X, the Kahler form o^ on X is defined by

(1.36) U, ITeTRX-^OJ, in^U, JU'>.

As a complex submanifold of X, Y is also naturally equipped with a Hermitian
metric ^TY whose Kahler form (^ is given by

(1.37) co^;*^.

Let /^°, . . . . /^m be smooth Hermitian metrics on the vector bundles ^o? • • • ? ^m-
m

Let h^ be the metric on ^ = © ^ which is the orthogonal sum of the metrics /^l. Let
1=0

g^ be a smooth Hermitian metric on the vector bundle T|.
We now briefly explain the construction of the Quillen metric on the determinant

lines M^o). • • • . MU [Q2], [BGS3]. We use the conventions of Section la).
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Let * be the complex star operator associated to the given Hermitian metric on
TX. For 0 ̂  p ^ dim X, if a, a' e Ef, set

/ 1 \dimX r

(1.38) (a,^ 1 <aA*a-> , ,
\2n/ Jx

Equivalently, the metric on TX induces a metric on ACT^^X). We equip
AfT*^' ^X) ® ̂  with the obvious product metric. Let dv^ be the volume form on X
associated with the metric ^Tx. Then if a, a' e Ef, we also have

/ 1 \dimX r

(1.39) <a,o0= — <^>^(O,I)^A
\Z7l/ Jx

I

The formulas (1.38), (1.39) define a Hermitian product on Ef. We equip E,= ® Ef
p=i

with the orthogonal sum of the given Hermitian products on the Efs.
Let y be the formal adjoint of ^x with respect to the Hermitian product (1 38)

(1.39).
For 0 ̂  i ̂  m, 0 ̂  p ^ dimX, let Kf be the finite-dimensional vector space

(1.40) Kf={aeEf ; ^0=0; ^a=0}.

By Hodge theory, we know that Kf is canonically isomorphic to H^X, ^). As finite
dimensional vector subspaces of the Efs, the vector spaces Kf ^ W (X, ^) inherit the
Hermitian product (1.38), (1.39). Using the identification of U£.) with
dim X

(x) (detH^(X, ^y"1^1, we may equip ^(^,) with the obvious product metric which
p=o
we denote | |^^.).

i
Set K,= ® Kf. Let K,1 be the space orthogonal to K, in E,. Let P;, P,1 denote

p=o
the orthogonal projection operators from E, on K,., K,1. The Laplacian ((P-h^F*)2 acts
on K^ as an invertible operator, whose inverse is denoted [(y^^F*)2]"1.

Observe that the vector spaces E,., K,, K,1 are Z-graded by the operator N^, and
so they are Z^-graded. In particular if AeEnd(E,) is trace class, we can define its
supertrace Tr^[A].

Definition 1.9. - For 0 ̂  i ̂  w, seC, Re(s) > dimX, set

(1.41) 9^ (s) = - Tr^' [N^ [(^ + ̂ )2] -s P^].

By a result of Seeley [Se], the function 6^ (s) extends to a meromorphic function
of s e C, which is holomorphic at s = 0.
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Definition 1.10. - For 0 ̂  i ̂  m, the Quillen metric || ||^) on ^(^.) is given
by

r 1 /5A^ ')
0-42) || ||^=exp^-^(0)^| |,̂ ,

The factor exp { - (8Q^./8s) (0)} is the Ray-Singer analytic torsion [RS2] of the complex
(E. ̂ ).

For 1 ̂  i ̂  m, let || ||(^.))(-i) be the metric on the line (^(^))~1 which is dual
to the metric || ||^^ on ^(^-).

m

We then equip the line X(0= 00 (M^y"^ with the product metric
o

m

(L43) II Ik)- ® II IL^-^
1=0

We construct the Quillen metric || \\^^ on the line ^Olj) (1 ^7 ^ d) in a similar
way. In particular if 1 ̂ j ^d and P, ?' e Fj, set

/ ^ \dimY, F

(1.44) < P 9 P 7 > = ( 2 7 ^ J J < 1 3 A * f 3 / >v

Equivalently if dv^. is the volume element on Yp then

/ 1 \dimY^. /•

(1.45) <p,p'>= (P^P^A^^DY,)®,,^,.
\ZK/ JY^.

The definition of the Quillen metric || ||̂ .) on the line ^(r\j) then proceeds
d

exactly as before. We equip the line ^(ri)= (x) ^(r)^-) with the Quillen metric || ||̂  ^
j = i

which is the product of the metrics || ||^,(n.).
d J

We equip F= ® F .̂ with the orthogonal sum of the Hermitian products (1.45).
j=l - d -

Let 9^J* be the formal adjoint of 3^ with respect to (1.45). Then 5^= ® (P^ is the
j'=i

d
formal adjoint of ^Y = ® 5 .̂

j= i
Remark 1.11. — Note a few differences with the conventions of Bismut-Gillet-

Soule [BGS3, Section Id)]. The first is the factor (1/2 Tr)^"^ or (1/2 Ti;)^"1 '̂ in (1.38),
(1.44) which did not appear in [BGS3]. This modification was suggested by
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Deligne [De]. Also in [BGS3], Q^(s) was instead

(1.46) Q^s)= -Tr^[N^[2(^x+3x*)2]-SP,l].

However one verifies easily that

(1.47) 9^ (s) = - Tr^ [N^ [(̂  + 2 ̂ )2] -s P^].

Now if the metric ^Tx on TX is changed into g^/l, the operator (F* is changed
into 2^. Therefore (%0) is exactly the function Q^(s) in which the metric ^Tx is
replaced by ^TX/2. The effect of such of a change in our final result will be briefly
considered in Remark 6.18.

We finally construct the Quillen metric on the line X(y, by imitating [BGS3,
Section 2a)]. Namely, we equip E= ®o^m ,o<^Ef with the orthogonal sum of
the Hermitian metrics (1.38), (1.39) on the Ef's.

Let v* be the adjoint of v with respect to the Hermitian product h^ on ^. Then
y+v* is the formal adjoint of^+z?. Set

(1.48) K={<?eE; (8x+v)e=0, (8x^v^e=0}.

By Hodge theory, we have a canonical identification of Z-graded vector spaces
K ^ H* (E, S^z;). The vector space K inherits a Hermitian product from the Hermi-
tian product of E. Let | \^^ denote the corresponding metric on X(y.

Let K1 be the vector space orthogonal to K in E. Then the operator
(^x + v + y + z;*)2 acts as an invertible operator on K1, whose inverse is denoted
((^x+z;+3x<t+z;*)2)-l. Let P, P1 denote the orthogonal projection operators from E
on K, K1 respectively.

For 5-eC, Re(^) > dimX, set

(1.49) 9jc(^)=-Tr,E[(N^-NH)((3x+^+3x'+z;*)2)-SPl].

Then ̂ (s) extends to a meromorphic function of seC, which is holomorphic at s=0.
The Quillen metric || \\^^ on the line X(y is defined by

1 5S?^1, ,r 1 ;sax ')
(1.50) || ||,^=exp^-^(0)^| |̂ ,

The lines ^(y, X(y, ^(r|) are now equipped with Quillen metrics || ||^^,
I I Ik^)' I I l l ^ (n ) - We equip the inverses or the tensor products of such lines with the
inverses or the tensor products of the corresponding Quillen metrics.

Tautologically, by formula (1.17), we know that

(^•^) l l ( J I I ^~ l (n )<8)^^ ) = | | P | | ^ - l (T^ )®^(^ | | T | | 3 : - l ^ )®3l (0 •
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The main purpose of this paper is to calculate the norms which appear
in (1.51).

This will be done under various assumptions on the metrics ^Tx, /^°, . . ., /^m, g^
which are described in Section If).

f) Assumptions on the metrics on TX, ,̂ T|

Our first basic assumption is that the metric ^Tx is Kahler, or equivalently that
the Kahler form oy^ defined in (1.36) is closed. Therefore the metric ^TY on Y is
Kahler, and the corresponding Kahler form ̂  is closed.

Let N be the complex bundle normal to Y in X; Ny will denote the restriction of
N to Y,..

On Y, we have the exact sequence of holomorphic vector bundles

(1.52) O-^TY-^TXiy-^N-^O.

We identify N with the bundle orthogonal to TY in TX|y. Therefore N is now
equipped with a Hermitian metric g^. Let P^, PN denote the orthogonal projection
operators from TX | y on TY, N respectively.

Let g^ be a Hermitian metric on T|.
We now describe the special choice of metrics /^°, . . ., /^m on ^o? • • • •> ^m m

[B2, Section 1].
Take ^o6^. Let x=(y, z), yeC1 \ zeC" be a holomorphic system of coordinates

on an open neighborhood U of^o in X such that 0 represents y^ and that

(1.53) YOU^x^, z)eU, z=0}.

Then rfz1, . . ., rfz" span a trivial vector bundle N* on U, whose restriction to
Y 0 U is exactly N*. Let N be the dual of N*. Clearly, N extends N | y ^ u to U. If U
is small enough, the holomorphic vector bundle TI | y n u extends to a holomorphic
vector bundle T^ on U. We consider z as a section of N on U which exactly vanishes
on YOU. Then the interior multiplication operator ^ acts naturally on the Koszul
complex AN* (x) ?|.

By the local uniqueness of resolutions [Ser, Chapter IV, Appendix I], [E, Theo-
rem 8], we know that if U is small enough, there exists a Z-graded holomorphic
acyclic chain complex (A, a) on U such that we have an identification of Z-graded
holomorphic chain complexes

(1.54) (^, z;) | u ̂  (A N* 0 TI, /^T Q @ (A, a).
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Under the identification (1.54), the restriction map r is given by

(1.55) (/^)e(ri©Ao)|Y,u^/er|.

We now briefly describe the results of [B2, Section lb)], which are simple conse-
quences of the previous considerations.

For yeY, let Hy(^, v) be the homology of the chain complex (^, v)y. It is a
Z-graded vector space. Then

• For 0 ̂  / ^ m, the dimension of H^ y (^, v) is locally constant as y varies in Y.
Therefore H (^, v) is now a Z-graded holomorphic vector bundle on Y.

• For y e Y, u e Ty X, let 5y v (y) be the derivative of the chain map v at y in the
direction u calculated in any holomorphic trivialization of ^ near y. Then 3y v (y) acts
on Hy(^, v) and decreases the total degree by one. The action of 8^v(y) on Hy(^, v)
does not depend on the trivialization of (^, v) and only depends on the image z e Ny
of ueTyX. So, from now on, we will write 8^{y) instead of 3y^(^).

• For any yeY, zeNy, we have (8^(y))2=Q. Also, 9^v(y) depends holomorphi-
cally on y, z.

• Let n be the projection N -> Y. Then there is a canonical isomorphism of
holomorphic Z-graded chain complexes on N

(1.56) (H(^, z;), 8,v) ̂  (TT*(AN* ® T|), ̂ Q.

Recall that ^ • • • ? ^ m are equipped with Hermitian metrics /^°, . . ., /^w. We
then use the same notation as in Section Ie). By finite-dimensional Hodge theory, we
know that for every y e Y, there is a canonical isomorphism of Z-graded vector spaces

(1.57) H/^, z;) ^ {/e^; z^)/=0; z;*(jQ/=()}.

The identification (1.57) induces an identification of smooth vector bundles on Y.
The bundle H (^, v) will now be considered as a smooth vector subbundle of ^ | y. In
particular H (^, v) inherits a Hermitian metric A" ̂ v) from the metric h^ on ^.

Recall that N, T| are already equipped with Hermitian metrics g^, g^. The bundle
A N* is naturally equipped with the metric induced by g^. We equip A N* ® T| with
the tensor product of the metrics on AN* and T|.

Definition 1.12. - We will say that the metrics /^°, . . ., /^w on ^o, . . ., ̂  verify
assumption (A) with respect to the metrics ̂ , g^ if the identification of holomorphic
Z-graded complexes (1.56) also identifies the metrics.

Proposition 1.13. - There exist Hermitian metrics /^°, . . ., h^ on ̂  . . ., ̂
which verify assumption (A) mth respect to the metrics g^, g^ on N, T|.

Proof. — This result is proved in [B2, Proposition 1.6]. D
In the sequel, we suppose that the metrics /^°, . . ., /^w verify assumption (A)

with respect to the metrics ^N, g^ on N, T|.
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II - EVALUATION OF THE QUILLEN NORM OF THE SECTION T

Recall that T is the canonical nonzero section of the line X"1^) ® ^-(E,), which
was defined in Definition 1.2. The purpose of this Section is to calculate the Quillen
norm of T. Note that in this Section, we do not use the fact that C?x (^, v) is a resolution
of^^(r|).

Theorem 2.1. — The following identity holds

(^•^) I I ^k"1^)®^^ ^

Proof. — For 0 ̂  i ̂ m, we consider the double complex (© Ep y+v). This
j«

complex is again Z-graded by N^—NH. By imitating the constructions of Sections Ic),
Id), Ie) (which correspond to the case i=m), we can construct the associated determi-
nant fibre X,(i;), which we equip with the Quillen metric || ||$:.(n. Clearly
X(y=X^(y and the Quillen metrics || \\^^ and || ||̂ ^ coincide.

We now again consider the exact sequence of complexes (1.34)

(2.2) 0 - ^ ( 0 E^+zO-^® E^+zO^E,,^)-^.
j^i-l Y j ^ i Y

Using (2.2) and the associated long exact sequence in cohomology, we get the identifica-
tion of lines already described in (1.15)

(2.3) (M^r^1 ^ (^-i (y)"1 ® te.

We will prove that for every i==0, . . ., m, the identification (2.3) is an isometry.
Then (2.1) will trivially follow.

We fix i, 0 ̂  i ̂  m. For f=0, there is nothing to prove, so me may assume that
i is positive.

Consider the double complex S^
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0 0 0

T T T
0^,^ 0 -+ 0 - ^ . . . ^ 0 - ^ 0

v v v

T" T" T6 t^-
(2.4) o-^-^..i->i;,-2-...^i;o^0

I? V I? V

T6 T" T6 T*
0^ 0 ^,-x-^,-2^-..-^o^0

17 17 1; V

T T T T
0 0 0 0

In (2.4), the horizontal arrows v are either the original chain map v of the complex ^
or the zero map. The vertical arrows b are either the identity map or the zero map.
Sign conventions can be chosen so that bv-}-vb=0. Therefore v-^-b is a chain map on
the complex S^.

For a e C, a' EC, we can instead replace v, b by av, a b respectively. Let
(Sp av -+- a' b} denote the corresponding chain complex.

The operator NH (which defines the Z-grading on y still acts on the complex S;
in the obvious way. Let N^ be the operator which takes the value k — 1 on the A:th
nonzero row of S,, the rows being numbered upwards. The complex (Sp av 4- a' b) is
Z-graded by the operator N^—N^, and it inherits the corresponding Z^-grading.

Let £; be the set of smooth sections of AfT*^' ^X) (§) S; over the manifold X.
The Z-grading of2^ will be defined by the operator N^+N^—NH. For a, aeC,
y + av + a' b is a chain map acting on S;.

We now equip the complex S^ with the orthogonal sum of the metrics on the
various ^ which appear in S;. Also v* still denotes the adjoint of v. Let b* be the
adjoint of b (which is here either the identity or the zero map). As in Section Ie), we
equip £, with the obvious Hermitian product. Then ̂  + av* + a' b* is the formal
adjoint of ^x + av + a' b.

By proceeding as in Bismut-Gillet-Soule [BGS3, Section 2], we can form an
analytically defined holomorphic determinant line bundle |̂  on C2, whose fiber |̂  ^ ^
is canonically isomorphic to

® (detH^.y+^+^y-1^1.
qe Z

For every (a, a ' ) e C2, we equip the fiber |̂  ^ ^ with the corresponding Quillen
metric [| ||̂ . . By [BGS3, Theorem 1.6], the metrics [[ [[^ induce a smooth
Hermitian metric || [|^ on the holomorphic line bundle |̂ .
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Let V^1 be the holomorphic Hermitian connection on the line bundle (^, || ||̂ ).
By [BGS3, Proposition 2.1], the curvature of the connection V^1 vanishes. The holomor-
phic Hermitian bundle |̂  is then trivial on C2. We will identify the fibers ^ ( a , a ' ) wlt^
the fiber |̂  ^ o) ^Y parallel transport with respect to the connection V^'. This identifica-
tion preserves the metric.

Now in (2.4) the columns of the complex S; are acyclic. Therefore if a + 0, the
complex (Sp av 4- a' b) is acyclic. So for a' 7^ 0, the fibers p̂ . ^ ^ are canonically trivial.
More precisely, by [BGS3, Remark 1.10 and Section 2], on CxC* the line ^ has a
canonical holomorphic nonzero section T^+^y+a7 b). Since the curvature of V^1

vanishes, it follows that

(2.5) ^LogdiT^+^+^^I^^OonCxC*.

NowforOeR

(2.6) ^- l9NH(3x+^+^&+3x'+^*+a/A*)^9NH

=3x+^lS+^&+^+^-l9z;*+^6*.

Also if a'eC*, by definition [BGS3, Remark 1.10] (and taking into account
Remark 1.11), we get

(2.7) LogdiT^+^+^A)!!^)

=--^-TrJ(N^+NH-NH)((3x+^+fl /A+ax*+^*+a^*)2)-s](0).
5^

From (2.6), (2.7), we deduce that HT^+^+^ft)!!^ only depends on a via \a\. A
similar argument shows it depends on a' via [ a' \.

For a'eC*, the function aeC-^Log^T^+av+a'b)\\^) being smooth, radial
and harmonic is constant. In particular

(2.8) \\rT^X+v+a'b)^=\\rT(y+a'b)\\2,,

Now in (2.4), the columns are acyclic and split, in the sense that when b is non
zero, it is the identity. Therefore the Bott-Chern classes associated with the columns
of S, (in the sense of [BGS1, Section If)] vanish identically. By a simple direct
computation or by [BGS3, Theorem 2.4], we find that

(2.9) HT^+^H^I .

Let ^ (^i) be the Euler characteristic of ^-. Set

(2.10) ^-(-^(-X^-X^-^+X^-^- . - .+C-iyx^o)) .
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By a direct computation or by [BGS3, Theorem 2.4] and by (2.9), we find that if
a'eC*

(2.11) T^+^ll2 =1.
^i

From (2.8), (2.11), we see that if^'eC*

(2.12) IT^^II2-,.
7^

Recall that the fibres of .̂ are identified with Ui , ( i ,o)- Using (2.12), we find that the
function

, -, T^+v-^-a'b)
a e a^i——^U1>0)

is constant. Now one verifies easily that

(2.13) ^i,(l,o)=^-l(y®x^l(0(x)(?l0<-l>i.
Also the identity (2.13) identifies the Quillen metrics.

Let T; be the nonzero section of Hi,(i ,o) which defines the canonical isomor-
phism (2.3). We claim that

(2.14) ,. T^+v+a'b)llm ———77.——-=^
7^1a' eC*

a' -^0

Note that (T (^x + v 4- a' b^a'^) e ̂  ̂  ̂  and so (2.14) can be verified locally near 0 e C.
Now (2.14) is exactly the identity proved in [BGS3, eq. (2.23)] which was essential

in proving [BGS3, Theorem 2.8]. The only difference with [BGS3] is that the chain
map ^x considered in [BGS3] is replaced by the chain map ^-^i? (in [BGS3], the
map b was denoted v). The proof of [BGS3, Theorem 2.8] can otherwise be reproduced.

From (2.12), (2.14), we get

(2.15) l^ l l^d .O)" 1 -

Since (2.13) is an identification of Hermitian lines, (2.1) follows from (2.15). Our
Theorem is proved. LJ

Remark 2.2. — An essentially equivalent proof of (2.1) is as follows. For
a e C, we consider the double complex (E, ^x + av) and its Cech analogue
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( © ^x(^i)? S^^ )• Associated to this last complex, there is a determinant line bundle

X(y over C in the sense of Grothendieck-Knudsen-Mumford [KnM]. By [KnM], the
line bundle X~ 1 (^) ® M^) has a nonzero holomorphic canonical section a over C. By
the obvious analogue of a result of Bismut-Gillet-Soule [BGS3, Corollary 3.9], the
Quillen metric is smooth on the Grothendieck-Knudsen-Mumford line bundle X(^).
Since the curvature of the Quillen metric on X (i;) vanishes, then

(2.16) ^Logdio))2)^.

On the other hand Log(||a[|2) is a radial function. Then Log([[a[[2) is constant.
Trivially Log(||a||2) vanishes at a=0. Therefore Log(||a||2) is identically zero.

Our proof of Theorem 2.1 avoids any explicit consideration of the Grothendieck-
Knudsen-Mumford line bundle.
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III - TWO PARAMETERS SEMI-GROUPS AND CONTOUR INTEGRALS

a) Scaling of metrics on X and ^.
b) A basic closed 1-form on R* x R*.
c) A change of coordinates.
d) A contour integral.

The purpose of this Section is to construct a closed 1-form P on R* x R* associa-
ted to the two parameters semi-group u > 0, T > 0->exp(—(u(DX-^-rT'V))2), and a

contour r in R* XR* depending on three parameters s. A, To, so that P=0. To
Jr

prove Theorem 0.1, we will then push the contour F to the boundary ofR* x R*, and
take the obvious limit in the previous identity.

The construction of the form P is directly related to results of [B2] concerning
double transgression formulas for Quillen's superconnection forms, and their depen-
dence on the considered metrics. In fact we interpret our result in terms of the scaling
of the metrics ^Tx, /^o, . . ., h^ by the factors l/u2, 1/T2, . . ., 1/T2"1 respectively.
This scaling will also play a key role in Section 10.

This Section is organized as follows. In a), we describe the scaling of the metrics
on TX, ^o, . . . . ̂ . In b), we construct a basic closed 1-form, a, on R* xR*.
In c) we obtain our form P by a change of coordinates. In d), we describe the contour
r i n R * x R * .

a) Scaling of metrics on X and ^

Take u > 0, T > 0. Suppose that the metrics ^Tx, /^°, . . ., /^m are replaced by
the metrics g^/u2, /^°, A^/T2, . . . . h^/T2"1. Then the adjoints of the operators ^x, v
become u2^, T2^*.

The basic idea of the paper is to study the deformation of various supertraces as
u and T vary. However at a technical level, it is easier to scale ^x, ^x* and v, v* in the
same way.

Our supertraces will be calculated on the Z^-graded vector space E.
Proposition 3 . 1 . — For any u > 0, T > 0, the following identities hold

(3.1) Tr, [N^ exp (- (^ + v + u2 ̂  + T2 v)2)]
= Tr, [N^ exp (- (u ̂ x + ̂ ) + T (p + z;*))2)],

Tr, [NH exp (- (^x + v + u2 9^ + T2 z;*)2)]
= Tr, [NH exp (- (u ̂  + ̂ ) + T (z. + z;*))2)].
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Proof. - Observe that

(3.2) u^^-^^x+v+u2y^^2^)^^u~^=u(9x+8x')^^(v+v^
[N^NH]=O.

Using the fact that super-traces vanish on supercommutators [Ql], (3.1) follows. D
Remark 3.2. - The key fact is that in the left-hand side of (3.1), the coboundary

operator ^x + v does not change, only the metrics on TX and ^ are changing. In the
right-hand side, the coboundary operator y-^-v is changed into M^+TZ;, and the
metrics on TX, ^ do not vary. The correct geometric picture is the one given by the
left-hand side.

b) A basic closed 1-form on R* x R*.

Set

(3.3) Dx-^x+^x••
v / V=7;+Z;*.

For u > 0, T ̂  0, set

(3.4) A^^D^TV.

Then Ay y 1s an elliptic first order differential operator.
Theorem 3.3. - Let o^ y be the smooth \-form on R* x R*

(3.5) au'T = ̂  Trs [N^ exp (~ Au2 T)] ~ % Tr- ̂ H exp (~ A"2 T)]-

Then tty -p is a closed form.
Proof. - For u > 0, T ̂  0, the operator exp(-A^ -p) is given by a smooth kernel

on the manifold X. By preceding as in [Bl, Proposition 2.8] i.e. by expressing the
above supertraces as integrals on the manifold X of integrals of supertraces of heat
kernels evaluated on the diagonal, one can easily justify the following manipulations
of supertraces.

We have the identity

(3.6) '-TrJN^exp^A^)]
01

= 9 ^Ti-rN^xo^-A2 -h^A ^•'^IVIl„< irj iNyexpi A,, T t) A T , ——— I \\
ob (. L \ L 5T J/Di,=o
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Now 8A^ T/5T = V. Since supertraces vanish on supercommutators, we rewrite
(3.6) in the form

(3.7) ^Tr,[N^exp(-A^)]= - ̂  {Tr,[[<^ N^]exp(-A^-6V)]},.o.

Clearly

(3.8) [A^N^-M^+M^'.

Using (3.6)-(3.8), we get

(3.9) ^TrJN^exp(-A^)]

=^{Tr,[(^x-^)exp(-A^-6(z,+^))]},^.

Now

(3.10) A^2 T == [u y + T v, u y + T z;*],

and so A^ preserves the total degree in E. Also ^x, v increase the total degree by
one and ^x*, v* decrease the total degree by one. The degree counting argument of
[BGS1, Proposition 1.8] gives

(3.11) ^{Tr^x-3xt)exp(-A^-^z,+^))]}^

= ̂  {Tr^^expC-A^-^^-TrJ^'expC-A^-^)]},^.

Using (3.9), (3.11), we obtain

(3.12) -^TrJN^xp^A^)]}
8T iu ' J
9 f l

,M

_ _ a _
Tb̂

 {Tr, [^ exp (- A^2 ^ - &^*)] - Tr, px* exp ( - A^2 ^ - ̂ )]},. „•

By interchanging the roles of u and T, bearing in mind that the analogue of N^
is -NH and using again the degree counting argument of [BGS1, Proposition 1.8],
we also get

(3.13) |J^Tr,[NHexp(-A^)]l
u } A •T" nk.T - / A 7 \i i
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=-a{TrJ^exp(-A,2T-&^)]-TrJz;*exp(-A^-6SX)]}„o.
00

Since supertraces vanish on supercommutators, we find that

(3.14) ^{TrJ^expC-A^-^M-TrJ^expC-A^-^n^o
ob

=^{Tr,hexp(-A^-63x•)]-Tr,h*exp(-A„2^.-63x)]}^o•
00

From (3.12), (3.14), we deduce that the form o^ y is closed. D
Remark 3 . 4 .— Theorem 3.3 is in fact a consequence of a general result established

in [B2, Theorem 2.2] on double transgression formulas for Quillen superconnection
Chern character forms, which extend corresponding formulas of Bott and Chern
[BoC, 3.28] for ordinary connections. Here we consider E as a vector bundle over a
base S consisting of a point. In fact if /4 is the metric on i; which is the direct sum of
the metrics /^o, /^i/T2, . . ., /^/T2^ then

(3.15) ^rl^=-rNH.
5T T

Similarly if g^011^ denotes the metric induced by the metric g^ju2 on ACT^^X),
then

3 ^(0,i)x x

(3.16) g^—— =2NV.
ou u

By [B2, Theorem 2.2], since the base S is just a single point, we find that the form
5^ T given by

auT=Tr,^f^N^-rfTNH)exp(-(^x+z;+^3x'+T2^)2)1
L\ u T / J

is closed. By Proposition 3.1, ^u,T=(lu,T^ ^d so ^T 1s closed.

c) A change of coordinates

For u > 0, T > 0, set

(3.17) B^^D^TV).

Theorem 3.5. - Let P^y be the \-form on R* x R*
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(3.18) P».T= ^Tr,[(N^-NH)exp(-B^)]- ^TrJNHexp(-B^)].u T

Then py y w a closed form.
Proof. — In Theorem 3.3, we make the change of variables u -> u, T ->• u T.

Theorem 3.5 follows. D

d) A contour integral

We now fix constants e. A, To such that 0 < e < l ^ A < + o o , l ^ T o < + o o .
Let r = Fg A, TO ^e the oriented contour in R* x R*.

u r.
A

r, r,

r.

Tr T

pie. i
As shown in Figure 1, the contour r is made of four oriented pieces:

r i : T = T o ; £ ^ M ^ A ,

F^: 1 ̂ T ^ T o ; M = A ,

r 3 : T = l ; s ^ M ^ A ,

T^: 1 i$T <$T(); y=s.

The orientation of r\, . . ., Y^ is indicated in Figure 1.



COMPLEX IMMERSIONS AND QUILLEN METRICS 37

For 1 ̂  k ^ 4, set

(3.19) I,°=f P,T.TO-
~ | ^,1

^rfcJ i f r

Theorem 3.6. — The following identity holds
4

(3.20) ^ I,°=0.
f c = l

Proo/. - Theorem 3.6 is a trivial consequence of Theorem 3.5. D
Remark 3.7. - We now will make A-^+oo, To ->- + oo, £ -> 0 in this order in

identity (3.20). Typically each term 1̂  (1 ^ k ^ 4) will diverge at one or several stages
of this process. However because of the identity (3.20), the divergences will cancel,
often for non trivial reasons. Once the divergences in each term will have been
substracted off, we will ultimately obtain an identity which is exactly our main
Theorem 6.1.

Roughly speaking, in this process,
• I? will calculate the Ray-Singer torsion of the complex (F, 3 .̂
• 1̂  will calculate the ratio of the metrics | | ~ J | [ .̂
• 1̂  will calculate the Ray-Singer torsion of the complex (E, (F+Z;).
• 1̂  will produce highly non trivial local terms, which include the Bott-Chern

current T(^, /^) of Bismut-Gillet-Soule [BGS4] and the class B(TY, TX|v, g^^) of
Bismut [B3].

Remark 3.8. - Take toe]0, 1[. Replacing To by to, we then obtain a contour

r^A,ro- Again P=0. In principle by making A->+oo, to->0, £-^0 in this
^e.A^o

order, we may reprove Theorem 2.1. However, to carry this out, one then has to deal
analytically with spectral sequences which in general do not degenerate. The proof of
Theorem 2.1 has exactly consisted in carefully avoiding this difficulty.
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IV - A SINGULAR BOTT-CHERN CURRENT

a) Characteristic classes in Chern-Weil theory.
b) Quillen's superconnections.
c) Convergence of the superconnection currents of the complex (^, v).
d) A Bott-Chern singular current.

This section has three purposes. We first briefly describe the superconnection
formalism of Quillen [Ql]. We also recall the result in Bismut [B2] on the convergence
of Quillen's Chern character currents associated with the Hermitian chain complex
(i;, v) as a parameter u tends to + oo. Finally, we describe the construction by Bismut-
Gillet-Soule [BGS4] of a singular Bott-Chern current T(^, h^). This current will appear
in our final formula for Log(|| a ||?-i (^ ® ̂ ) in Theorem 0.1.

This Section is organized as follows. In a), we introduce various polynomials in
Chern-Weil theory which will appear in the remainder of the paper. In b), we describe
Quillen's superconnections [Ql]. In c), we recall the results of [B2] on superconnection
currents. Finally in d), we describe the construction in [BGS4] of the current T (^, /^).
This current is obtained by a non trivial extension in a geometric context of the
formalism of the Ray-Singer analytic torsion [RS2].

The assumptions of Sections 1, 2, 3 will remain in force.

a) Characteristic classes in Chern-Weil theory

Recall that the Todd power series Td (x) is defined by

(4.1) T d W = ' — .
\-e~x

Set

Td(xi, . . . ,x , )=nTd(x,)
i

(4.2) Td^, . . ., x,)= ̂ [Td^+A, . . ., x,+b)]^
Bb

(Td-1)7^ . . . ,^) - [Td- l (Xl+^ ...,x,+^o.
do

The polynomials Td' and (Td~1)7 play an important role in [BGS2, Section 2g)] and
in [B2, Section 4].
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Finally the Chem power series ch is defined by
9

(4.3) ch(^, ...,x,)=^.
i

We identify these power series the corresponding ad-invariant power series
evaluated on (q, q) matrices.

Let B be a complex manifold.
Definition 4 . 1 . — Denote by PB the set of smooth differential forms on B which

are sums of forms of type (p, p). Denote by P®'0 the set of forms coeP8 such that
co=5a4-3p, where a, P are smooth forms on B.

If E is a holomorphic vector bundle on B equipped with a Hermitian metric ^E,
let V^ be the holomorphic Hermitian connection on (E, ^E), and let (V^2 be its
curvature.

Let <7=dimE, and let QOq, . . ., Xq) be a symmetric polynomial in x^, . . ., Xq.
By Chern-Weil theory, the form Q(—(yE)2|2iK) is closed, and its cohomology class
does not depend on the metric gE. We will use the notation Q (E, g^) instead of
(^(-(V^^TI). Then CKE,^) lies in P®. We will denote by Q(E) the class of
CKE.^inP1^0.

Let 3> be the homomorphism from A^^^B) into itself which to aeA^CT^B)
associates (2 n i) ~ p a.

b) Quillen's superconnections

We make the same assumptions as in Sections 1, 2 and 3.
Definition 4 .2.- Let ch (^, /^), ch' (£,, /^), be the differential forms on X

ch(^^)=S(-iych(^^),
1=0

(4.4)

ch'(^)=S(-l)';ch(i;.,/^).

We now briefly describe the superconnection formalism of Quillen [Ql]. Set

(4.5) ^ = © ^, ^_ = © i;..
i even i odd

Then ^ = ^ + © ^ _ i s a Z^-graded vector bundle. Let T^ be the involution of ^ defining
the Z^-grading, i.e. T^= ± 1 on ^+.
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The bundle of algebras End(y is Z2-graded, the even (resp. odd) elements of
End(^) commuting (resp. anticommuting) with T^. The supertrace Tr^ is the linear
form

A e End ̂  Tr, [A] = Tr [^ A].

We then form the Z^-graded tensor product A(T^X) ® End(y. We extend Tr, to a
linear map from A (T^ X) ® End © into A (T^ X) such that if co e A (T^ X), A e End ̂
then

(4.6) TrJ(oA]=coTrJA].

8y [Q1]? the supertrace vanishes on supercommutators in A(T^X) ® End(^).
For 0 ̂  i ̂  w, let V^' be the holomorphic Hermitian connection on the vector

m

bundle (^, /^l). Then the connection V^ = ® V^1 is the holomorphic Hermitian connec-
1=0

tion on (^, /^).
Now V=^+z;* is a self-adjoint section of End0^^). For u ̂  0, set

(4.7) c,=V^+^V.

Then Cy is a superconnection on the Z2-graded vector bundle ^ = ^ + @ ^-in the sense
of Quillen [Ql].

Our calculations will now be done in the graded algebra A(T^X) ® End(^).
Also, V^ will be considered as a first order odd differential operator, whose curvature
(V^)2 is the square of the connection V^. Then C^ is the curvature of the super-
connection C^. It is a smooth section of (A(T^X) ® End^))^6". By Quillen [Ql], we
know that the forms 0 Trjexp (- C^)] are closed, and represent in cohomology the
Chern character of the complex ^.

Clearly

^TrJexp(-C^)]=ch(^),
0 Tr, [NH exp (- C^)] = ch' (^, /^).

Also by Bismut-Gillet-Soule [BGS1, Theorem 1.9], the forms 0 Tr, [exp (- C^)]
and the forms <D TrJNn exp (- C^)] lie in P^

c) Convergence of the superconnection currents of the complex ( ,̂ v)

Let %71 (X) be the set of differential forms on X which are continuous, with
continuous first derivatives. Let || ||<^i p^ be a norm on %71 (X). We now recall results
which are proved in [B2, Theorems 3.2 and 4.3].
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Theorem 4.3. - There is a constant C > 0 such that for any [ie^1 (X), and any
U^ 1

(4.9)

| ^<DTr,[exp(-C,2)]- f f^Td-^N, ̂ ch^, ̂ )
JX JY

f ^iOTrJNHexp(-C,2)]+ f ^(Td-^N.^chOi,^)
Jx JY

. C I. I.
^ —/^Ill^lk^x)-^u

d) A Bott-Chern singular current

For the definition of the wave front set of a current, we refer to Hormander
[H, Chapter VIII].

Definition 4.4. - Let Py denote the set of the currents on X which are sums of
currents of type (p, p) whose wave front set is included in N^.

We now briefly describe the construction by Bismut-Gillet-Soule [BGS4] of a
singular Bott-Chern current. Let 5^} be the current corresponding to integration

over Y. If p, is a smooth form on X, by definition [i Sryi = ?* p.
Jx JY

Definition 4.5. - For seC, 0 < Re(^)< (1/2), let R(^, h^)(s) be the current

1 f +00

^{(DTr
Jo

rJNHexp(-C,2)](4.10) R(^)(.)=
r(^)Jo

+(Td-ly(N,^N)ch(T^,^)5^}^.

Clearly, by Theorem 4.3, the current R(^, h^)(s) is well-defined. Also one verifies
easily that the map s -> R(^, h^)(s) extends to a map which is holomorphic near s=0.

Definition 4.6. - Let T (^, /^) be the current

(4.11) T(^)=-R(^)(0).
9s

In [BGS4, Section 2a)], it was verified that T(^, h^) is given by the formula
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(4.12) T(^, ^)= r^tN^expC-C^-expC-C^))]^
Jo u

+ f ^TrJNHexpC-C^+CTd-^CN.^chOi.^S^
J i u

-r'(l){ch'(^, ^)+(Td-l)'(N, ^)ch(Ti, g^S^}.

The following result is proved in [BGS4, Theorem 2.5].
Theorem 4.7. - The current T(^, /^) //<?5 w P^. ^&o the following equation of

currents holds on X

(4.13) ^T(^' ̂ )=Td-l(N, ̂ WTI, g")§(y)-ch(^ ^).

Remark 4.8. - In [BGS4] and in [BGS5, Section 2], the currents T(^, /2s) were
shown to have remarkable functorial properties, which are compatible with refinements
of the Theorem of Riemann-Roch-Grothendieck. Our final formula for
Log (|| CT II?-1 („) ̂  „ ̂ ) shows directly that the currents T (^, h^) must verify some of the
functorial properties established in [BGS5, Section 2].
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V - THE GENERALIZED ANALYTIC TORSION FORMS
OF A SHORT EXACT SEQUENCE

a) Clifford algebras and complex vector spaces.
b) Short exact sequences and superconnections in infinite dimensions.
c) Generalized supertraces.
d) Convergence of generalized supertraces.
e) Generalized analytic torsion forms.
f) Evaluation of the generalized analytic torsion forms.
g) Evaluation of the function D (x).

Let B be a complex manifold. Let O - ^ L - ^ M - ^ N - ^ O b e a short exact sequence
of holomorphic vector bundles on B, and let g^ be a Hermitian metric on M. The
purpose of this Section is to describe the results of Bismut [B3] which concern the
construction of an associated differential form B(L, M, g^eP" and the evaluation
of B(L, M, g^) in p^p"'0 in terms of a Bott-Chern class in the sense of [BGS1] and
of an additive genus D evaluated on N. Also we recall the evaluation by Bismut-Soule
[B3, Theorem 1 of the Appendix] of the power series D(x) in terms of the power
series R(x) of Gillet-Soule [GS3].

This Section is organized as follows. In a), we recall various results on Clifford
algebras. In b), we give a formula for the curvature 3S^ of the superconnection ^?y
considered in [B3]. We also introduce two essentially equivalent curvature operators
^ and ̂ . The operators ̂ , ̂  and ̂  will reappear in a rather extraordinary way
in Sections 12 and 13. In c), and following [B3] we construct the generalized supertrace
of exp(-^), which is a smooth differential form on the manifold B.
In d), we recall the results of [B3] which concern the behaviour as u -> 0 and u -> + oo
of the generalized supertrace. In e), we recall the construction in [B3] of the form
B(L, M, ^M) on B. The form B(L, M, ^M) is obtained by a non trivial extension of
the Ray-Singer analytic torsion formalism [RS2]. In f), and following [B3], we evaluate
B(L, M, ^M) in P®/?®'0. Finally in g), we recall an identity of Bismut-Soule [B3].

This Section is self-contained. In the sequel, its results will be applied to the exact
sequence 0 -^ TY -̂  TX [ y -> N -> 0.

a) Clifford algebras and complex vector spaces

Let V be a finite dimensional complex Hermitian vector space of complex
dimension k. Let V be the conjugate vector space. I fzeV, z represents Z=z+^eVn,



44 J.-M. BISMUT AND G. LEBEAU

so that

(5.1) \Z\2=2\z\2.

Let c (V^) be the Clifford algebra of VR, i. e. the algebra generated over C by
UeVg and the commutation relations Wf+VfV= -2<U, IT). Then A(V*) and
A(V*) are Clifford modules. Namely, if XeV, X'eV, let X*eV*, X^eV* be the
corresponding elements by the Hermitian product on V. Set

(5.2)
c(X)=^2X^;c(Xf)=-^2i^

c(X)= -/^x; <W= -/^2X7* A .

We extend the maps c, c into maps from V^®^ by C linearity. Then for any
UeVp^nC, c(U), c(U) act as odd operators on A(V*), A(V*) respectively. If
U,U'eVR(x)RC,

(5.3) ^UMU^+c^M^-^U.U'),
c(U)c(U /)+c(U')c(U)=-2<U,U />.

Also c(U), c(U) act as odd operators on A(V^)(x)gC=A(V*) ®A(V*). If
U, U'eVR^gC, we also have

(5.4) c (U) c (U7) + c (U7) c (U) = 0.

b) Short exact sequences and superconnections in infinite dimensions

We now describe a construction by Bismut [B3] of a secondary invariant associated
with a short exact sequence of holomorphic Hermitian vector bundles.

Let B be a compact complex manifold. Let

(5.5) 0 - ^ L - > M - > N ^ O

be a short exact sequence of holomorphic vector bundles on B. Let J denote the
complex structure on MR. Then J induces the complex structures of L^ and NR.

Let g^ be a Hermitian metric on M. Then ^M induces a Hermitian metric g^
on L. We identify N with the orthogonal bundle to L in M. Therefore N inherits a
metric ^N. Let P1', P^ denote the orthogonal projection operators from M on L, N
respectively.

Let e^ . . ., e^ be an orthonormal base of Ng. In the sequel, we use the notation
of Section 5a), with V=N.
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Definition 5 .1 . - Let SeEndeven(A(N*) ® A(N*)) be given by the formula
/TV 2n

(5.6) s= v .— E^)^.).
2 i

Let V1', V^ VN denote the holomorphic Hermitian connections on L, M, N
respectively, and let R1', RM, R^ be their curvatures.

Classically [K, Propositions 6.4 and 6.5], we know that

(5.7)
yL^pLyM

yN^pNyM

Let R^ denote the natural action of R1^ on A(N*). Then 1̂  acts like 1 (^R^on
A(NjO=A(N*)®A(N*).

Let ^^V^QV1^ be the connection on M which is the direct sum of the
connections V1' and V^ Set

(5.8) ^V^W

Then A is a 1-form on B which takes its values in skew-adjoint elements of End(M)
which interchange L and N.

Let/i, . . . , /2fc be a base ofT^B, let/1, . . ../2fc be the dual base ofT^B.
Definition 5.2. - IfZeMn, set

(5.9)

2k

c (AP1- Z) = - ̂  fc (A (./,) P1- Z),
1

2k

(KJAP^———^/^GJAC/^Z).

Let Tr^] denote the (1,1) form on B which is the trace of R^
Definition 5.3. - If yeB, J y denotes the set of smooth sections of

Ay (N^) = (A (N*) ® A (N*))y over the fibre M^ y.
Since A(N^) is Z-graded, it is also Z^-graded. I f ^ e B , l e t J + y (resp.J_y) be the

set of smooth sections of A^^N^) (resp. A^N^)) over the fibre M^. Clearly
- y = - + , y ® - - , y •

Moreover J = J + © J _ will be considered as an infinite dimensional Z^-graded
vector bundle over B. By the same construction as in Section 4b), we define a
Z^-grading on End(J). Our calculations will be done in the Z^-graded algebra
A(T$B)®End(J).

We introduce the operators ̂  considered in Bismut [B3, Theorem 3.10]. Let
^i? . • •., ^2m be an orthonormal base of MR.
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Definition 5.4. - For u > 0, let ^2 e (A (T^ B) (§) End (J))"6" be given by

(5.10) ^2=- l^(ve'+< lRMZ'(?I>T2 i \ 2 /

+M|PNZ|2+^S+v^c(JAPLZ)+lTr[RM]+RN.

Remark 5.5. - In [B3], ̂  is obtained as the curvature of a superconnection
^y. The fact that ^ is the square of ^ plays a crucial in the proof in
[B3, Theorem 3.12] of non trivial commutation rules for ̂ . Here this fact will not
play any role.

Theorem 5 . 6 . — For u > 0, set

^ fc(APLZ)\ ^ ( -c(APLZ)\^u-exp I J ̂ exp I ——'_— )- 1,
(5 .11) v V / v \/2 /

^2_^p ^(AP^Z) _ (R^Z, P^)^ ^ / -^(AP^) ^ (R^1?^, P^)^
^ V'2 2 I u \ ^ 2

Then the following identities hold

^2=-12ffVe,+ l<(RM-PLA2PL)Z,e.>-C^AP^ l)Y
2 i V 2 ^2 /
, , |pN7|2 i ^^

+ I I +^/"S+ -TrOT+R^

(5.12) ^2=-1 ffv„+ l<(RM-PLA2PL)Z,^>
2 i \ 2

+l^RMpN^p.^^_l^MpL^pN^^_^(AP^)y

,y |pN7|2 1 ^^

+ "I" ^' +^S+ -TrOT+R^

Proof. - The first identity in (5.12) is proved in [B3, Theorem 4.12]. The second
identity follows from the first one. D

Remark 5.7. — Rather mysterious identities like (5.11), (5.12) will have a very
clear geometric interpretation in Section 13i).
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c) Generalized supertraces

Let dv^, dv^ be the volume forms on the fibres of Mp, N|( respectively. All the
smooth kernels along the fibres ofM^ will be calculated with respect to the form
d^W/W1^.

We denote by NH the operator in End(A(N*)) which defines the Z-grading of
A (N*), i. e. NH acts by multiplication by p on A^ (N*). Then NH acts like 1 (g) NH on
A(N*)®A(N*).

For u > 0, let Q^ (Z, Z') (Z, T e MR y ) denote the smooth kernel associated with
the operator exp^^^). The existence and uniqueness of Q^(Z, Z!) are standard.

Observe that Q^(Z, Z') e (A (T^ B) ® End(A(N*) ® A (N*)))^". We now use the
conventions of Quillen [Ql] described in Section 4b). In particular TrJQ^(Z, Z')] lies
inA^^T^B).

By [B3, Theorem 4.1], we know that for u > 0, there exist c > 0, C > 0 such that
ifj^eB, ZeN^y, then

(5.13) |Q^(Z,Z)|^cexp(-C|Z|2).

Note that in (5.13), it is crucial that Z is restricted to vary in NR y.
In view of (5.13) and following [B3, Definition 4.4], we now set the following

definition.

Definition 5 . 8 . — For u > 0, set

Tr,[exp(-^)]^ f TrJQ^Z, Z)] dv^,
(5.14) JNR- (2TC)

Tr, [NH exp (- S^\ = f Tr, [NH QS (Z, Z)] dvvm .
jNg,y (^")

Note that Tr, [exp (— ̂ )] and Tr, [NH exp ( — ̂ )] are only generalized supertraces.
In fact the operator exp (— S8^) is in general not trace class.

Using (5.11), and the fact that supertraces vanish on supercommutators [Ql],
it is clear that exp(-^), exp(-^), NHexp(-^), Nnexp(-^) also have
generalized supertraces Trjexp(-^)], Tr, [exp (- ̂ )], Tr,[NHexp(-^)],
Tr,[NHexp(-^)] and that

TrJexp(-^)]=TrJexp(-^)]=TrJexp(-^2)],
Tr, [NH exp ( - ̂ 2)] = Tr, [NH exp (- ̂ 2)] = TrJNn exp (- ̂ 2)].



48 J.-M. BISMUT AND G. LEBEAU

d) Convergence of generalized supertraces

Recall that the map $: A6^" (T^ B) -^ A^6" (T^ B) was defined in Section 4a).
If ueR+ -> o)y is a family of smooth forms on B, we will write that as u -> 0

(5.16) c^=coo+0(^)

if for any fceN, there exists C^ > 0 such that for 0 < u ̂  1, the norm of o)y—o)o in
^ (B) is dominated by Cj, u. We use a similar notation when M -> + oo.

We now recall several essential results of [B3].
Theorem 5.9. - For any u > 0, the forms Trjexp(-^)] ar<? closed, lie in P®,

^zrf ^zr cohomology class does not depend on u > 0. The forms TrJNn exp (— ̂ )] &
^ P".

Ay M -> 0,

0 Tr, [exp (- ̂ )] = Td -1 (N, ̂ ) Td (M, ^M) + 0 (u\
0 Tr, [NH exp (- ̂ 2)] = - (Td -1)' (N, ^N) Td (M, ^M) + 0 (^).

(5.17)

A51 U -> + 00

(5.18)
$TrJexp(-^2)]=Td(L^L)+of l\

\^/

0 Tr, [NH exp ( - ̂ )] = dl^-N Td (L, g^ + 0

Proof. — The results stated in Theorem are proved in Bismut [B3, Theorems 4.6
4.8 and 7.7]. Note especially [B3, eq. (4.37)] which expresses TrJNn exp (- ̂ )] in
terms of other objects more commonly used in [B3]. D

Remark 5.10. — In Section 14, we will give a new proof of the convergence
results contained in (5.18).

Remark 5.11. — It is of crucial importance that the same class (Td^y (N, ^N)
appears in both formulas (4.9) and (5.17).

e) Generalized analytic torsion forms

We now reproduce the construction in Bismut [B3, Section 8] of generalized
analytic torsion forms.

Definition 5.12. - For seC, 0 < Re(^) < 1/2, let K(s) be the form on B



COMPLEX IMMERSIONS AND QUILLEN METRICS 49

1 C + °° f ^4' XT 1
(5.19) B(.)= 1 ^ <l>Tr,[NHexp(-^2)]- ̂ Tdd, g^\du.

1 W Jo I 2 J

One then easily verifies in [B3, Section 8a)] that B 0) extends to a function of s
which is holomorphic near s=0.

Definition 5.13. - Let B(L, M, ^M) be the form on B

(5.20) B(L,M^)=9B(0).
8s

By [B3, eq. (4.37), (8.2)], the following identity holds

(5.21) B(L, M, g^= f1 {OTrJNHexp(-^)]+Td(M, ^(Td-^^N, ^N)}^
Jo u

+ f^^TrJNHexpC-^)]- ̂ Td^ ̂ )l^
Jl I 2 J M

+ r (1) ̂ Td (M, ^M) (Td -1)' (N, ^N) + dlmNTd (L, ̂ )l.

The following result is proved [B3, Theorem 8.3].

Theorem 5.14. - The form B(L, M, ^M) /^ w P". Also

^ ^B(L,M,^)=T.(^)-^^.

f) Evaluation of the generalized analytic torsion forms

We now describe the main results of [B3] concerning the evaluation of the form
B(L,M,^).

Recall that the Hirzebruch polynomial A (x) is given by

(5.23) A(x)=——^—.
sinh(x/2)

Set

q(5.24) A(^, ...^^n^.)-
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In particular
q

(5.25) Td(xi, . . ., ^)=A(xi, . . ., x^e112^1.

For u > 0, x e C, set

4 /x+ ^:2+4M\ /-;c+ /FT^X
(5.26) (p(M, x)= -sinh ——v———— sinh ———v———— .

u \ 4 / \ 4 /

Then as one easily verifies in [B3, eq. (6.3)],

(5.27) (p^^A-^)

Also by [B3, eq. (8.8)], for xeC, \x\ < 2n, as M - ^ + O O ,

Definition 5.15. - For seC, 0 < Re(^) < 1/2, xeC^\x\<2n, set

(5.29) C Cy, x) = - —— f + °° ^s-1 (^ /(p) ( ,̂ )̂ ̂ .r(^) Jo \^/ /
Then C(s, x) extends to a holomorphic function of s near s=0. Set

(5.30) D(x)=^(0,x).
8s

The function D(x) is holomorphic m xeC, \x\ <2n. We identify D(x) with the
additive genus

q

(5.31) D(x^, ...,x,)=^D(x,).
i

Then Td(L)D(N) is a well defined element of P8/?®'0.
/•^

Let Td(L, M, ^M) be the Bott-Chern class in p"/?"'0 associated to the exact
sequence of holomorphic Hermitian vector bundles (5.5), which is constructed in
[BGS1, Theorem 1.29] and is such that

(5.32) ^8- Td (L, M, ̂ ) = Td (M, ^M) - Td (L, g^ Td (N, ̂ ).
2^71;
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/^
The class Td(L, M, ^M) is normalized by the fact that if the exact sequence (5.5) splits

r\^
holomorphically (and here also metrically), then Td(L, M, ̂ =0 in P®/?®'0.

The following result is proved in [B3, Theorem 8.5].

Theorem 5.16. — The following identity holds

(5.33) B (L, M, ^M) = - Td -1 (N, ̂ ) Td (L, M, ^M) + Td (L) D (N) in P^P^ °.

g) Evaluation of the function D(x)

Let ^ (s) be the Riemann zeta function. We now state the result of Bismut and
Soule which is proved in [B3, Theorem 1 of the Appendix].

Theorem 5.17. — For x e C, | x | < 2 n, then

(5.34) D(x)= ^ ('^(l)+^ l+2^ (-^ )^(-^)xn.
n ^ i \ i J ^{~n) ) n\
n odd

We recall the definition of the formal power series R (x) introduced by Gillet and
Soule [GS3].

Definition 5.18. — Let R (x) be the formal power series

(5.35) R(x)= E fZ1^2^^)^-^^
n^i \i J ^{-n) ) n\
nodd

Proposition 5.19. — The following identity of formal power series holds

(5.36) D(x)=R(x)+r(l)^(x).
A

Proof. — This simple identity immediately follows from (5.34)-(5.35) and is proved
in [B3, Remark 8.8]. D

In the sequel we will identify R(x) with the additive genus

(5.37) R(xi, . . . ,x ,)=^R(x,) .
i
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Since the genus A is multiplicative, the genus A'/A is additive. Therefore (5.36) can
be rewritten as an identity of additive genera

(5.38) D=R+P(1)^.
A
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VI - THE QUILLEN NORM OF THE CANONICAL SECTION p

a) The main Theorem.
b) A rescaled metric on E.
c) Seven intermediary results.
d) The asymptotics of the I^'s.
e) Matching the divergences.
0 A formula for Log (|| p |||2-1 ̂  ̂ ).
g) Proof of Theorem 6.1.

This Section is the heart of the paper. Its purpose is to calculate the Quillen
norm of pe^~ 1 (r|)(x) ̂ ®.

Recall that in Section 3, we constructed a closed differential 1-form P on
R * x R * , and a contour r depending on three parameters s, A, To, such that

P = 0. In Theorem 3.6, we showed that this last relation is equivalent to the
Jr

4

equation ^ 1^=0, where the I^'s depend on s, A, To. In this Section, we study each
k=l

term 1̂  separately, by making in succession A -> -t- oo (step a). To -> + oo (step P), e -> 0
(step y). At one or more of these three stages, divergences have to be subtracted off.
For every k(\ ̂  k ^ 4), the last stage (step 8) is to evaluate the final object 1̂
in terms of the quantities introduced in Sections 1, 4 and 5. We finally obtain an

4

identity ^ 1̂  = 0 which is equivalent to the formulas in Theorem 6.1 for
k=l

Log (|| p ||?-i (^^)).
To calculate the asymptotics of the Ij^'s, we use all the notation and results of

Section 1 and of Sections 3-5. We also state seven intermediary results. The proofs of
six of these results are delayed to Sections 8-13. The purpose of these intermediary
results is to calculate certain limits and also to establish some key estimates. These
estimates are intimately related to the deepest aspects of the problem which is solved
in this paper. Their main object is to handle simultaneously local cancellations in
index theory and spectral theory in very degenerate situations. Also note that, as is
best revealed in Sections 9-10, the quasi-isomorphism of Dolbeault complexes of
Theorem 1.7 plays a key role in the proof of some of these intermediary results.

We hope that the behaviour of the term 1̂  as £ -> 0 will attract the interest of
the reader. Its devilish nature is best revealed by the fact that it produces altogether
the current T(^, /^) of Section 4 and the form B(TY, TX^, ^TXIY) of Section 5. It
kept us busy for a long time.
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Section 6 is organized as follows. In a), we state the main result of this paper,
which consists of two equivalent formulas for Log(|| P^-I^)^)). In b), we again
consider the rescaled metrics on TX, ̂  . . ., ̂ , which were already constructed in
Section 3a). In c), we state seven key intermediary results. In d), we study the asympto-
tics of the I^s, each of these terms being individually studied in four steps a)-§). In e),
we verify that the divergences which were obtained in steps a)-8) effectively add up to

4

zero, and we obtain the crucial identity ^ 1^=0. In f), we obtain a first formula for
f c = i

Log (|| p ||^-i (,,)(g)^)) in terms of the current T(^, /^) and of the form
B(TY, TX|y, g"^). Finally in g), we prove Theorem 6.1 by using the evaluation
of B (TY, TX | Y, ^Tx 1 Y) of [B3] which was given in Section 5.

This Section is meant to encourage the reader to read the rest of the paper.

a) The main Theorem

Recall that the additive genus R of Gillet and Soule [GS3] was defined in
Definition 5.18.

We now state the main result of this paper, whose proof occupies Sections 6-13.

Theorem 6.1. - The following identities hold

(6.1) Log(|| p|^i^^)== - f Td(TX, ̂ T^, /^)
Jx

+ f Td-^N.^-RKTY.TXiv.^'^chCTi,^)
JY

-fTd(TY)R(N)ch(Ti),
JY

(6.1') Log(|| pik2-!^-^ - f Td(TX, ̂ T^, ̂ )
Jx

+ f Td-^N.^-RKTY.TXi^^l^ch^,^)
JY

- ( Td(TX)R(TX)ch©+ f Td(TY)R(TY)ch(ri).
Jx JY
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b) A rescaled metric on E

Definition 6.2. - For T > 0, we denote by < , \ the Hermitian product on E
associated with the metrics ^Tx, h^, /^i/T2, . . ., /^/T^ on TX, ̂  • • • . ^ m respecti-
vely. Set

(6.2) KT={^E; C^+zO^O; (8x^rT2v*)s=0}.

Let P-r be the orthogonal projection operator from E on K-r with respect to the
Hermitian product ( , \.

In Section Ie), we saw that for any T > 0, there is a canonical isomorphism of
Z-graded vector spaces

(6.3) KT^H^E.^+I;).

Let | |^),T be the metric on the line X(y inherited from the metric < , \ restricted
to K-r. Clearly, with the notation of Section Ie), we have

Ki=K;P,=P;

I k(^), i= I k(o-
For T > 0, set

(6.4) &T = {s e E; (DX + TV) s = 0}.

Let PT be the orthogonal projection operator from E on K^ with respect to the
Hermitian product < , ) = = < ( , )i on E.

By (3.2), we know that for T > 0

(6.5) T-^ (^x + v 4- y + T2 z;*) T^ = Dx + TV.

From (6.5), we deduce that

(6.6) P^T-^P^H.

The map seK^ -^ T'^^eKy is an isomorphism of Z-graded vector spaces. We thus
find that as a Z-graded vector space, fiLy is also isomorphic to H*(E, ^^i;).

Set

(6.7) D^^^.

For 1 ̂ 7 ̂  d, let D^ be the restriction of DY to Y .̂.
Let Q be the orthogonal projection operator from F on K' = Ker (D^ with respect

to the given Hermitian product on F.
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c) Seven intermediary results

Recall that o^, o^ are the Kahler forms of X, Y. Since these forms are closed,
they can be paired with characteristic classes of vector bundles on X, Y respectively.

For 0 ̂  i ̂  w, 1 ̂ y ^ d, let x(^). X(^lj) be the Euler characteristics of ^, r .̂. By
Theorems of Riemann-Roch-Hirzebruch [H] and Atiyah-Singer [AS], we know that

(6.8)
X(^)= Td(TX)ch(^),

Jx

X0l,)=f Td(TY,)ch(^.).
JY,

In the sequel, we will often use the notation

( dimYTd(TY)ch(Ti)= ^ dimY, f Td (TY,) ch (r|,),
(6.9) JY ^1 JY.

d

dim N x (r|) = ̂  dim N, x (TI,.).

We now state in Theorems 6.3 to 6.9 seven intermediary results which play an
essential role in the proof of Theorem 6.1. The proofs of Theorems 6.4-6.9 are
deferred to Sections 8-13.

Theorem 6.3. - As u -> 0, then

(6.10) Tr, [(N^ - Nn) exp (- u (DX + V)2)] = i f ODX Td (TX) ch ©
Mjx 271

+ I (dimXTdCTXWy-Td'CTXWO
Jx

-Td(TX)ch'©)+000,

TrJN^exp^^D^2)^1 f ^ Td (TY) ch (r|)
U JY 271

r
+ (dim Y Td (TY) - Td' (TY)) ch (r)) + 0 (u).

JY

Proof. - The metrics ^Tx, ^TY being Kahler, Theorem 6.3 follows from Bismut-
Gillet-Soule [BGS2, Theorem 2.16]. Note that in [BGS2], the operators D^ DY are
replaced by the operators ̂ D^ .^20^ This explains why the expressions (D^TC,
0)^471 in [BGS2] are here changed into o^/ln, o^/2n. D
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Theorem 6.4. - For any ao > 0, there exists C > 0 such that for a ̂  (Xo, T ̂  1,

(6.11) TrJNHexp(-a(DX+TV)2)]- ldimNx(T^) ^ c

I Tr, [(N^ - NJ exp (- a (DX + TV)2)] - Tr, [N^ exp (- a (D^2)] \^-c=.
^

Theorem 6.5. - There exist c > 0, C > 0 such that for a ̂  1, T ̂  1,

(6.12) | Tr, [(N^ - Nn) exp ( - a (DX + TV)2)] - Tr, [(N^ - Nn) Pr] | ̂  c exp ( - C a)

Theorem 6.6. - There exist C > 0, ye]0, 1] such that for ue]0, I], 0 ̂  T ̂  l /u ,
then

(6.13) iTrJNnexp^O^+TV)2)]

- f Td (TX, ^Tx) (D Tr, [NH exp (- C^)] | ̂  C (u (1 + T))^.
Jx

There exists a constant C > 0 such that for ue]0, I], 0 ̂  T ̂  1

(6.14) | Tr, [NH exp (- (u Dx + TV)2)] - Tr, [NH exp (- (u D^2)] | ̂  C T.

For 1 ̂  j < d, consider the exact sequence of holomorphic Hermitian vector
bundles

(6.15) 0 ̂  TY, -> TX | ̂  -^ N, ̂  0.

We will now use the notation of Section 5, which we will apply to the exact sequence
(6.15). In particular for l ^ j < ^ d , u > 0, we construct the operator SS]^ as in
Definition 5.4. Most of the time, and following the conventions in (6.8), the subscript
j will be omitted.

Theorem 6.7. - For any T > 0, the following identity holds

(6.16) limTrjNHexpf-f^D^ ^vY^ll
u-o L \ \ u ) ) \

= f OTr,[NHexp(-^2)]ch(Ti,^).
JYJ y

Theorem 6.8. - There exist C > 0, 5e]0, 1] such that for ue]0, I], T ̂  1

(6.17) TrJNHexpf-^DX+TvY)1- ldimNx(r|)
L \ \ u / /J 2

^ c
'-rS
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Recall that the metric | |^),T on ^e line X(y was defined in Section 6b).
Theorem 6.9. — As T -^ + oo

/ I I 2 \
(6.18) Log ( I ^ F ) = dim N x (T|) Log (T)

v I IM )̂ /

-Logdp^-i^^^+E^j.

Remark 6.10. - Theorems 6.4, 6.5, 6.6, 6.7 and 6.8 are related to each other
and to results of Sections 4 and 5. In fact by Theorem 6.8, and also by Theorems 4.3
and 6.6, we know that for T > 0, as u->0, ̂ r,[^exp(-(uDX-^(^/u)\)2)] remains
uniformly bounded. Of course this also follows from Theorem 6.7. Similarly, using
Theorems 4.3, 6.6 and 6.7, we find that if 0 < T ̂  1

(6.19) f 0>TrJNHexp(-^2)]ch(Ti,^)
JY

+ f f* (Td (TX, g^)) ch (TI, g^) (Td -1)' (N, ^N) ^ CT\
JY

which also follows from Theorem 5.9. Finally, by Theorems 6.7 and 6.8, for T ̂  1

(6.20) | f 0> Tr, [NH exp (- ̂ 2)] ch (n, ̂ ) - l dim N x (TI) < c

UY 2 T

Equation (6.20) is also a consequence of Theorem 5.9 and of (6.8).

Sections 8 and 9 are devoted to the proofs of Theorems 6.4 and 6.5, Section 10
to the proof of Theorem 6.9, Section 11 to the proof of Theorem 6.6, Section 12 to
the proof of Theorem 6.7 and Section 13 to the proof of Theorem 6.8.

d) The asymptotics of the Î s

We now use the notation of Section 3d). Recall that by Theorem 3.6
4

(6.21) ^ I,°=0.
f c = i

We will study each term I?, . . ., 1̂  separately, by making in succession A ^+00,
To -^+00, £->0.
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1) The term I?

Clearly

(6.22) I? = [A Tr, [(N^ - N«) exp (- u2 (DX + To V)2)]du.
Je u

a) A-^+oo
One easily verifies that as A -> 4- oo

(6.23) I? - Tr, [(N^ - N») Pro] Log (A) -.

1\= \' Tr, [(N^ - NJ exp (- u2 (DX 4- To V)2)]du

Je M

/•+oo

+ {Tr, [(N^ - Nn) exp (- u2 (DX + To V)2)]
Ji

-Tr,[(N^-NH)Fj}^.

P) To^+q)
By Theorem 6.4, as To -> + oo

(6.24) f ' Tr, [(N^ - Nn) exp ( - u2 (DX + To V)2)]du -^
JE M

f'T^tN^expC-^CD^2)]^.
Je U

By (6.6), we find that for any T ̂  1

(6.25) Tr, [(N^ - Nn) Pr] = Tr, [(N^ - Nn) PT].

Since we have the isomorphisms of Z-graded vector bundles Ky ^ H* (E, ̂  + u), then

(6.26) Tr, [(N^ - Nn) PTJ = S (- \Y P dim H" (E, ^x + v).
pe Z

Also by Theorem 1.7, the Z-graded complexes (E, ^x + v) and (F, ^Y) are quasi-
isomorphic. Therefore for p e Z

(6.27) dim H^ (E, ^x + z;) = dim H^ (Y, T|).
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Recall that Q is the orthogonal projection operator from F on K^Ke^D^. By
Hodge Theory

(6.28) TrJN^Q]= ^ (-l)^dimI-P(Y,Ti).
pe 1

From (6.26)-(6.28), we deduce that for T ̂  1

(6.29) Tr, [(N^ - Nn) I\] = Tr, [N^ Q].

By Theorem 6.5, we find that there exist c > 0, C > 0 such that for u $? 1, To ^ 1

(6.30) iTr^KN^-N^exp^M^+ToV)2)]

- Tr, [(N^ - Nn) Fro] I ^ c exp (- C u2).

Using Theorem 6.4, (6.29), (6.30) and the dominated convergence Theorem, we find
that as To -> + oo

f+°0

(6-31) {TrJ(N^-NH)exp(-M2(DX+ToV)2)]-Tr,[(N^-NH)PTJ}m<

-li u

-^ f^ {TrJN^exp^^D^-TrJN^Q]}^.
Ji u

From (6.23), (6.24), (6.31), we see that as To -r + oo

(6.32) l^li= rTr^exp^^D^2)]^
Je U

r+oo ,
+ {Tr, [N^ exp (- u2 (D^2)] - Tr, [N^ Q]} du.

J i u

y) s-^0
Using Theorem 6.3, we find easily that as £ -^ 0

(6.33) I ^ + 1 f ^Td(TY)ch(Ti)fl-4)
2 JY 27C \ E2/

4- (dim Y Td (TY) - Td7 (TY)) ch (r|) Log (s)
JY

-I^f l{Tr,[N^exp(-^(DY)2)]- l f ^Td(TY)ch(Ti)
Jo I U1 JY 27T

- f (dimYTd(TY)-Td'(TY))ch(r|)l^
JY J u
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+ f + °° {Tr, [N^ exp (- u2 (D^2)] - Tr, [N^ Q]} du.
Ji u

+ f + °° {Tr, [N^ exp (- u2 (D^2)] - Tr, [N^ Q]} ̂
Ji u

8) Evaluation of 1^
Set Q-L=I-Q. The analogue of formula (1.41) for Q^(s) is

(6.34) 6^ (.) = - Tr, [N^ [(^Y + ̂ )2] -s Q1].

Theorem 6.11. — The following identity holds

(6.35) I?= - 1 {^(0)- f ^Td(TY)ch(Ti)T 3 = _ i W ^ r ^
JY2 i 8s JY 2 TT

- r7 (1) f f (dim Y Td (TY) - Td/ (TY)) ch (ri) - Tr, [N^ Q])l.
\JY /J

Proof. — For 5' € C, Re (5') > sup (dim Y^), then
i < j ̂  d

1 r'^00
(6.36) e^(^)= - —— u8-1 {TrJN^exp(-^(DY)2)]-TrJN^Q]}^.r(-y) Jo
So (6.35) is now a trivial consequence of (6.33), Theorem 6.3 and (6.36). D

2) The term \°,
The term 1̂  is given by

(6.37) 1°, = [To Tr, [NH exp (- A2 (DX + TV)2)]crr.
Ji x

a) A^+ oo
Clearly

FTo ,/T

(6.38) I^li= TrJNHPT]—.
Ji 1

P) TQ^+CX)
By making a -> + oo in Theorem 6.4, we find that for T ̂  1

(6.39) TrJNHPT]-IdimNx(r|) ^ - c .

From (6.38), (6.39), we deduce that as To -> + oo
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(6.40) Ii - J dim N / (TI) Log (To) ̂

F + 00 1 ^/T

I|= (Tr,[NH?T]- -dimNx(Tl))—
Ji 2 T

Y) £^0
Ij remains constant and equal to I|.
5) Evaluation of I|
Let I k^oi)®?^) be the metric on the line ^(rOOOX^) which is the tensor

product of the metrics [ |^,-i^) and [ [ .̂
Theorem 6.12. - The following identity holds

(6.41) Ij=-JLog(|p|?-i^^^).

P^o/. - For To ^ 1, set

(6.42) I^= p TrJNHPr]^ - ldimNx(T^)Log(To).
Ji 1 2

Clearly as To -^ + oo

(6.43) IJ.To-^.

Using (6.6), we find that

(6.44) I^o = P Tr, [NH PT] dL - l dim N x (TI) Log (To).
Ji 1 2

By Hodge Theory, the map seK^ -^P^seK^ is the canonical isomorphism of
KI with Kj. (where these two finite dimensional Z-graded vector spaces are themselves
identified with H*(E, S^u)). In particular, i f ^ e K i , l < T < T , then

(6.45) PT^=PT-PT^.

Using (6.45), we find that if^eK^, 5'eKi, we get

(6.46) ^<PT5' P^'^^ <(^:PT'' PT'' X

+<(PT^^PT^')^-|<NHPT^PT^'>T.
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Since P?=PT, thenT-i-T,

(6.47) 8plp^8pl=9pl.
5T 5T 5T

From (6.47), we find that (5P.r/5T) maps Ky into its orthogonal K^ with respect to
the Hermitian product < , \. We thus rewrite (6.46) in the form

(6.48) ^^ ̂ '^ - I<NHPT^ PT^'>T.

Using (6.48), we deduce easily that

(6.49) - Log ( \-^ } = 2 Tr, [NH PT].
8T \ I l?;w / T

From (6.44), (6.49), we get

1. ( \ !J(E).Tn\ 1(6.50) I j . - L o g ( I ^^^-^dimNx^Logao).
2 \ K(i) / 2

I>.(O.TQ

IM^) -

Using Theorem 6.9 and (6.43), (6.50), we get (6.41). Our Theorem is proved. D

3) The term 1̂
We have the identity

'A

(6.51) I^= - F Tr, [(Nv - Nn) exp (- u2 (DX + V)2)]du
uJe

a) A-^-hoo
Clearly, as A -^ + oo

(6.52) 1°, + Tr, [(N^ - Nn) P] Log (A) ̂
r^

n=l=- rTrJO^-N^exp^M^+V)2)]^
JE M

- f + °° {Tr, [(N^ - Nn) exp (- u2 (D^ + V)2]
Ji

-TU(N^-NH)P]}^.
M

P) TQ^+(X)

The term 1^ remains constant and equal to Ij.
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Y) S^O

By Theorem 6.3, we find that as s -»0, then

'f^TdTOch^fl-l)(6.53) I| + l f rax Td (TX) ch (0 ( 1 - l)
2 J x 27i \s2 /2Jx 27i \s2 /

- [ (dimXTd(TX)ch©-Td'(TX)ch©
Jx

-Td(TX)ch'©)Log(e)^

3 = - H Tr, [(N^ - Nn) exp (- u2 (DX + V)2)]13 = - H Tr, [(N^ - Nn) exp (- u2 (DX + V)2)]
Jo IJ o

-i- \ G)-^Td(^X)ch(1:,)-\ (dimXTd(TX)ch(O
u2 Jx 2n Jx
i r ^

M 2 Jx2 l l

- Td' (TX) ch © - Td (TX) ch' ©)]• du

} u

- f + co {Tr, [(N^ - Nn) exp (- u2 ̂  + V)2)] - Tr, [(N^ - Nn) P]} ̂ .
Ji u

5) Evaluation of 13
Recall that the function ̂ (s) was defined in equation (1.49).
Theorem 6.13. — The following identity holds

. 3_ l f ^_ f CO^(6.54) i j -^- l (O)- —Td(TX)ch©
2 (. 35 Jx 27i

-r'(l) (dimXTd(TX)ch©-Td'(TX)ch(^)

- Td (TX) ch' (0) - Tr, [(N^ - Nn) P]U

Proof. — By using Theorem 6.3 and the analogue of (6.36) for (^(.s), we obtain
(6.54). D.

4) The term 1^

We have the identity

(6.55) I^-PTrJNHexp^s^+TV)2)]^.
Ji T
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a) A-»+ oo
1̂  remains constant and equal to 1 .̂
P) To-^+00
Using Theorem 6.4, we find that as To -> + oo

(6.56) I^+ idimNx(Ti)Log(To) ̂

I^=- [+00 {TrJNHexp(-(eDX+eTV)2)]- ldimNx(T^)l^^.
Ji I 2 J T

y) 8^0
We are finally reaching the problem at its heart. Set

(6.57) J?= - F TrJNHexp^eD^TV)2)]^,
Je 1

r1 r / / T ^"i/rr
^-{T,[N».xp(-(eD'..Iv))]f,

r+w r r / / ^ \2\-i 1 -) rp
^=-j^ ^Tr^NHexp^-^D^-^vj jj-jdimNx^)^.

Clearly

(6.58) I^=J?+J^-dimNx(Tl)Log(£).

1. The term]0^
We have the identity

^ 59) J? = - f ' {Tr, [NH exp (- (e Dx + TV)2)] - Tr, [NH exp (- (e D^2)]} dT

+TrJNHexp(-(eDX)2)]Log(e).

Let D^ be the restriction of Dx to E;. The McKean-Singer formula for x (^)
[MKS] asserts that for any s > 0

(6.60) x^-TrJexp^eD^)2)].

Therefore
m

(6.61) Tr^HexpC-CeD^^^C- l)'/x(^,).
0
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Using (4.4) and (6.8), we get

(6.62) TrJNnexp^eD^2)^ f Td(TX)ch'©.
Jx

We now use again Theorem 6.6, which guarantees that the integrand in the
integral in the right-hand side of (6.59) has a limit as e-^0, and also that the
dominated convergence theorem can be used in the integral. Combining this with
(6.62), we find that as e -> 0

(6.63) J? - F Td (TX) ch- ® Log (s) ̂
Jo

J{=- F {[ Td(TX,gTX)(&TrJNH(exp(-C?2)-exp(-C^))]l'r^.
Jo Ux J T

•i

J o ux

2. The term J^
We here make the crucial step of writing J^ in the form

J9=- f Jrr ^^L,pYr/-/pnx- Tr1 f r / / T vxn
J^=- TrjNnexp - CD^IV

Je I L \ \ e / /J

(6.64) - f Td (TX, ^Tx) <D Tr, [NH exp (- C^)]} (n-
Jx J T
ri/e f r -) ^

- \\ Td(TX, gTX)$TrJNHexp(-C?2)] \a-.
Ji Ux J T

By Theorem 6.6, there exist C > 0, ye]0, 1] such that for 0 < s ̂  T ̂  1

r / / T ^"i
(6.65) TrjNnexp - eD^-V

L \ \ e 7 /J

- f Td(TX,gTX)OTrJNHexp(-C^2)]
Jx

^co^^
^C(2T)\

We now combine Theorems 4.3, 5.9, 6.7 and the inequality (6.65), which guarantees
that we can use the dominated convergence Theorem in the first integral in the right-
hand side of (6.64). We thus find that as s -> 0

(6.66) J^ + f f* (Td (TX)) (Td -1)' (N) ch (ri) Log (s) -^
JY
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Ji=-f r^TrJNnexpC-^)]
JY Jo

+^*(Td(TX, ̂ (Td-^N, ^N)} ̂ chOi, ̂ )

F+oo C F
- ^ Td (TX, ̂ x) <D Tr, [NH exp (- C2^)]

Ji Ux

+ J .* (Td (TX, ̂ Tx)) (Td -1)7 (N, ̂ N) ch (11, g^)l ̂ r.

Of course Theorems 4.3 and 5.9 guarantee that the integrals in the right-hand side
of (6.66) make sense.

3. The term J^

Using Theorems 6.7, 6.8 and the dominated convergence Theorem, we find that
as £ ->0

p+oo r/ r
(6.67) J°^Ji= - <I>TrJNHexp(-^2)]

Ji (AJv

chOi^-jdimNx^l^1.

By Theorem 5.5 and by the index formula (6.8), we can rewrite J^ in the form

Ji= - f fT" {<&TrJNHexp(-^2)]
(6.68) J Y W 1 (-

- ^ dim N Td (TY, g^)} dl \ ch (n, ̂ ).

4. TAe asympotics of\\

By using (6.58), (6.63), (6.66), (6.68), we find that as e -^ 0

I^+LiimNx(TO- f Td(TX)ch'©
(6.69) l Jx

+ f i* (Td (TX)) (Td -1)' (N) ch (TI)I Log (e) ̂
•'Y J
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I! = - f' { f Td (TX, ^Tx) $ Tr, [NH (exp (- C^) - exp (- C^))]l dT

Jo Ux J T
F+oo rp

- \\ TdCT^ ^OTrJNHexp^C^)]
Ji Ux

+ f i* (Td (TX, ̂ Tx)) (Td -1)' (N, ̂ N) ch (^, ̂ )l dl

JY J T

- f f1 {<DTr,[NHexp(-^2)]
JY Jo

+ f* (Td (TX, g^)) (Td -1)7 (N, ^N)} ̂  ch (^ ^)

r r'^00 f̂TrJNHexp(-^2)]
JY Ji l

- jdimNTd(TY, ̂ l^ch^, ̂ ).

8) Evaluation of 1̂
We now use the notation of Sections 4 and 5.

Theorem 6.14. — The following identity holds

I^-^fTdaX^^T^,^)
2 Ux

(6.70) + f B (TY, TX | ̂  g^ I v) ch (T^ ̂ )
JY

+rWf Td(TX)ch /(y- ldimNx(r|))l.
\Jx 2 /J

Proo/: - By using formulas (4.12) for T(^, ^), (5.21) for B(TY, TXly, g^^)
and (6.69) for 1̂  and also formula (6.8), we get (6.70). D

e) Matching the divergences

We now obtain the key identity which leads to the proof of Theorem 6.1.
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Theorem 6.15. — The following identity holds
4

(6.71) S 1^0.
k=l

4

Proof. — Recall that ^ 1̂  = 0. The sum of the diverging terms which have been
f c = i

added at the three steps A-^+oo, To ->- 4- oo, 8-^0 is then tautologically zero. The
identity (6.71) then follows.

We will here directly verify that these diverging terms add up to zero. We will
thus check that our previous calculations are correct. Also we will establish identities
which will be useful when proving Theorem 6.16.
a) A-»4-oo

By formulas (6.23), (6.52), which concern I?, 1 ,̂ we must analyse the diverging
term

(6.72) (- Tr, [(N^ - Nn) P^} + Tr, [(N^ - N«) P]) Log (A).

Recall that P=Pi. Using (6.25), (6.29), we find that (6.72) is exactly zero.
Therefore

4

(6.73) ^ I;=0.
k=l

P) TQ ^+00

By formulas (6.40), (6.56), which refer to \\, \\., we get the diverging terms

(6.74) ( - 1 dim N / (r|) + l dim N x (TI)) Log (To):= 0.

From (6.73), (6.74) we find that
4

(6.75) S Ij=0.
f e = l

y) s-^0
We get a first sort of terms in formulas (6.33) and (6.53) concerning 1 ,̂ 1^,

(6.76) Uf ^Td^^ch^-f ^Td^^ch^lfl-^V
2 [JY 27C Jx 271 j \ E2/
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Now the form (e^ is closed. Since ^co^co^ using (4.13), it is clear that

f ^TdCTXW^f ^TdCTYWTi).
/ ' X f* Y

(6.77) "Td(TX)ch©= ^-TdCTYWTi).
Jx 27i JY 27iJx 271 JY 271

So (6.76) is exactly zero.
Also by equations (6.33), (6.53), (6.69) which concern 1^, Ij, 1 ,̂ we get the

diverging terms

(6.78) ^ l (dimYTd(TY)-Td'(TY))ch(ri)- f (dimXTd(TX)ch(O

- Td' (TX) ch (^ - Td (TX) ch' ©) + dim N x (r|)

- [ Td(TX)ch'©+ f ^(TdCrX^Crd-^NWroll^s).
Jx JY J

For 1 ̂  j ̂  d, we have the identity

(6.79) dimY^+dimN;=dimX.

Using formulas (6.8), (6.9) we find that

(6.80) | dimYTd(TY)ch(r|)+dimNx(r|)
JY

d

=^(dimY,+dimN,)x(TV>
i

d

= dim X ̂  / (r|̂ .) = dim X ̂  (n).
i

Also x©=XOl). Using (6.8) and (6.80), we find that

(6.81) I dimYTd(TY)ch(r|)- [ dim X Td (TX) ch (Q + dim N x (r|) = 0.
JY Jx

By (4.13), we get

(6.82) | Td' (TX) ch (^ = f ;•* (Td' (TX)) Td -1 (N) ch (r|).
Jx JY

We have the identities in H* (Y)

(6.83) Td(TXJY)=Td(TY)Td(N),
Td' (TX | y) = Td' (TY) Td (N) + Td (TY) Td' (N),
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(Td-^N)^-1^^.
Td^N)

From (6.82), (6.83), we deduce that

(6.84) | Td' (TX) ch (i;) + [ { ( • * (Td (TX)) (Td -1)' (N) - Td' (TY)} ch (n) = 0.
Jx JY

By (6.81), (6.84), (6.78) is exactly zero. We thus obtain (6.71). D

f) A formula for Log(|| p\^-i^^^)

We now obtain an explicit expression for Log(|| p ||?-i (^)gij:^)).
Recall that A (x) = (x/2)/sinh (x/2). As in Section 5g), we identify the function

A'/A (x) with the corresponding additive genus.
Theorem 6.16. — The following identity holds

(6.85) Logdipll,2-!^^ - f Td(TX, g^T^, ^)
Jx

- fBCTY^TXi^^ ' ^ch^^ )
JY

+r(l) f Td(TY)^(N)ch(Ti).
JY A

4

Proof. - By Theorem 6.15, we know ^ 1^=0. Using Theorems 6.11, 6.12,
f c = = i

6.13, 6.14, we find that

.anY ^SX /*
(6.86) -Log(| pl,2-!^^))- -'L(0)+ -^(0)- Td(TX, g^T^, ^)

0^ 0^ Jx

- fB(TY,TX|Y,^T X lY)ch(T^,^)
JY

+ f "YTd(TY)ch(T^)-f ?XTd(TX)ch(y
JY 271 Jx 271

+ r' (1) { I (dim Y Td (TY) - Td' (TY)) ch (r|)
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c
- Tr, [N^ Q] + (- dim X Td (TX) ch © + Td' (TX) ch (^

Jx
+ Td (TX) ch' (0) + Tr, [(Ny - Nn) P]

-fTdCrX^h'^+^dimNxOl)}- f TdCT^ch'^+^dimNxCTl^O.
Jx 2 JJx ^ J

By (1.42), (1.50),
anY ^SX

(6.87) Log(|p|^l(,^^)+^(0)-^(0)=Log(||p||^l^^-^).

We now use identities (6.25), (6.29), (6.77), (6.81), (6.82), (6.83), (6.86), (6.87), and we get

(6.88) Log(|| p||?-i(,,,̂ )= - f Td(X, ̂ T^, ̂ )
Jx

-f BCrY.TXiY.^lY)
JY

+?(!){[ Td(TY)Td/(N)ch(1^)-ldimNx(r|)l.
UY Td 2 J

Since the Todd genus is multiplicative, the genus Td'/Td is additive. Moreover
TdO^AQc^.andso

(6.89) ^W-^4-

Therefore

(6.90) T(r (N) = A^ (N) + i dim N.
Td A 2

Using (6.8), (6.90), we find that

(6.91) f TdTO'^NW^-^dimNxOl)
JY Td 2

^fTdTO^NWTi).
JY A

From (6.88), (6.91), we get (6.85). D
We now will use the results of Bismut [B3] to give a more explicit formula for

LogdIpH,2-!^^^)).
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y^/

Recall that Td(TY, TX|v, ^IY) is the Bott-Chern class in P^p^0 associated
to the Todd genus Td and the exact sequence of holomorphic Hermitian vector bundles
O-^TY-)-TX|Y-^N-)-O. Also the additive genus D was defined in Section 5g).

Theorem 6.17. - The following identity holds

(6.92) Logdipll,2-!^^^)^- f Td(X^TX)T(^)
Jx

+ f Td -1 (N, ̂ ) fd (TY, TX | ̂  g^ I Y) ch (^ g^)
JY

- f Td(TY)fD-^7(l)A^)(N)ch(T^).
JY \ A /

Proof. - The form ch(r|, g^) lies in PY and is 9 and 3 closed. Therefore it can
be paired with elements of P^P^ °. Using Theorem 5.16, we find that

(6.93) f B (TY, TX | ̂  g^ I Y) ch (^ ^)
JY

=- f Td-^N.^Td^Y.TXi^^lv)^^^)
JY

+ | Td(TY)ch(r|)D(N).
JY

Equation (6.92) follows from (6.85) and (6.93). D

g) Proof of Theorem 6.1

The identity (6.1) immediately follows from Proposition 5.19 and Theorem 6.17.
Also we have the identity in H* (Y)

f-Tdcrx)
(6.94) v ' Td(N) '

R (N) = i* R (TX) - R (TY).

Using Theorem 4.7 and (6.94), we get

f
(6.95) Td(TY)R(N)ch(Ti)

JY
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r r= Td(TX)R(TX)ch(y- Td (TY) R (TY) ch (r}).
Jx JY

So (6.1') follows from (6.1) and from (6.95). The proof of Theorem 6.1 is
completed. D

Remark 6.18. - Take a > 0. Assume that in formulas (1.41), (1.49), and in their
analogues on Y, the operators ^x, (F are replaced by the operators /o^, /a^. Let
|[ lk(^),a' || ||)i(i),o' I I Ik"1^)®^!;),'' ^e ^le corresponding Quillen metrics on the lines
X®, X(n), X-1 (ri) ® X(y. By redoing the calculations in (6.22), (6.95), we find that

(6.96) Log(||p||^l^^^J=Log(||p||^l(,^^)

+ ( f Td (TY) Td- (N) ch (ri) - dim N x (TI)) Log (a),
\JY Td /

(6.96') Log(||p||^l(,^^„)=Log(||p||^l(,^^)

+(! Td'(TX)ch(^- f Td'(TY)ch(Ti)

- dim X x (^ + dim (Y) x (n)^ Log (a)

Equations (6.96), (6.96') can also be obtained as a consequence of the general anomaly
formula of [BGS3, Theorem 1.23].
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VII - THE HODGE THEORY OF THE RESOLUTION OF A POINT

a) The resolution of a point in a complex vector space.
b) The Hodge theory of the complex (F, ^+ /"^T^).

As pointed out in the Introduction, the Hodge theory of the resolution of the
point {0} in a complex Hermitian vector space plays an essential, if modest, role in
our whole paper.

The purpose of this Section is in fact to recall the elementary results established
in [B3] concerning the Dolbeault resolution of the Koszul complex on a complex
Hermitian vector space V. In the next Sections, the results of this Section will be
applied to the fibres of the normal bundle N to Y in X.

In a), we describe the Koszul complex of V, and in b), we discuss the Hodge
theory of the associated Dolbeault double complex.

We use the notation of Sections la) and 5a). This Section is otherwise self-
contained.

a) The resolution of a point in a complex vector space

We use the notation of Sections la) and 5a). In particular VR is a real even
dimensional vector space. Also J is a complex structure on VR, V is the associated
complex vector space. Let n be the complex dimension ofV. Recall that if zeV, z
represents Z = z + z e V^.

Let i be the embedding {0} -> V.
In the sequel, A(V*) will be considered as a Z-graded vector bundle on V. If

zeV, let ^ be the interior multiplication operator by z. Then ^ acts on A(V*). We
now consider the holomorphic chain complex on V

Let r be the restriction map: aeA°(V*)|^} -> aeC. Then by [GrH, p. 688], we
have the exact sequence of sheaves

(7.2) 0 -^ ̂  (A" (V*)) ———^ C?y (A""' (V*)). . . ———> ̂  ̂  C -> 0,
^iz ^iz r

i. e. the complex (AV*, I ' —\ i^) resolves the sheaf ^ C.
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We can then apply the results of Sections Ib), c), d) in this situation. Let Ny,
NH be the operators which define the Z-grading on A(V*), A(V*) respectively. We
define the Z-grading on A (V*) (§) A (V*) by the operator Ny — N^.

Let r be the set of smooth sections of A (V*) (8) A (V*) over V. Then F is also
Z-graded by the operator NV—NH. Let ~Q be the standard Dolbeault operator acting
on r. If zeV, the operator ^ acts naturally on F, with the convention that if ZeV^
is written in the form Z==z+z, zeV, then at ZeV^, ^a is exactly ^(a(Z)). Both
operators ~S and /~1^ are odd and increase the total degree in Y by one. Also
3+ /— 1 ̂  is a chain map i. e.

(7.3) (S+^T^O.

As in (1.31), we extend r to a linear map from F into C. Namely, if a is a smooth
section of A^ (V*) ® A9 (V*), i f / ?+^>0 , ra=0, and if p=q=0, ra=a(0)eC.

The Dolbeault complex of {0} is simply C——>0. By [B3, Proposition 1.1], which
8W

is a special case of Theorem 1.7, the map r: (F, 3 + / — 1 ̂ ) -> (C, ^{0}) is a quasi-
isomorphism of Z-graded complexes. Therefore the cohomology of the complex
(r, 3+ / — I ^) is concentrated in degree zero, and is one dimensional.

b) The Hodge theory of the complex (F, 3+ / — I )̂

We now recall the results of [B3, Section 1] which concern the Hodge theory of
the complex (F, 3 + / - HJ.

As in Section la), we assume that V is equipped with a Hermitian product. Let
dvy (Z) be the volume form on VR. Let r° be the set of the square integrable sections
of A (V*) (§) A (V*) over VR. We equip r° with the Hermitian product

/ ^ \dimv r
(7.4) a, P-^<a, ?>= — <a, P>A(V^A(V^V

\2n/ JVR

The adjoint of the operator ^ is the operator i^=z A . Let 3* be the formal
adjoint of ~S with respect to the Hermitian product (7.4). Then 3 * — / — 1 ^ is the
formal adjoint of 3 + /— 1 ̂ . Also

(7.5) (^-y^T^O.

Recall that 9 is the Kahler form on Vg, so that if X.YeVg

(7.6) 6 (X ,Y)==<X,JY>.
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Then 6 is a (1, 1) form on V or equivalently an element of A1 (V*) ® A1 (V*), whose
total degree is zero.

Let L be the operator

(7.7) aeA(V*)®A(V*)-^La=e A aeA(V*) ®A(V*).

Let A be the adjoint of L.

Definition 7.1. - S denotes the operator in End^^ACV*) (§) A(V*))

(7.8) S=-(L+A)

Then S is a self-adjoint operator. It obviously acts on F and r°. Let e^ . . ., e^
be an orthonormal base of Vg. The Laplacian A of VR is given by

In

A=E(V,.)2

1

The operator A also acts on F.
The following result is proved in [B3, Proposition 1.4].
Proposition 7.2. - The following identities hold

^w
(7-9) /^T 2n 2 2

^^—T.^^c(Je,).^ 1

Let Cy(Vn) be the set of real smooth functions of VR which have compact
support. Let JS? be the differential operator

(7.10) ^^(-A+IZl2^^).

Then JS? is the harmonic oscillator on VR. By [G1J, Theorem 1.5.1], we know that
^ is essentially self-adjoint on C? (V^), that its closure is nonnegative and has compact
resolvent. The spectrum of JS? is the set of nonnegative integers N and the kernel of
J5? is one-dimensional and is spanned by the function exp(- (| Z \2/2)).

Let To be the set of C°° sections of A (V*) (§) A (V*) with compact support. Clearly

(7.11) Fo = C? (V,) (g) (A (V*) ® A (V*)).

Also oS? acts as the operator JS? (x) 1 on TQ. By Proposition 7.2, we have the identity

(7.12) (^+/^,+3*-/^,*)2=^+S+^
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Therefore the operator (3+/- - l^+3*- / -n*) 2 is essentially self-adjoint on Fo,
its closure is nonegative and has compact resolvent.

By definition, the form exp (6) is given by
n ndimV

(7.13) exp(e)=l+-+. . .+——-.
I! (dimV)!

Since 6 has total degree zero, exp (6) also has total degree zero.
Proposition 7.3. — The lowest eigenvalue of the self-adjoint operator

S e End (A (V*) (§) A (V*)) is equal to — n, and the corresponding eigenspace is spanned
by the form exp (6). Also

(7.14) ^(e^v.^Atv^"^

Proof. - Proposition 7.3 follows from [B3, Proposition 1.5], and [B3, eq. (1.25)
and (1.31)]. D

Theorem 7 . 4 . — Let P e r° be given by

(7.15) p^exp^e-i^V

Then P has total degree zero, and also
/ i \dimV r-

(7.16) — <P,P>^V.)®A(V.)^V=I.
\ 2 n / JVR

Moreover P spans the one-dimensional kernel of the operator

li^-^i!)2.

Finally

(7.17)

10P=0,
(3*-,/^T^)p=o,

<(N^)M>-<(N,-j)M>=0.

Proof. - Theorem 7.4 is proved in [B3, Theorem 1.6]. The fact that P spans the
kernel of (3 4- / — \ i - +3*— / — I f * ) 2 can also be derived from the considerations\ -^ z ^ z /
which follow Proposition 7.2 and from Proposition 7.3. Moreover (7.15) is a conse-
quence of (7.14) and of the trivial

(7.18) f exp^^l)2^^10^ D
JVR
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Remark 7.5.- Since P has total degree zero, then

(7.19) (NV-NH)P=O.

So (7.19) is compatible with the last identity in (7.17).
Remark 7.6. - As pointed in [B3, Section Id)], the L^ cohomology of the

complex (r°, 3+^/^T^) is concentrated in degree zero and H°(r°, ̂ /^T^) is
spanned by p. Also observe that

(7.20) r p = l .

Since (3+^/~ 1 ̂ )P=0, P is a representative of the element in H°(r, ~8+
which correspond to leC via the quasi-isomorphism r: (F, 3+/ : rT^)->(C, 7)^).
The form P is in fact the unique harmonic representative in r° of the corresponding
cohomology class.

Observe that with the notation of Section 5a)

(7.21) ^T(^-^)= V - ( j z ) .

Let D be the operator

(7.22) D=3+3*.

We then have the identity

(7.23) 3+/^,+3*-/^T^=D+ v^-^JZ).
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VIII - A TAYLOR EXPANSION OF THE OPERATOR
D^TVNEARY

a) Assumptions and notation.
b) The main Theorems.
c) The Dirac operators Dx and D^
d) The canonical exact sequence on Y.
e) A coordinate system on X near Y.
f) A splitting of ^ near Y.

g) A trivialization ofA^*^' ^X) (§) ^ along geodesies normal to Y.
h) A Taylor expansion of the operator Dx + TV near Y.
i) The projection of the operator D" + M + (1/2) ̂ | ̂  V (y).

The purpose of the next two sections is to prove Theorems 6.4 and 6.5. In fact
we state in Theorems 8.2 and 8.3 two very general results, from which Theorems 6.4
and 6.5 immediately follow.

Let L be a smooth section of End^" (A (T*^'1) X) ® ^). Theorem 8.2 states that
for oco > 0, a ̂  (XQ, as T -> + oo, TrJLexp^o^D^TV)2)] converges uniformly to a
limit which can expressed in terms of the operator DY == ̂ Y -h ~S^ on Y. Theorem 8.3
is concerned with the determination of a uniform rate of convergence in T ̂  1 of
TrJLexp^o^D^TV)2)] as a ->+oo. This last problem will be extensively dealt
with in Section 9.

The proof of Theorem 8.2 is also delayed to Section 9. Still it relies heavily on
the constructions of this Section, which consist of:

• The identification of a tubular neighborhood of Y in X with an open set in
the total space of the normal bundle N to Y in X, by using geodesic coordinates
normal to Y.

• The construction of an orthogonal splitting ^=^ @^~ of ^ near Y, which
preserves the Z-grading of ^, which is stable under the action of V, and is such that
^~ |Y=H(^, v). The construction of this splitting is taken from [B2].

• A trivialization of AtT*^' ^X) (§) ^ near Y along geodesies normal to Y.
• The determination of the asymptotic expansion of the operator Dx + TV in the

considered trivialization when T -> + oo under the change of variables in the normal
bundle N, Z ̂  Z/ /T.

• The explicitation of remarkable algebraic properties of the asymptotic expansion
of the operator Dx + TV, in which the harmonic oscillator considered in Section 7
and its kernel, which is spanned by P, play a key role. These algebraic considerations
will ultimately explain why the limit as T -> +00 of TrJLexp^o^D^TV)2)] can



COMPLEX IMMERSIONS AND QUILLEN METRICS 81

be evaluated in terms of the operator D^ Here the Kahler condition on the metric
^Tx plays an essential role.

This Section is organized as follows. In a), we give our main assumptions and
notation. In b), we state the two main results of Sections 8 and 9, and we derive
Theorems 6.4 and 6.5 from them. In c), we express the operators Dx and DY as
standard Dirac operators in the sense of Atiyah-Bott-Patodi [ABoP]. In d), we
construct the holomorphic Hermitian connections on the vector bundles of the exact
sequence 0 -> TY -> TX |y -> N -> 0. In e), we construct the global normal geodesic
coordinate system on X near Y. In f), we describe the splitting ^ = ^ ® ^ ~ o f ^
near Y. In g), we construct a trivialization ofACT*^' ^X) ® ^ near Y. In h), we obtain
the Taylor expansion of the rescaled Dirac operator Dx + TV near Y in the essential
Theorem 8.18. Finally in i), we give remarkable algebraic properties of this Taylor
expansion in Theorem 8.21.

The results of this Section will be used in Sections 9, 10 and 13. The splitting
^=^ © ^~ will reappear until Section 13.

a) Assumptions and notation

We make the same assumptions and we use the same notation as in Sections 1-6.
When vector bundles have been canonically identified, we now consider them as being
equal.

Recall that H (^, v) is the Z-graded holomorphic vector bundle on Y, which is
the homology of the complex (i;, v) [y. To make our notation simpler, we will write H
instead ofH(^, v). By equation (1.57)

(8.1) H={/e^;z;/=0;^/=0}.

Then H inherits its Hermitian metric A" from the metric h^ on ^.
Also by equation (1.56), we know that

(8.2) H=AN*®T|.

By assumption (A) in Section If), (8.2) is an identification of holomorphic Z-graded
Hermitian vector bundles on Y.

Recall that N is identified with the orthogonal bundle to TY in TX \y. We thus
have the identification of C00 vector bundles on Y

(8.3) TX|Y=TY©N.

From (8.3), we deduce the identification of C°° vector bundles

(8.4) A(T* (0•1)X)|Y=A(T* (0•1)Y)®A(N*).
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Using (8.2), (8.4), we find that A (N*) (§) A (N*) (g) T| is now a subvector bundle of
(A(T*«^)X)®O|Y.

For ^eY, let Qy denote the Kahler form of the fiber N^y. If J is the complex
structure of NR, if Z, Z7 e N^ y, then

9(Z,Z 7 )=<Z,JZ / >.

Also 9 e A1 (N*) ® A1 (N*). Similarly exp (6) e A (N*) ® A (N*).

Definition 8 .1 .— Let (p denote the linear map

(8.5) (p:^eA(T*<o' l>Y)(g)n-'?l^lEA(T*<o• l>X)|^®H.

Using (7.14), we find that (p is norm preserving.
Let q be the orthogonal projection from (AfT*^* ̂ X) (§) ^) jy on the image of (p.

b) The main Theorems

Let L be a smooth section of End^^ACT*^ ^X) ® ^) over X. Let L jy be the
restriction of L to Y.

Set

(8.6) L^cp-^Llv^cp.

Then L9 is a smooth section of End^^ACT*^' ^Y) ® T|).
We now state the two essential results of this section.

Theorem 8.2. - For any (XQ > 0, there exists C > 0 such that for a ̂  ao, T ̂  1

(8.7) | Tr [L exp (- a (DX + TV)2)] - Tr [L9 exp (- a (D^2)] \^-c=.

Theorem 8.3. — There exist constants c > 0, C > 0 such that for any a ̂  1, T ̂  1

(8.8) | Tr [L exp (- a (DX + TV)2)] - Tr [LI\] | ̂  c exp (- C a).

Before we proceed, let us show how to deduce Theorems 6.4 and 6.5 from
Theorems 8.2 and 8.3.

Proof of Theorem 6.4. — The proof of Theorem 6.4 relies on the following
simple result.
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Propositions. 4. - The following identities hold

(8.9) N ĵdimN,

(N^-N^N^.

Proof. - If aeACT*^ ^Y) 00 T|, since T| is identified with Ho, we get

(8 10) NH(^exp(9)) ^ ^NHCxp(9)
' ^(dimN)/2 ^(dimN)/2 '

Now by the last equation in (7.17), or by a direct computation, we find that

r ^ i n /NHexp(9) _exp(9 ) \_ l
(0•11) \ 2<dimN)/2 ' 2(d i m N)/2 /~2

From (8.11), we get the first line of (8.9). Similarly

(8.12) (N^ - Nn) (a exp (9)) = (N^ a) exp (9) + a (N^ - Nn) exp (9).

As pointed out after equation (7.13), exp (9) is of total degree zero in
A(N*)®A(N*), i.e.

(8.13) (N^-NH)exp(9)=9.

The second line of (8.9) follows from (8.12), (8.13). D
Theorem 6.4 follows from Theorem 8.2 and from Proposition 8.4. In fact, in

Theorem 8.2, since 9 is even, q commutes with the involution defining the Z^-grading
on AOr^^X)^. Therefore we can replace the traces Tr by supertraces Tr^. The
second line of (6.11) is now obvious. Also by the McKean-Singer formula [MKS], for
1 ^ 7 < r f , a > 9 ,

(8.14) x 01,) = Tr, [exp (- a (D^)2)].

The first line of (6.11) trivially follows from Theorem 8.2, Proposition 8.4 and
equation (8.14). D

Proof of Theorem 6.5. - Let T be the involution defining the Z^-grading on
A (T*(0'1) X) ® ^. Theorem 6.5 follows from Theorem 8.3, with L = T (N^ - Nn).

c) The Dirac operators Dx and DY

Let V^ (resp. V^) be the holomorphic Hermitian connection on TX (resp. TY).
Since the metric g^ (resp. g^) is Kahler, V^ (resp. V^) induces on TgX (resp. TgY)
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the corresponding Levi-Civita connection. Then V™ (resp. VTY) induces a unitary
connection on AfT*^ ^X) (resp. AfT*^' ^Y)) which we still note V™ (resp. V^).

Let Vx (resp. V^ be the unitary connection on AfT*^ ^X) ® ^
(resp. A (T^'^Y)®^)

(8.15) V^V^^ l+ l®^
(resp.
(8.15') V^V^l+^V11).

We now use the notation of Section 5a). If VeT^X, c(U) acts as an odd operator
on ACT^0' ^X). Also c(U) acts as c(U) (§) 1 on ACT*^ ^X) ® ^.

Proposition 8.5. - Let e^ . . ., ^< fr^P- ^i, . . ., ^r) ^ ̂  orthonormal base
0/TgX (resp.TnY). TACT the following identity holds

(8.16) D^^V^

(r^T?.
2r

(8.167) D^^ ^Vj').
i ^/2 el

Proof. - Since the metric ^Tx (resp. ^TY) is Kahler, (8.16) (resp. (8.167)) follows
from [Hi, p. 13].

d) The canonical exact sequence on Y

We now consider the exact sequence of holomorphic Hermitian vector bundles

O^TY-^TXly-^N-^0 .

Recall that N is identified with the orthogonal bundle to TY in TXJY. Let P^,
P^ be the orthogonal projection operators from TX |y on TY, N respectively.

The restriction of V^ to TX [y is exactly the holomorphic Hermitian connection
V^IY on TXJY. Let V^ be the holomorphic Hermitian connection on N.

Propositions. 6. - The following identities hold

V7TY^pTYr7TX|Y

(S 17) 9

v^ p^^v^^.
Proof. - Proposition 8.6 is proved in [K, Propositions 6.4 and 6.6]. D
We now use the notation of Section 5b).
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Definition 8.7.- Let Q^ 'Y = V^ ® V1^ be the connection on TX |y which is the
direct sum of the connections V^ and V^. Set

(8.18) A^V^'Y-^V^'Y.

Then A is a 1-form on Y which takes values in skew-adjoint endomorphisms of
TXjv which exchange TY and N. Actually A defines the second fundamental form
ofY.

We now recall the definition of the mean curvature vector [KN, p. 34].

Definition 8.8. - If e^ . . ., e^. is an orthonormal base ofT^Y, set

(8.19) v- EA(^).,
ll i

Then v is a section of Ng. Of course if // = 0, v is by definition set equal to 0.

e) A coordinate system on X near Y

If y e Y, Z e NR y, let t e R -^ x^ = exp^ (t Z) e X be the geodesic in X which is such
that XQ=Y, dx/dt\^=Q=Z.

For 0 < e < 4- oo, set

(8.20) B,={ZeNR; |Z|<s}.

Since X and Y are compact, there exists EQ > 0 such that for 0 < e < EQ, the map
(y, Z) e NR -> exp^ (Z) e X is a diffeomorphism from Bg on a tubular neighborhood ̂
of Y in X. From now on, we will identify Bg with ^g. Also we will use the notation
x=(y, Z) instead ofx=exp^(Z). Finally we identify yeY with (y, 0)eNn.

Let dv^ denote the volume element of the fibers N^. Then dv^(y)dv^ (Z) is a
natural volume element on the total space of NR.

Let k (y, Z) be the smooth positive function defined on B by the equation

(8.21) dv^ (^, Z) = k (^, Z) d^ (y) dv^ (Z).

The function k has a positive lower bound on ^^0/2 • Also if yeY

(8.22) k(y)=l.

Then 9k/9Z(y) lies in N^y. We identify 8k/8Z(y) with an element of N^y by the
metric.
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Propositions. 9. - The following identity holds

c^k(8.23) ^(^)=-2(dimY)v.
8Z

Proo/. - Let R^ be the curvature of the connection V^. Take yeY, ZeNgi
Let D/D^ be the covariant differentiation operator along the geodesic t -> (y, t Z ) with
respect to the connection V^. If J is a Jacobi field associated with the geodesic
t->(y, tZ), then

T^^RTX^Z)Z=0.

To calculate the Jacobian of the map (x, Z) -> exp^ (Z), we must consider two kinds
of initial conditions:

• The initial condition

j^O^eN,.,»yDt

This corresponds to infinitesimal displacements of the geodesic t -> (y, tZ) where only
Z varies.

• The initial condition

Joe(T^Y),,

^=A(Jo)Ze(T^YV

This corresponds to infinitesimal displacements of the geodesic t->(y, tZ), where
yeY moves in the direction Jo, and ZeNg is parallel with respect to the connection V^

We then easily deduce that if e^ . . ., ̂  is an orthonormal base of (TnY)y, for
any ZeN^ y

(8.24) <(| |(Y),Z^=S<A(^)Z,^>.

Equivalently

(8.25) <^ |J 00. Z ̂  = - S < A (.,) .„ Z >.

So (8.23) follows from (8.25). D
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f) A splitting of ^ near Y

Let H1 be the orthogonal bundle to H in ^ |y. We now recall the construction in
Bismut [B2, Section 3f)] of a splitting ^=^ ® ^~ near Y which extends the splitting
^Y=HCH1 .

By (8.1), we have the identity

(8.26) H={/e^;V2/=()}.

For .yeY, let [i(y) be the smallest nonzero eigenvalue of the self-adjoint nonnegative
operator V2 (y). Since H is a smooth vector bundle on Y, the function
yeY ->^(y)eR*. is continuous. Since Y is compact, the function \x has a positive
lower bound 2 b on Y.

We may and we will assume that EQ > 0 ls small enough so that if jce^g , b is
not an eigenvalue of V2 (x).

Definition 8.10. - For 0 ̂  k < m, xe^^ ̂  (resp. ^%) denotes the direct
sum of the eigenspaces of the restriction of V2 (x) to ̂  ^ corresponding to eigenvalues
which are smaller (resp. larger) than b.

For 0 ̂  k ^ m, the ^^'s are the fibres of smooth vector subbundles ̂  of ^
over ̂ . Clearly on ̂ , for 0 ̂  k ^ m,

(8.27) ^=^©^-.

Set

(8.28) ^= © ^+; ̂ = © ^; ̂ = © ^+.
k = 0 k even k odd

In (8.27), (8.28), the various splittings are orthogonal. We equip ^+ , ^~ with the
metrics /^+, /^~ induced by the metric /^.

Then v, v* and V preserve ^+ , ^~. Let V4', V~ be the restrictions o f V t o ^ , ^ " .
We will often write V in matrix form with respect to the splitting ^=^ © ̂ ~

(8.29) V^^ ° 1.
L O V-J

Clearly by (8.26), we have the identity of Z-graded vector bundles over Y

(8.30) r |Y=H.

From (8.2), (8.30), we get

(8.31) ^- |Y=AN*(X)T| .
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The equalities in (8.30), (8.31) also identify the metrics. From (8.30), we find ^_ |y is
a Z-graded holomorphic Hermitian vector bundle on Y.

Let P^ be the orthogonal projection operator from ^ on ^+ . By (8.30), the
restriction P^~ jy ofP^~ to Y is the orthogonal projection operator P" from ^ |y on H.

Let V^ be the Hermitian connection on ̂ ±

(8.32) V^P^V^.

Proposition 8.11. — The connection z*V^ on !y~ \Y=H is exactly the holomorphic
Hermitian connection V" on H.

Proof. — This result is proved in [B2, Proposition 1.8]. D

Definition 8.12. - Let ^^V^OV^ be the connection on ^|^ =^ @^~
which is the direct sum of the connections ̂ + and V^ . Set

(8.33) B=V^-^.

Then B is a 1-form on ̂ ^ which takes values in endomorphisms ofi; which interchange
^and^- .

By Section 5a), if ZeN^, c(Z) acts on A(N*). We assume that c(Z) acts like
c(Z)®l onA(N*)®r|.

Proposition 8.13. — IfyeY, ZeN^ y, the following identity holds

(8.34) VrV-00=^/-l^(JZ).

Pr6^/. - This result is proved in [B2, Section Ic) and Section 3j)]. We reproduce
the proof for the sake of completeness.

Let V^ be an arbitrary connection on ^ near Y which preserves the Z-grading
of ^. Let r be the connection form of V7^ in a given holomorphic trivialization of the
complex (^, v) near yeY. If Ue(TnX)y, then

(8.35) V^ v (y) = 3u v (y) + [F, (U), z; (j.)].

Recall that 8^v{y) acts on Hy(^, ^)=Hy, and that this action only depends on the
image Z of U in NR y . From (8.35), we deduce that V{}v(y) acts on Hy in the same
way as 9^v(y). In particular, if ZeN^ y, we have the identity of operators acting
on Hy

(8.36) Vz^OO^z^OO.



COMPLEX IMMERSIONS AND QUILLEN METRICS 89

Now v and the connection V^ preserve ^-, and also S,~ |Y=H. From (8.35), (8.36), we
deduce that

(8.37) v|~z;oo=a^00.
I f zeNy , i fZ=z+z , using (1.56), we rewrite (8.37) in the form

(8.38) Vi-z;00=y^H,

By (5.2), (8.38) is equivalent to

(8.39) ^00=-^.

Let/, g be smooth sections of ^~ near yoeY. since v, v* act on ^~, and since the
connection ^~ is unitary, we find that

(8.40) <Vr^(^)/ ,^>==</,V|-^(^)^>.

Equivalently

(8.41) ^z~v(y)r=^~^(y).
From (8.39), (8.41), we get

Using (8.39), (8.42), we find that

(8.43) vrV-GO=——(-c(z)+c(z)),

which is equivalent to (8.34). D
We now state a simple but essential result.
Proposition 8.14. — There exists a constant C > 0 such that for any

x=(y,Z)e^^fe^then

(8.44) IVOO/I^ClZl2!/!2.

Proof. - This result is proved in [B2, Proposition 3.3]. We will here deduce
Proposition 8.14 from Proposition 8.13. Recall that ^+ and ^~ are orthogonal in ^.
Also the complex (^, v) is acyclic on X\Y. It is then clear that there is a constant
C > 0 such that if/e^, (8.44) holds.
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Take yeY, ZeN^y. We identify ̂ ^ with ^y by parallel transport with respect
to the connection V^~ along the geodesic t - > ( y , t Z ) . This identification clearly
preserves the metric. Then V~(^ ,Z) acts on ^y = (A N* (x) r|)y. Since V~ vanishes
on Y, by Taylofs formula, we get

(8.45) V-C^^rVGO+OdZl2).

From (8.45), we deduce that if/e^, then

(8.46) IV-^^/l^jlvrV^/^-OdZl4)!/!2.

We now use Proposition 8.13, and also the fact that

(8.47) {c{SZ)Y=-\Z\2.

From (8.46), (8.47) we then get

(8.48) IV-O^ZVP^f l iZp-OdZl 4v-^.^/l^Qiz^-odzl4)')!/!2.

If [ Z I is small enough, we deduce (8.44) from (8.48). Now since (^, v) is acyclic on
X\Y, V~ is invertible on ^^\Y. We thus obtain (8.44) for arbitrary
(^Z)e^,. D

g) A trivialization of A (T*^'1) X) ® ^ along geodesies normal to Y

Take x= (y, Z)e^. We will identify ̂  with ̂  by parallel transport with respect
to the connection ^ along the geodesic t->(y, tZ). Under this identification, ^
is identified to ^, and the identification preserves the metric and the Z-grading
of ^, ^± . Also if x==(y, Z)e^, V(x), V"^ (x), V~ (x) act as self-adjoint operators
on ^y, ^+, ^~ respectively.

If x = (y, Z) e ̂ ^, we identify (A (T*(0'1) X), with A (T*(0> 1) X\ by parallel trans-
port with respect to the connection V^ along the geodesic t -> {y, tZ). This identifica-
tion still preserves the metric and the Z-grading.

If x=(^, Z)e^, (ACT*^ ^X) ® 0, is identified with (A^*^' ^X) ® y,, and
this identification preserves the metric and the Z-gradings associated to the operators
N^ and NH.

h) A Taylor expansion of the operator Dx + TV near Y

Recall that n is the canonical projection N -> Y.
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^ Definition 8.15. - Take a > 0. Let E(a) (resp. E) be the set of smooth sections
of 7i* ((A (T*(0'1) X) ® i;) |y) on B, (resp. on the total space of N^).

If/, geE have compact support, set

/ i \dimx r / r \
(8.49) </,„>= 1 ( </.g>(^Z)^(Z))^).

\Z7t / JY WNB.y /

By using the construction of Section 8e), if/eE has compact support in B, , we
may and we will identify/with an element of E which has compact support in0^, .
Still observe that in (8.21), k is in general not identically equal to 1, so this identifica-
tion is not unitary with respect to the Hermitian products (1.38) and (8.49).

The holomorphic Hermitian connection VN on N induces a splitting
TN=NCT"N of the tangent space to N, where T"N is the horizontal part of TN
with respect to the connection V^ If UeTgY, let U" denote the horizontal lift of U
in TgN, so that U"eT£N, ^U"=U.

Recall that the connection "V^IY on TX|y was defined in Definition 8.7. Then
"V^IY induces a connection on ACT"^0- ^X)^, which we still denote "V^IY. Let
^'Y be the restriction of the connection ^ to ^L Let °^ be the connection on
(A(T*("-DX)^y|Y

(8.50) OV^^IY^I+I^IY.

The connection °^ lifts to a connection on ^((A^*10- ^X) (§) y|y), which we still
denote "^

Recall that B=V^-V^. I f ^ e Y , Ue(T^X),, B, (U) acts on ^ and preserves
the Z-grading^ of ^. Therefore By (U) e End"6" (y. Then c (U) By (U) acts on
(AfT^0- ^X) (g) 'Qy. In what follows, we omit the subscript y in B .

Let (?i, . . ., e^t, be an orthonormal base of T|(Y, let e^^y, . . ., e-n be an
orthonormal base of Ng.

Definition 8.16. - Let M, D", DN be the operators acting on E

M=S ^B(...),
> = i ^2

(8.51) D"= ^ c(e00^,

Clearly, D^ acts along the fibres of Ng. Let ^N be the 3 operator along the fibres
of Ng, and let '8^' be its formal adjoint with respect to the Hermitian product (8.49).
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Then one easily sees that

(8.52) D^=y+~8^.

Also one verifies that M, D", D^ are self-adjoint with respect to the Hermitian product
(8.49). It is crucial for D11 to be self-adjoint that the connection ̂ ^ preserves the
splitting TX |y = TY C N.

Using the identification of (A (T*^' ^X) ® 0^ with (A (T*^'^X) ® Oy,
we can now consider the connection Vx as a unitary connection on
TT* ((A (T*(0'1) X) (§) y jy) over B^. Similarly Dx acts on E (So).

The operator Dx is in general not self-adjoint with respect to the Hermitian
product (8.49). However in view of (8.21), klf2Dxk~l/2 acts as a self-adjoint operator
on E(eo) with respect to the Hermitian product (8.49).

For T ̂  1, let QT be a first order differential operator acting on E(£() /T).
Then Q^ can be written in the form

21' 21

(8.53) QT=E^(T^Z)°VIH+ ^ ^(T^,Z)°V^+c(T^Z),
1 2l'+l

where a; (T, y , Z), b^ (T, y, Z), c (T, y, Z) are endomorphisms of

^((A(T*(O^)X)®^)|Y)

which depend smoothly on (y, Z).
Assume there exist constants C > 0, j^eN such that for any T ^ l ,

(^Z)eB^^r,then

|^(T,^Z)|^C|Z|; 1^^2/ 7 ,
(8.54) |& , (T ,^Z) |^C |Z | 2 ;2 / / +1^^2 / ,

|c(T,^Z)|^C(|Z|+|Z|^).

We will then use the notation

(8.55) QT^OdZl^+IZl^+IZl+IZl^).

In (8.55), 8H and 9^ represent horizontal and vertical differentiation operators
respectively.

Definition 8.17. - Let T > 0. If/eE(£o), let ¥ ^ f e E ( S Q / T ) be given by

(8.56) (FT/)(^ Z)=/^, z\ (^ Z)eB^.
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Take .yeY, ZeN^y. Let D/Dt denote the covariant differentiation operator along
t -> (y, tZ) with respect to the connection V^. In the sequel, we use the notation

V|V|V(^)=f^V(^Z)) .
\Ut / t=o

So ^i Vi V (y) is a quadratic function of Z e Ng y.
The first essential result of this Section is as follows.
Theorem 8.18. — As T ->• + oo, then

¥^kll2Dxk-l'2F^l^^^D^+DH+M

+ lo(|z|2aN+|z|^H+|z|) ,
(8.57) ,

F^(y,Z)F^=V+(y)+l^^/(y)

+^^V|V(^)+^0(|Z|3).

In particular as T -> + oo,

(8.58) FT/^l/2(DX+TV)fc-l/2FTl=TV+(^)+^/T(DN+ViV(^))

+DH+M+^v|viv(^)+-^o(|z|2aN+|z|aH+|z|+|z|3).

Proof. - Since TX, ^ are identified with TT* (TX [y), TC* (^ [y) over ̂ , we can
consider V™, V^ as unitary connections on TC* (TX |y), TT* (^ Iv) over ̂  . Set

(8.59)
p^yTX_OyTX|y

r=v^-^'Y.

Now TX, ^ have been trivialized along the geodesies / -> (y, tZ) by parallel transport
with respect to the connections V^, V^. We then find that with the notation in (8.18)
(8.33), if yeY

p ==^* A
(8.60) s r

r,=B,.
We denote by ^A the action of F on TT* (AfT*^ ^X) [y).

If (^, Z)e^, Ue(TRX)y, let TUG^X)^^) be the parallel transport of U with
respect to the connection V^ along the geodesic t->(y, tZ). Take e^ . . ., e^ as in
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Definition 8.16. Using Proposition 8.5, we find that if/ieE(£o), then

21 c ( e )(8.61) Dxh(y, Z)=^ ̂ ^^(y, Z).1 v
Using (8.59), (8.61), we get

(8.62) Dx = ̂  (..) °\^ + Z ̂  ̂ A (T .,) + S ̂  r (T .,).
1 1 V2 1 V2

Let >'=(^1, . . ., y1) be holomorphic system of coordinates on a neighborhood
i^ o( Yo in Y. We assume that Ng is trivialized over 'f so that

TC-^y^'rxR2".

Set TT = B^ n it"1 ('T). The map (>', Z) 61T ̂  expy (Z) e X identifies 'W with an open
neighborhood of y in X, on which Tg X splits into

(8.63) TuX^R^'OR2"..

Of course R2'', R2" are integrable subbundles of TaX over i^'. Also on ^", the
splitting (8.63) coincides with the splitting

T«X|Y=TRY©NB.

Let/?i, p^ be the projection operators from T|(X on R 2 ' , R2" respectively. Using
(8.62), we find that

f8 641 F kli2T)xk~l/2F~i= /T V CSe^.o^y r-{.6•'yt) ^T^ IJ K ^T V 1 2^ — ^ VP2"i(y,(Z/v/T))

+Y c(e,)o^Y _ ,Y c(e,) ^
' Zj ——K ' PI ̂ <-i(y, (Z/^/T)) r Z^ ——=- 1 (y, (Z/vf)) ^T ^tJ

1 V2 1 V2

+E ̂ ^.^^(Te.)- 1 E ̂ (V^)^ ̂ ^
i ^2 2k(y,(Z/^T)) i ^2 \ ^/T ^

Recall that e^, . . ., ̂ peTgY, e-n^^, . . ., ^(GNg. From (8.64), we find that as
T-»+oo,

(8.65) Fr^D^-^FT^YT ^ ^^
2i-+l ,/2
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21' 21
. Y^ c ̂ i) OvyY i V c {e^ OvyY
' Li i^ ^ e i ' L i^ y(e|6t)(pzxei)(y,tZ}t=o1 v2 1 v2

+M+sc^^(^)-iJ^v^(^

i+—.o(|z|2aN+|z|aH+|z|).

By (8.60), Ty^n^Ay and so
2( 21'

(8.66) ^^r^.)^ ^A^e,).
1 V2 1 V-

Also one easily verifies that if U e (Tg Y)y, then

(8.67) A^(U)=1 ^ (A/^e.^^c^c^+^TrtA^U)].
4 1 < 7 , t < 2 ( 2

Now for UeTgY, Ay(U) exchanges TyY and Ny. In particular Tr [Ay (U)] = 0, and so

(8.68) A^ (U) = 1 S < A, (U) e,, e, > c (e,) c (e,).
i i < j « 2 r

2 C + 1 < t < 2i

From (8.66), (8.68), we deduce that

21 c ( e ) 1 /2 r \(8.69) Z v^ r^ (e,) = - —— < E Ay (̂ .) ̂ ,, <?, > c (e,)i v2 2^2 x i /

+ — - Z < Ay (e.) ̂ . - Ay (e,) e,, ̂  > c (e,) c (e,) c (̂ ).
4 ̂ /2 1 ^ i, 3 ^ 2 i'

2 C + 1 < k « 2 (

Since the connection V^ is torsion free, if U, V e (Tg Y)y

(8.70) Ay(U)V-Ay(V)U=0.

So from (8.19), (8.69), (8.70), we get

(8.71) Z^r^-^c^).
1 -V/2 ^/2
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Also by Proposition 8.9, we know that

(8.72) - 1 E ^V,^^^^).
2 2F+i ^2 ^/2

So from (8.65), (8.71), (8.72), we find that as T -> + oo

(8.73) F^kl/2Dxk-li2F^l=/T ^ c(^0^
2 i ' + l ,/2

, V g(e,)oyYj.v c(e,)yY
2-i ——^ ' e i ' Z - i — — = ~ ^(a/cltXpzteiXy, (Z)(=o1 V2 1 V2

+M+-Lo(|Z|23N+|Z|^H+|Z|).
v

Let C be the Christoffel symbols of the connection V^ over Tg X in the trivia-
lization (8.63) of TpX. Since Te, is the parallel transport of e, along t —> (y, tZ), then

(8.74) 9- (T e,) (y, t Z) = - q,, ̂  (Z) T e, (y, t Z).
o?

Since V^ is torsion free, if U, VeTgX ^ R2', then C(U)V=C(V)U. We can then
rewrite (8.74) in the form

(8.75) 9 T e. (y, t Z) = - q,, ,z> (T e,) 0., f Z) Z.
at

Since the curve f -> (y, t Z) is a geodesic, then

(8.76) C(,,,z)(Z)Z=0.

In particular for any yei^, ZeNg ̂  s: R2", then

(8.77) Cy(Z)Z=0.

Since the connection V^ is torsion free, we deduce from (8.77) that ifZ, Z'eNg y

(8.78) Cy(Z)Z'=0.

Using (8.75), (8.78), we find that for 1 ̂  i ̂  21

(8.79) 8 (T e.) (y,tZ)^=-Cy(pi e,) Z,
dt
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and so

(8.80) 8-P2^e,(y, tZ)^= -p,C,(^,)Z.
of

Using (8.51), (8.73), (8.80), we see that as T -> -h oo,
21'

(8.81) F,kli2Dxk-l'2F,l=^TDN+^ ^T^c^z

+M+—Lo(|z | 2aN+|z[aH+[z | ) .

If ZeR2" is considered as a constant vector field on R2 ' ' © R2", for 1 ̂  i ̂  2 1 ' ,
we have the identity

(8.82) V]X^Z=C(ei)Z.

By Proposition 8.6, V^P'^V1^. So from (8.82), we get

(8.83) V^Z=^C(c.)Z.

Using (8.83), we find that for 1 < i ̂  21'

(8.84) ef(Z)=e.-p,C(e.)Z.

From (8.81), (8.84), we get the first line of (8.57).
Since V~ (y)=0, the second line in (8.57) is obvious by Taylor expansion.
Our Theorem is proved. D

i) The projection of the operator D" + M + (1/2) ̂  V^ V (y).

Definition 8.19. - Let E* be the set of smooth sections of7t*((A(T*(o•l)X)®^+)|Y)
on the total space of Ng.

Then E splits into

(8.85) E=E + ®E - .

The operators D" and D^ preserve E'1' and E: Let D"'*, D^'^ be the restrictions of
D", DN to E*.

Let E°, E*'0 be the Hilbert spaces of square integrable sections of
^((A^^'^X)^^)^), ^((ACr^'^X)^)^)^). We equip E°, E*-0 with the
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Hermitian product (8.49). Then E° splits orthogonally into

(8.86) EO=E+fo@E~fo.

Let F° be the Hilbert space of square integrable sections of A^*^'^Y)® T|
over Y. We equip F° with the Hermitian product constructed in (1.44), (1.45).

Using (8.4), (8.31), we have the identity

(8.87) (AfT*^ ^X) (§) ^-) I^ACT*^ ^Y) (g) A(N*) ® A(N*) ® T|.

We now use the notation of Sections 7 and 8 a). In particular, if^eY, Qy denote
the Kahler form of the fibre N^y. If^eY, ZeN^y, set

(8.88) p^expfey-iji2).

Definition 8.20. — Let \|/ be the linear map

(8.89) v|/: aeF°^ap6E0.

Let E''° be the image of F° by \|/ in E°. Then E''° c E-'°.
By Theorem 7.4, it is clear that v[/ is an isometry. Using the notation of

Definition 8.1, we find that if aeF°

(8.90) \|/o = 2dimN/2 exp [ "I7!2 ] (pa.

Let p be the orthogonal projection operator from E° on E7'0. Recall that q
is the orthogonal projection operator from (A (T*^' ^X) (§) ^jy on
AfT*^' ^Y) ® {exp(P)} ® r|. One then finds easily that if seE°,

(8.91) p s ( y , Z)= -^expf^i7!2^ f expf^l2).^, Z')dv^Z'\
K \ 2 / JNR,y \ 2 /

Recall that P^~ is the orthogonal projection operator from ^ on ^~. The operator
P^~ 'Y acts like 1 ® P^~ 'Y on (A^*^' ^X) ® 0 [y.

Clearly (A^*^* ̂ X) (§) ^~) |Y is the kernel of V"" |y. Similarly by using
Theorem 7.4, equation (7.23), and Proposition 8.13, we find that E''° is exactly the
kernel of the operator D^ ~ + ̂ |~ V~ (^). In view of Theorem 8.18, this hierarchy of
kernels will be of utmost importance in the whole paper.

The second essential result, which is complementary to Theorem 8.18, is as
follows.
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Theorem 8 .21. — The following identities of operators in
End ((A (T^0'1) X) ̂  ̂  [y) hold

P^IYMP^IY^O
(8.92) r „

^V|V|VOO^=0.

The following identity of operators in End(F) holds

(8.93) ^~lpDHp^=DV.

In particular

(8.94) ^^/-l^fDH+M+^|^V(^)^v|/=DY.

Proof. - Recall that for any Ue(T,,X)y, By(U) exchanges ^+ and ^y . The first
line in (8.92) follows from formula (8.51) for M. Clearly

(8.95) V| ̂ | V (y) = v| V| v (y) + ̂  ̂  v* (y).

Recall that the connection Vs preserves the Z-grading of!,. Therefore
V| ^1 v- (y) is the sum of two operators acting on ^~ |v= AN* (g) r|, one of which
increases the degree in AN* (g) T| by one, the other decreases this degree by one. Also
exp(9) is of total degree zero in A(N*) d) A(N*). We then find that for any ZeNg,

(8.96) ^iViV 00^=0.

The second identity in (8.92) follows.
By Proposition 8.11, the connection i*V^~ on ^ - J Y = A N * (x) T| is exactly the

holomorphic Hermitian connection of A N* (g) T|. Also ̂  preserves the norm | Z |2 of
Z£NR. Finally the Kahler form 0 6 A (N*) ® A (N*) is parallel with respect to the
connection induced by V^ Therefore if UeTgY, if oeF, then

(8.97) ^(^^(V^P.

From (8.51), (8.97), we get

(8.98) D^CTp^D^p.

So (8.93) follows. Then (8.94) is a trivial consequence of (8.92), (8.93). The proof of
Theorem 8.21 is completed. D

Remark 8.22. - A result closely related to (8.93) is proved in [B3, Theo-
rem 2.7].
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IX - THE ASYMPTOTICS FOR LARGE a, T OF SUPERTRACES
INVOLVING THE OPERATOR exp ( - a (DX + TV)2)

a) An orthogonal splitting of the Hilbert space E°.
b) The operator D^TV as a (2,2) matrix.
c) Uniform estimates on the resolvent of A^ 4.
d) Estimates on the resolvent of D^
e) Estimates on the resolvent of A-p
f) The spectrum of A-y.
g) Proof of Theorem 8.2.
h) Proof of Theorem 8.3.

The purpose of this section is to prove Theorems 8.2 and 8.3. Set A^D^TV.
Then if C is an adequately chosen contour in C, we have the identity

exp(-aA^)=-^- f expC-a^X^-AT)"1^.
2 in Jc

We will derive the needed informations on exp (~aA^) from the behaviour as
T -> + oo of the resolvent (k — Ay) ~1.

To study this resolvent, we roughly proceed as follows. Let P be the form
constructed in Theorem 7.4 associated to the fibres of the normal bundle N. Let E°
be the Hilbert space of square integrable sections of A (T*^' ^X) (§) ^ over X. We then
construct an orthogonal splitting E° = El? © E^'1 ofE°. Here E^ is essentially the
image of F° by multiplication by a rescaled truncated version of P, which concentrates
on Y as T -> + oo. We write A-r in matrix form

A - Ar,i A T ^ I
T — I I

L AT 3 Ay 4 J

with respect to this splitting, and we calculate the resolvent (^—Ay)"1 using the fact
that if ^eC, as T-^+oo, (^—Ay^)"1 is invertible. With adequate estimates on the
matrix elements of(X-Ay)~1 , we thus obtain Theorem 8.2 for bounded a. Obtaining
Theorem 8.2 for unbounded a requires a precise information on the kernel of Ay.
This information is of a purely algebraic nature, and is given to us by the quasi-
isomorphism r: (E, (F + v) -> (F, (F) of Theorem 1.7. We thus get Theorem 8.2 in full
generality. Theorem 8.3 also follows from the same sort of arguments.

Of course the results of Section 8, and in particular Proposition 8.13,
Theorems 8.18 and 8.21 are constantly used in the whole Section. Of critical impor-
tance is the fact that, as shown in the proof of Theorem 9.11, the supercommutator
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[D^ V] is an operator of order zero, or equivalently that the principal symbols of Dx

and V anticommute.
This section is organized as follows. In a), we construct the splitting

E°=E^@E^1. Inb), we express A^D^TV as a (2,2) matrix, and we establish
various estimates on the matrix components A-p^ (1 ^ j < 4). In particular, we prove
in Theorem 9.8 that as T -> + oo, Ay i "converges" adequately to DY and we establish
in Theorem 9.14 a key coercitivity estimate on A^ 4. In c), we establish various
estimates on the resolvent of Ay 4, and in d), we estimate the resolvent ofD^ In e),
we calculate the resolvent of Ay by using the coercitivity of A^ 4. We prove in
Theorem 9.23 that the resolvent of Ay converges in the adequate Schatten class to
the resolvent of D^ We thus obtain in Theorem 9.24 a resolvent version of
Theorem 8.2. In f), using Theorem 1.7, we show that there is a gap in the spectrum
of A^ at 0 which is uniform as T-^+oo. Ing), we prove Theorem 8.2 in full
generality. Finally in h), we prove Theorem 8.3.

a) An orthogonal splitting of the Hilbert space E°

For ̂  0, let E^ (resp. E^, resp. F^) be the set of sections of AfT*^ ^X) (§) ^
overX (resp. of ^((ACT*^ ^X) 0^)^) on the total space ofNg, resp. of
ACT*^' ^Y) ® T| over Y) which lie in the ^th Sobolev space. Let || \\^ (resp. || \\^,
resp. || Hpn) be a Sobolev norm on E^ (resp. E^, resp. F^). We will always assume
that the norm || \\^o (resp. || l^o, resp. |[ Upo) is the norm associated with the
Hermitian product (1.38) (resp. (8.49), resp. (1.44)).

Recall that £o > 0 was defined in Section 8e). We now take ee]0, £o/2]. In the
sequel the constants in our estimates will depend on 8. In Theorem 9.11, we will have
to choose £ small enough so that the corresponding estimates hold; E can otherwise
be assumed to be fixed.

Let Y be a smooth function on R with values in [0, 1] such that

(9.1) Y(a)=l for '4
=0 for a ^ l .

IfZeNg, set

(9.2) p(Z)=y(-lzi\
\ e /

For T>0 ,^eY, set
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(9.3) <XTOO=f expC-TlZl^p^Z)^^.
JNR,y (Z7r)

Clearly for 1 ̂ 7 < d, o^ takes the constant value a^ on Yy. We now will write o^
instead of 0^00. Since for |Z|^e/2, p(Z)=l, there exist c > 0, C > 0 such that
for T ̂  1

(9.4) c ^q^ c
v / -plimN ^ T ^ rpdimN '

Definition 9.1. - For ^i ^ 0, T > 0, let 1̂  be the linear map

(9.5) ^eF^ITa(^Z)=(aT2dimN)- l/2p(Z)exp[e-T^')a(^)eE^

For |i ̂  0, T > 0, let E^ be the image of F^ in E^ by 1 .̂ Let E?'1 be the orthogonal
space to E? in E°, let p^, p^ be the orthogonal projection operators from E° on E?,
E^'1 respectively.

Then 1̂  maps F° onto E? isometrically. Recall that the operator q was defined
in Section 8 a).

Proposition 9.2. - IfseE0, ifyeY, ZeN^y ^ACT

(9.6) (prsHy. Z)= lp(Z)expf^-1^')

,J^p(Z,..(^),,,Z,^.

Proof. — The proof is elementary and is left to the reader. D
Proposition 9.3. - There exists C > 0 ^MC/; fAa/ ifT ^ 1, creF1

(9.7) ||lT.a||Ei^C(||a||Fi+^T||a||Fo).

TAere ex(^ C > 0 ^MC/; that for any T ̂  1, awy ^'eE1, then

(9.8) ||̂  HEI ^C (|| ̂ IEI+^T ||^|EO).

G'ro^ Y > ̂  ̂ ^ exu^ C' > 0 such that for T $? 1,/or ^eE0, ^e«

(9.9) II^IZI^HEO^^II^IEO.

Proo/. - (9.7), (9.8), (9.9) follow from (9.4)-(9.6). D
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Recall that on B,^^, ACT^^X)®^ is identified with n^^A^011^)^^).
Therefore if a e F^, we can also consider k~1/21^ a as an element of E4.

Definition 9.4. - For ^ ̂  0, T > 0, let J^ be the linear map

(9.10) oeF^J^G=k~l/2^aeEli.

Let E^ be the image of F^ in E4 by J^. Let E?'1 be the orthogonal space to E? in E°.
For |i ̂  0, set

(9.11) E'^E^nE?'1.

Then E° splits orthogonally into

(9.12) E°=E?®E?'1.

Leip^ p^ be the orthogonal projection operators from E° on E?, E?'1.
The map seE^ -^ k'^^-seE^ identifies the Hilbert spaces E? and E?.
Using formula (9.6), one easily verifies that if seE°, k'^p^k^s is a well-

defined element of E?.

Proposition 9. S. - The following identity holds

(9.13) ^=^-1/2^1/2

Proo/. - The proof of Proposition 9.5 is trivial and is left to the reader. D

b) The operator D^TV as a (2,2) matrix

For T > 0, set

(9.14) A^D^TV.

Definition 9.6.- Let Ry be the first order differential operator acting on E (Co)

R^=kl/2A^k~l/2-^\+(y)-D^-rT^V(y)

((U5) -D^M-^TVlVlVGO.

We now use a notation similar to the notation in (8.55).
Proposition 9.7. — As T -> + oo

(9.16) RT=O(|Z |2 ̂ +171^+121+^713).

Proof. - Equation (9.16) immediately follows from Theorem 8.18. D
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Set

(9.17) AT, i ""/^AT^T? AT, 2~Pr^jPr^

AT, 3 ̂ T AT^T. AT, 4 =^T A^T-

We then write the operator Ay in matrix form

(9.18) A^r^'1 AT'2
L Ay 3 AT, 4

^ AT, i AT, 2

L AT, 3 AT, 4 J

We will now establish various estimates on the Ay /s as T -> + oo.

1. The operator Ay i

If TeR'^-^By is a family of first order differential operators with smooth
coefficients acting on F, we will write that as T -> + oo

(9.19) B,=0(__)

if there exists C > 0 such that for T ̂  1, the sup of the norms of the coefficients are
dominated by C//T.

By (9.5), (9.10), one sees easily that for any T > 0, J j 1 Ay .iJr is a first order
formally self-adjoint differential operator acting on F.

Theorem 9.8. — As T —> oo

(9.20) J^A^^D^of——^-^r
Proof. — Using Proposition 9.5, we find that

(9.21) J^A^.J^l^p^k^^k-1'2)?^.

Since V+ (y) maps ̂  into ^+, p^V+ 00=0. From (9.15), (9.21), we get

(9.22) J^lA^^]^=I^lp^(DN+^^V(y)+DH+M

+iviv|v(^)+R^TiT.
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By Theorem 7.4, equation (7.23), and Proposition 8.13, we know that

(9.23) (D^ + T V| V (j0) exp ('9 - TLZ12N) = 0.

So from (8.51), (9.5) and (9.23), we find that if oeF

(9.24) (D^TViVOO^lTcr

=Wlim^rli2-c^(<^(Z)\
^2\8Z' ' )

/ TiZl^^(Z))exp(9-i^Lja.

Now if UeNn, by (5.2), c(U) is the sum of two operators, one of which increases the
total degree in A(N*) by one, the other decreases the total degree in A(N*) by one.
Since exp (9) is of total degree zero in A (N*) ® A (N*), we find that

(9.25) ^(U)exp(9)=0.

From (9.6), (9.24), (9.25), we deduce that

(9.26) IT 1 pr (DN + T Vi V QQ)^ IT = 0.

Recall that p(Z) only depends on |Z|. Since the connection V1^ preserves the
metric of N, if U e TR Y, then

(9.27) VuHp=0.

Using the same arguments as in the proof of Theorem 8.21 and also (9.27), we find
that

(9.28) IT1^TDIWT=DY

Also by Theorem 8.21, we get

(9.29) l^p^M^ jviViV(^^lTlT=0.

Finally using Proposition 9.7 and (9.9), we find easily that as T -> + oo

(9.30) IT^TRT^IT=O(——).

Theorem 9.8 follows from (9.22), (9.26)-(9.30). D
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2. The operators A.i.,2, AT, 3

We first establish several technical results.
Proposition 9.9. — For any T > 0, the following identity of operators acting on

E1 holds

(9.31) [D"^]^.

There exists C > 0 such that for any T ̂  1, any sefj1, then

(9.32) [^(D^T^VC^ ll^o ^-—1)^0.

There exists C' > 0 such that for any T ̂  1, any seE1 with support in K^ ^, then

(9.33) II^R^II^——ll^i.

Proof. — Since

°^Q=O,

it is clear that

(9.34) °^q=0.

Also if Ue TgY

(9.35) [c(U), <?]=().

We now use the fact that V1^ preserves the norm in N and more specifically equation
(9.27). We then obtain equation (9.31).

By Proposition 9.2, if^eE1 , then

(9.36) pr (DN + T ̂  V (y)) s(y, Z) = i p (Z) exp ( Z^W \
(XT \ 2 /

, f p(Z')exp(^i2)(D^T^V(,)).(,, Z')^.
JNR,y \ ^ / (/T^

We use (9.23), (9.24), and the fact that the operator D^T^V^) is fibrewise self-
adjoint. Integrating by parts in (9.36), we get
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P^(Df<+rT^(y))s(y,Z)

i /-^'\7\2\ r / — T i ' 7 ' 2 \
=--p(Z)exp(-^IZL)J exp( ^ }

"T \ 2 } .L \ 2 )

^^(Z'^^Z^^'N^.
^2 \8Z' ' ) v" 7(27^)dimN

Now 8p/8Z(Z) vanishes for |Z| small enough. From (9.37), we get (9.32).
Finally using Propositions 9.3 and 9.7, we get (9.33). D

Theorem 9.10. - There exists C>0 such that for any T ̂  1, any seE^'1,
s'eE^, then

(9.38)

Proof. - Let 5 be a smooth function on R with values in [0, 1] such that

8(a)=l for a ^ 1 ,

=0 for a ^ 3 .
4

Set

<KZ)=8f^J

We will consider v|/ as a function defined on X, which vanishes on X\^^^ ,4. Also
since s ̂  So/2, \|/ is equal to 1 on the support of p.

Take^eE^. Set

(9.39) I=^s.

Since prS=Q, using Propositions 9.2 and 9.5, we find that PT^=O, i.e. seE^'1.
Also A^=A^ on the support of p, and so by Propositions 9.2 and 9.5,
pjA.fS=p^A.jS, i.e.
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(9.40) AT, 2S= AT, ̂ S.

Clearly since Im^+ 00] e^, then

(9.41) qV+(y)s^Z)=0.

Using Proposition 9.5 and Definition 9.6, we find that

(9.42) A^Cy, Z)=fc-1/2^, Z^JD^TVIVGQ+D^M

+|TV|ViV(^+RJ/^l/2^Z).

Since ^T^=O, by Proposition 9.5, j^^^O. By Proposition 9.9, [DH,pr]=0.
and so

(9.43) p^k^s^Q.

Using Propositions 9.3, 9.9, (9.42) and (9.43), we get the first inequality in (9.38).
Take now s'eE^. Then ^e^~, and so V^OQ^O. Using Proposition 9.5 and

Definition 9.6, we find that

(9.44) AT, 3 s ' = k-1/2 (y, Z)p^ ̂ N + T V^ V (y) + D" + M

+ l T vi vi v (^) + pj fc1/2 ̂  (j., z).

By taking adjoints in equation (9.32), we know that if^eE0 , then

(9.45) IKD^TVlVOO^IlEo ^--^IMIEO.
v

Also since p^ ̂ = s , using Proposition 9.5, we find \h^t p^k112 s =kvl2 s ' . From (9.45),
we then deduce that

(9.46) ll^-^^^D^^+TVlV^fc^^llEo^-^ll^llEo.

Also by Proposition 9.9, \p^ D^O. Since p^k112 s^k112 s ' , we get

(9.47) p^k^s'^Q.

Using (9.44)-(9.47) and Propositions 9.3 and 9.9, we get the second inequality in
(9.38). D
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3. The operator A^ 4

Recall that the vector spaces E?, E?'1 implicitly depend on ee]0, (£o/2)].

Theorem 9.11. - 77^ ^xf^ se]0, (£o/4)], C > 0, b > 0 such that for any T ̂  1,
any ^eE^'1, ^/ZCT

(9.48) ||AT^||Jo^C(||^||ji+(T-6)||^||jo).

Proof. - The proof of Theorem 9.11 will consist of three main steps:
• In a first step, we show that for se]0, (eo/4)] small enough, if the support of

seE^1- is included in ̂ , then (9.48) holds.
• ee]0, (£o/4)] being now fixed, we show that if seE1 vanishes on ^/^ (9.48)

still holds.
• Using partition of unity, we finally prove (9.48) in full generality.
Already observe that if UeTgX, c(U) acts as c(U)®l on AfT*^ ^X) ® ^,

and V acts like 1 ® V on AfT*^ ^X) ® ^. Since c(U) and V are odd operators, then

(9.49) [c(U),V]=0.

Let e^ . . ., e^i be an orthonormal base of T^X. Using Proposition 8.5 and (9.49),
we find that

2 1 ( \
(9.50) [D^ V] = ̂  cw ̂  V (x).

1 V2

Therefore [D^ V] is a differential operator of order zero. This fact will play a key
role in the proof of Theorem 9.11.

Step n° 1 : The case where s is supported near Y.

The key step in the proof of Theorem 9.11 is as follows.

Proposition 9.12. - There exist se]0, (£o/4)], C > 0, b > 0 such that for any
T ^ 1, seE^1 whose support is included in ^E? ^en

(9.51) ||A^||jo^C(||.||ji+(T-A)||.||jo).

Proof. — We temporarily fix ee]0, (£o/4)]. In the following estimates, the constants
which cannot be chosen independently of s will be marked with a subscript 0 like
c c'^o? ^o? • • •
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Take ^eE^1 whose support is included in °U^. Since e ̂  £o/4, we can define
s'eE1 by the formula

(9.52) s^k^s.

By Proposition 9.5, since pjS=0, then

(9.53) p^s'=0.

Also

(9.54) || AT s\\^= || k112 A,, k-^s' || jo.

By (9.15), we get

(9.55) (^ATAr^V^TV^^'+^+TViVOO)^

( T \
+ D"+M+-V|VlVOO .y'+R.r.y'.

Let Li. be the first order differential operator

(9.56) LT^TV-^OO+D^T^IVC^+D".

Then by (9.55), we get

(9.57) || A^ ||^o ^ 1 1 | L '̂ 1^0- fM+I^^V^+R^.' 2 .
2 \ 2 / E°

We now will estimate the various terms in the right-hand side of (9.57).
Recall that by (8.86), E° splits orthogonally into

(9.58) E^E^OE-'0.

Also LT acts as an unbounded formally self-adjoint operator on E°, which preserves
E4''0 and E"'0. We now write s ' in the form

(9.59) s^s'^ + s ' ~ ; .y^eE^0.

By (9.53), p^s'=0, and so using (9.59), we get

(9.60) p^s'±=Q.

1) An estimate on IJL.i.s'"1' ||^o.

Clearly

(9.61) 4 = (D^ + D")2 + T [D^ + D", V+ (y) + V| V (y)]
+T2(V+(^)+^V(^))2.
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There exists c > 0 such that for any y e Y, / e ̂

(9.62) IV^)/!2^!/!2.

From (9.62), we deduce

(9.63) HC^ OO+^IVGO)^ ||io ^ (j -^£2) 11^ ll^o.

For the same reason as in (9.49)-(9.50), the operator [D^D", V Cy)+^V(.y)] is of
order zero. Therefore

(9.64) KP^+D", V+ GQ+VlVOO]^, ̂ + >EO| < CH^^ ll^o.

Finally, since the operator D^ + D" is elliptic of order one on B^, there exist C' > 0,
C" > 0 such that for any seE^1 whose support is included in ^g

/Q ^\ llm^r)"^ <•/+ 1 1 2 n > C' II ̂ + ll2! —C" II /+ 1 1 2 n[y.UJ) ]| ̂ U -r-U ^ ||E° ̂  ̂  H" ||E1 ^ ||t3 ||E0'

From (9.61)-(9.65), we get

(9.66) IlL^^llio^Cll.^ll^+^Q-^^-CT-C^

2) An estimate on ||LT^~ HEO.

Recall that D^~, D"'" are the restrictions ofD^ D" to E~. Similarly let Lf be
the restriction of Ly to E~.

By Proposition 8.13, we know that

(9.67) VIV-Q^^^^JZ).

In view of (9.67), it is clear that

(9.68) [D^-.VI'V-OO^O.

Similarly, since the connection V^ is holomorphic and unitary

(9.69) [D^-.D^-]=().

Using (9.67)-(9.69), we get

T/^T V
(9.70) (L^-)2 = (D"' -)2 + (D^ - + ^—— c (J Z)Y.
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From (9.70), we find that

(9.71) ||L^'-||^=||DH•-.'-||^o+ DN•-+ c ( J Z ) } s ' ~

Let Er-0 be the image of F° in E° by the linear map

aeF0 ̂  oexp ('9- li^l^eE0.

Let/4 be the orthogonal projection operator from E° on E.r'°. By (8.91), we find that

-TiZl^/T^ \d imN
^'-(^Z)=(-J exp|(9.72)

r /-TIZ'P\exp —-i-L ) s ' - ( y , Z '
JN»,, \ 2 /

q exp
^NR.y

^'-(^Z')^(Z').

Observe that

(9.73) (J Z)\ FT 1 = ̂ T (^D^^- - + v — c (J Z)\ F. DN•-+
V2 / v V ^/2

By Theorem 7.4 and by equations (7.23) and (9.73), we find that

(9.74) (DN• -+ v——Tc(JZn^-==(DN• -+^-Tc(JZ)K•y ' - -PT^ - )•

For y e Y, let Fy''° be the set of square integrable sections of

^((ACT*^ ^Y) (§) A(N*) ® ^-)|y)

over the fibre N^y. Recall that t,y = (A (N*) ® r|)y. By Theorem 7.4 and by (7.23),
the kernel of the operator (D 1" '"+( /—l/ /2)c(JZ))^ acting as an unbounded
operator on Fy''° is the image of A^*^' ^Y)^® r|y by the map v|/ considered
in Definition 8.20. Also the spectrum of (D^ - + (/^//S) c (J Z))^ is discrete
and does not depend on ;peY.

Using (9.73), (9.74), we find there exists C'" > 0 such that for ^eE^1 whose
support is included in ^E' tnen

r)N,-+(9.75) c ( 3 Z ) ] s ' - \ \ ^^C"'(\\s'--p'^s'-\\io).
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Equivalently

(9.76) >TC'" (\\s'- \\io-\\p'-,s'- ll^o)

Let A1'411 be the flat Laplacian along the fibres of Ng. Using Proposition 7.2 and
(9.73), we also find there exists K > 0 such that for any ae]0, 1]

a(9.77) ^ - + ^ ^ S ( J Z ) ] s ' - \ \ ^-(-^s'-,s'-\
E° 2

a4- -T2 || \Z\s'~ l l^o-aKTil^ '- ll^o.

We now fix ae]0, 1] such that C'"-aK ^ (C"'/2). Using (9.76), (9.77), we find that

(9.78) c(JZ))^- ^(-A^'-,^-),
/ HEO 4

.'-||^+^T2|||z|.'-to-Tj'''K.'-||io.

The support of s ' is included in ^so/2- By using elliptic estimates, there exists
d ' > 0, d" > 0 such that

(9.79) -a < -^s'~, s'~ >Eo+||D"--.y'- \\^o ̂  d'\\s'~ \\ii-d"\\s'~ \\io.

By (9.60), p ^ s ' ~ = 0 . Using (9.6), (9.72), we get

(9.80) (T\dimN / _ T l ' 7 l 2 '
^'-(^,Z)= ^ ^p[——m-

q [ exp ( TIZT ) (1 - p) (Z') .' - (3., Z') ̂  (Z').f /-T|Z'P\
M exP(—^-L)<

•/Nn ., \ z /JNR,y \ ^ /

The function 1 — p (Z) vanishes for | Z | < (s/2). So from (9.80), we get

(9.81) II^'-II^-^IKIIEO.
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Using (9.71), (9.78), (9.79), we finally obtain

/rp^,,,, /T P C " " \

(9.82) \\^s'-\\i^d'\\s'-\\^(^-^1^ -d-\\\s'-\\^

^Ilizk-llio.

3) An estimate for |[ (M + (1/2) ̂ | V|; V (y) + R^) s ' ||^o.

In what follows, the constants c, c' (which do not depend on E > 0) may vary
from line to line. Clearly

(9.83) || M s ' ll^o ^c ||^' ||^o.

Also s ' , s^ vanish on XVB^g. Therefore

(984) llTWiVOO^o^E^II^IIJo,
llT^ViV^.'-HJo^ce^^llZl.'-l^o.

By Proposition 9.7, we also get

(9.85) ||R^'||^^c(£2

So from (9.83)-(9.85), we obtain

\^s'\\i^c^2\\s'\\^+s6^2\\s'+\\io+e4^2\\\Z\s'-\\io).

(9.86) (M+^IViV^+R^' 2

\ ^ / E

/p2 [I / [ [2 i || / ||2 i 4^2 I) / + IP-.i^T2 II I 71 c7- ll2^
V0 II t3 ||E1 ||~ ||E^ 0 i t3 E0 b -^ — 1^ E0^*

< r ( F 2 v' Pi'<; C ^b j E

4) An estimate for [|AT.y[[go.

Using (9.57), (9.66), (9.82), (9.86), we get

(9.87) I A vIPn > ( v II v'^ 1 1 2 ! -I- rl' II v'~ \\2^ — ? m1 II v 1 \\2.| •'^T t3 ||E° ̂  — v-/ II" H E 1 — " E1 '- ^ 0 " E1

2

CT C" \C _ C ' £ 2

"li-'_-/.lllc'+ 112,+ T2 c-^ -ce4 - -c ![.? [|EO
2 24 4

/TC"_^TCoC" ' _^_X

[~r —4— T ^ 1 1 ' 1^5 ||E°

'a
+^•2{--£2C\\\\Z\S'-\\io.
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From (9.87), it is clear that for s > 0 small enough, (9.51) holds. Proposition
9.12 is proved. D

Step n° 2: The case where s vanishes near Y.

We now fix se]0, (£o/4)] as m Proposition 9.12.
Proposition 9.13. - There exist C > 0, b > 0, such that for any T ̂  1, any seE1

which vanishes on ^g, then

(9.88) ||A^||^o^C(||.||ji+(T-6)||.||jo).

Proof. - Clearly

(9.89) A^ = (D^2 + T [D^ V] + T2 V2.

Also V is invertible on X\^. Therefore there exists C > 0 such that if^'eE1 vanishes
on ^g, then

(9.90) ||V^||^o^C||^||jo.

Also by (9.50), [DX, V] is an operator of order zero, and so

(9.91) |<D^V]^>Eo|^C|H|jo.

Finally since Dx is an elliptic first order differential operator, there exists C" > 0,
C1" > 0 such that
(Q Q^\ || F)X ||2 ^ r^'i || |[2 _ r^ir \\ ||2
\ -*—~'7 — " E ^ ~ ~ E ~ ~ E

From (9.89)-(9.92), we get

(9.93) ||AT^||jo^C//||^||jl+(CT2-C/T-C7/)||^||^.

Equation (9.88) follows. D

Step n° 3: Proof of Theorem 9.11.

We choose se]0, (eo/4)] as in Proposition 9.12. Let a->y(a) be the function
considered in (9.1). We consider the function ZeNg -> v(| Z |/2s) as a smooth function
on X which vanishes on X\^e- Set

(9.94)

^ 1^1
(Y'+O-Y)2)^2 \ 2s

1-Y / |Z |
(Y2+(1-Y)2)1/2 \ 28

T^=
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Then T^, T^ are smooth functions on X such that T ^ + T J = 1. Also on ^g, T^ is equal
to 1 and T^ vanishes.

Take seE^91. Fory= 1, 2, set

(9.95) Sj=^s.

Since ̂ r.=0, using (9.6), (9.13), it is clear that

(9.96) ^i=0.

Since T2 + TJ = 1, we find that

(9.97) |A^||io== ^ ||A^o+ ^ <[T,, A^]^, .,>EO.
j = i j = i

Also by (9.50), [DX, V] and V2 are differential operators of order zero. From (9.89),
we get

(9.98) [T,,A^=[T,,(DX)2].

Also [Ty, (D^2] is a differential operator of order one. We thus find that for any
T| > 0, there exists C^ > 0 such that for any s taken as before

(9.99) ^ <[T,,A^,> ^r||H|i|i+CjH|||o.
J = l

From (9.97), (9.99), we get
^

|A |̂|̂  ^ || A^, || jo-iill.llJi-Cjl.HJo.
j=i

(9.100)

We now use (9.100) and Propositions 9.12 and 9.13. We obtain

(9.101)
2 2

A^II^C^ ||^,||ji-Ti|H|ji+C(T-^ ||,,||jo-CjH|io.
7=1 7=1

Since T^ + TJ = 1, it is clear that

(9.102)
^ ||^-||^o=|[5||jo

7=1
2

Zll^ll^^-ll^ll^-c'll.llio.Z II ̂  ̂ - 1 1 ^11^
7=1 2

From (9.101), (9.102), we get
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(9.103) ||A^||jo>fc-T^)l|^||il+(CT-C&-C,-CC/)||^||jo.

By taking T| e]0, (C/4)], we obtain (9.48). Theorem 9.11 is proved. D
From Theorem 9.11, we obtain the following important estimate.
Theorem 9.14. — There exist To > 0, c > 0 such that for any T ̂  To,, .yeE^1,

then

(9.104) ||AT,4^||EO^C(||^||E1+^/T||^||EO).

Proof. - Clearly

/XT' A S —— /XT S /XT ^ tS'.

Then (9.104) follows from Theorems 9.10 and 9.11. D

c) Uniform estimates on the resolvent of Ay 4.

We now fix ee]0, (£o/4)] once and for all as in Theorem 9.11. Also c denotes the
positive constant which was determined in Theorem 9.14.

We still write the operators acting on E° in matrix form with respect to the
splitting

E°=E?®E?'1.

Definition 9.15. — Let Ay be the operator

(9.105) A^r^ ° 1.
L 0 A^J

Proposition 9.16. - There exist To ^ 1, C > 0 such that:
• For any T ̂  To, the operator Ay is self-adjoint with domain E1, and the operator

Ay 4 is one to one from E^'1 into E^1'1.
• For any T ̂  To, ^eC, \K\ ̂  ^ /2 /T , ^eE?'1, then

||(?l-AT4)~ l^||Eo. l<-c-||^||EO•±.(9.106) " ' " T /T" " T

ll^-A^r^llE^ciHi^
Proof. — By (9.50), [D^ V] is an operator of order zero. Since Dx is elliptic of

order 1, using (9.89), we find there exists C > 0 such that for any T ̂  1, and any
seE\

(9.107) ||^||EI<C(||A^||EO+^T||^||EO).
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Also by using the estimate (9.8) in Proposition 9.3, Proposition 9.5 and
Theorem 9.10, we find that if se E1

(9.108) ||(AT-AT).||Eo^cf^-l-+||.||Eo\[[(A.-Ay.ll.o^C^^+ll.ll.oV

From (9.107), (9.108), we get

(9.109) ^AT-A^.ll.o^cfll^'^+ll.^
v V /

For T ̂  1 large enough, C7 /T is strictly smaller than 1. Also for any T ̂  1, A-r is
a self-adjoint operator with domain E1. By the Kato-Rellich theorem [ReSi,
Theorem X. 12], we deduce that for T ̂  1 large enough, the operator Ay is self-adjoint
with domain E1. In particular for T ̂  1 large enough, Ay, 4 is self-adjoint with domain
E^1. From Theorem 9.14, we see that for T large enough, A^ 4 is one to one from
E^'1 into E?'1.

The first line in (9.106) follows from Theorem 9.14. Also by Theorem 9.14, if
^eE?'1, | ? i | ^c /2 /T , then

i(X-A^4)-^||E^1
AT, 4

^-AT,4.
,0,1

^C|H|^

E,.'

Proposition 9.16 is proved. D

Definition 9.17. — If H, FT are separable Hilbert space, if 1 ̂  p < + oo, set

J^ (H, H') = {A e ̂  (H, H'); Tr [(A* A)^2] < + oo}.

IfAeJ^(H,H'),set

||A||,={Tr[(A*A)^2]}^

Then by [ReSi, Th. IX, p. 42], || \\p is a norm on JS?p(H, H'). Similarly, if
AeJi?(H, H'), let ||A||^ be the usual norm of A.

In the sequel, the norms || ||p, || ||̂  will always be calculated with respect to
the Sobolev spaces of order zero like Ey, E^'1, F°.

Recall that To has been determined in Proposition 9.16.
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Proposition 9^18. - I f p ^ 2dimX+ 1, r/^ exists C > 0 ^cA ^/or T ̂  To
XeC, |?i|^c/2yr, ^CT

II^-A^)-1!!^-—

(9.110) ll^-A^r^C,

IIA^-A^)-1!^-—

Proo/. - The first line of (9.110) was proved in Proposition 9.16. Also

(9.111) II^-AT.^^II^IKD^^^D-^IUKD^^^D^-A,,,)-!!,.

Since Dx is elliptic of order one, when ;?^2dimX+l, IKD^/^TT^I^+OO.
Also by Proposition 9.16, for T ̂  To

||(DX+^n-)^-A^)-i[[^c.

The second line in (9.110) follows. Using (9.38), (9.106), we get the third line in
(9.110). D

d) Estimates on the resolvent of D\

Recall that the linear isometry J^: F° -> E? was defined in Definition 9.4.
Let Sp(DY) be the spectrum of D^ Also c^elO, 1] is a constant fixed once and

for all such that

(9.112) Sp(DY)n{^eR; |^| ^2c,} c= {0}.

Here c > 0 is the constant determined in Theorem 9.14. Take c^ e]0, (c/2)]. The precise
value of Ci will be fixed in Theorem 9.21.

For T ̂  1, set

(9.113) UT=^GC; |X | ^ c, ̂ T; inf |?i-n[ ^ ̂ l.
(- HeSptD^ 4 J

Proposition 9.19. - TAm? ^x/^^ ^ constant C > 0 ^cA that for T ̂  1, XeUy,
^A^M

(9.114) ||A^(?l-JTDYJT- l)- l||,^C.
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Proof. - Clearly if X-eUT,

(9.115) II^-D^H^C.

Since J^ is an isometry from F° into E^, we get

(9.116) lla-JT.D^-1)-1^^.

By the resolvent equation, we find that

(9.117) (X-D^-^y^T-D^+^T-^-D^-^y^T-D^-1.

From (9.117), we see that if XeU^, oeF°,

(9.118) l l ^ - D ^ - ^ l l F i ^ C ' O + I X D H a l l p o .

Using (9.118) and Proposition 9.3, we find that if^eU-r, seE^,

(9.119) ll^-JTD^r^llE^C-O+^T)!!^.

From Theorem 9.10 and from (9.116), (9.119), we get (9.114). D

e) Estimates on the resolvent of Aj..

By Proposition 9.16, for T ̂  To, ^eU.r, the operator X-A.i.,4 is an invertible
operator from E^.'1 into E^'1.

Definition 9.20. - For T ^ To, A,eU.r, let M.r(X) be the linear map from E .̂
into E?

(9.120) MT^^-AT.i-A-r^-A-r^r'AT.s.

If^eE°,set

(9.121) Si=p^s; s ^ ^ p ^ s .

Of course s=s^+s^.
Take then T ̂  To, XeUT, seE1, s ' e ' E ° . Consider the equation

(9.122) (^- AT) s=s'.

By (9.18), (9.121), it is clear that (9.122) is equivalent to

(9 123) M^^s^s'^+A^-A^)-^',,
S^=(^- AT, 4) ~ 1 (S'2 + AT, 3 Si).
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From (9.123), we deduce that to estimate (^-A.r)"1, we need first to estimate
M^^).

Theorem 9.21. - Ifc^e]0, (c/2)] is small enough, there exists T() $s 1 wcA that if
T ̂  To, X,eUT, /ACT M.r(X) is invertible and moreover for any integer p ^ 2dimX+ 1,
there exist C > 0 such that for T ̂  To, ^eUy

I I MT-1 POU^C,
l lAT.sM^^H^^C,

(9.124) HM^^H^CO+I^I ) ,

||J^: l(MT- l(X))''JT-a-DY)-^||l<——(l+|X|)''+l.
v

Proof. - Set

(9.125) CT^JT^AT.IJT-D^

For 'keV^ set

(9.126) m^(X)=l-3^C^('k-D^)~lJ^l

-A^-A^r^A^-WJT1)'1.

Clearly

(9.127) MT(^)=WT(^)(^-JTDYJ^:1).

Now by Theorem 9.8 and inequality (9.118), we find that

(9.128) HC^-D^-1)!^ __(1+^|).
v

Also, by Propositions 9.18 and 9.19, we get

(9.129) IIA^-A^^A^-JTD^-1)-1!!^ c'
^

From (9.126)-(9.129), it is clear that if 1 / /T and |^|A/T are small enough, the
operator m-^ (A,) is invertible, and moreover for T ̂  1

(9.130) K^)-!^ ̂ c (1+|?L|).

In particular

(9.131) K-^II^C'.



122 J.-M. BISMUT AND G. LEBEAU

Under such conditions, by (9.127), we get

(9.132) MT l (^) = (^ - JT DY JT.) -1 WT 1 (^)-

From (9.115), (9.131), we obtain the first inequality in (9.124). The second inequality
in (9.124) follows from (9.114), (9.131) and (9.132). From (9.131), (9.132), we also get

(9.133) IIM^^II^C'IKX-D^-1!),.

Using the identity (9.117), we find that if ^eU^

(9.134) JI^-D^-1 Up ^C" (1+|^|).

The third inequality in (9.124) follows from (9.133), (9.134). Finally using (9.130)-
(9.134), we get the last inequality in (9.124). D

From now on, Ci e]0, (c/2)] is taken as in Theorem 9.21.
If Be;S?(E°), for any T ̂  1, we write B as a matrix with respect to the splitting

E^E^eE^intheform

B^ Mt4^ M
L.B3 Bj

Definition 9.22. - If B e JS? (E°), C e ̂  (F°), set

4

(9.135) ^(B,C)= ^ llB.l l i+IIJ^B^-CHi.
J=2

Clearly if B e J^i (E°), Ce^i (F°)

(9.136) | Tr (B) - Tr (C) | ^ </(B, C).

Theorem 9.23. - There exists Ty ^ 1 suc^ that for any T ̂  T(), XeU^, X.-AT. is
invertible. For any integer p^. 2dimX+2, there exists C > 0 such that if T ̂  To,
'keVj, then

(9.137) d^-A^-^a-D^-^^-^O+l^j)^1.

Proof. - Set

(9.138) BT=(X-A-r)~1.
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In view of (9.123), we find that

B^M^X),

(9 139) B^M^^A^a-A^)-1,
BT.s^-A^r'A^MT1^),
B^^-A-r^r'a+A^B^).

IfX6U.r, then |^| ̂  c^^t. Using Proposition 9.18 and Theorem 9.21, we find that
if p ̂  2dimX+2, T ̂  To, ^eUr, for 2 ^7 s$ 4, then

(9.140) I|BTA-^C;||B,J^——-.

From Theorem 9.21 and from (9.140), we deduce that if 71, . . .,jpe{l, 2, 3, 4}, if
one of them's is not equal to 1, then

(9.141) || B,,,... B,,,J^__ (1+|^|)"-1.

Theorem 9.23 follows from the fourth inequality in (9.124) and from (9.141). D
Let L be a smooth section of End^'^ACP1^0' ^X) (§) y.We define L9 as in (8.6).
We now obtain the essential technical result of this section.
Theorem 9.24. - For any integer p ^ 2dimX+2, there exists a constant C > 0

such that/or any T ̂  To, any A-eUy,

(9.142) iTrtL^-ATr^-TrtL^-D^-^I^^O+l^l)^1.yT
Proof. — Clearly

(9.143) iTrtL^-A^-^-Tr^^-D^-"]) ^C ^ H^-AT)-"!!!
j=2

+|Tr(pTL^(^-AT)^p]-Tr[L9^-DY)-<)]|.

By Theorem 9.23, for 2 ̂  j ̂  4, if T ̂  To, ~k <= UT

(9.144) ll^-A^lli^-^O+I^D^1.

Also since J.p is an isometry of Hilbert spaces, we get

(9.145) |Tr[p.^L^^(^-AT)^p]-Tr[L9(X-DY)-P]|

^||JT-l^TL^^JT-L9||J(?l-AT)^p||l
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+C||J^:l(^-A.^)^PJT-^-DY)-p||l.

Over W^, we have identified (A (T*^'1) X) <§) ̂  ̂  with (A (T^0'1) X) (§) ̂ \. Therefore
for [Z |<£o , L(^,Z) now acts on (ACT*10- ^X) (§) ^)y. Using the notation of
Section 8 a), and also Propositions 9.2 and 9.5, we get

(9.146) (JT-^TL^TJT)^1 f P^exp^TlZ']2)
"T JNp,y

- 1 T / T'\ ^N (Z')(p ^L(^Z)^(p^^.

Using (9.145), (9.146), and the fact that p and L are smooth, we find there exists
C > 0 such that for T ̂  1, ye\

(9.147) KJ^^L^JT-L9)^)! ̂ c .
^

By Theorem 9.23, we know that

(9.148) ||(^-AT)^p||l^l|(^-DY)-p||l+-c(l+|^|)p+l.

On the other hand, by (9.134), if ^eU-r

(9.149) II^-D^II^CO+I^.

Using again Theorem 9.23 and (9.145)-(9.149), we obtain

(9.150) iTr^L^^-ATh-^-Tr^^-D^-^l^-^O+l^l)^1.

From (9.143), (9.144), (9.150), we get (9.142). D

f) The spectrum of Ay.

We now will obtain a crucial information on the spectrum of the operator Ay.
Recall that the constant c^e]0, 1] was fixed once and for all in Section 9d). Let

Sp (Ay) be the spectrum of A-p
Theorem 9.25. — There exists To ^ 1, such that for T $? To

(9.151) SP(AT) U {^eR; \U ̂  c^} c: {0}.
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Proof. - Let Y be the circle in C of center 0 and radius c^. From (9.112), (9.113),
we find that for T large enough, y c Up Using Theorem 9.23, we see that for T large
enough

(9.152) ynSp(AT)=0.

Let K^2 be the direct sum of the eigenspaces of Ay associated to eigenvalues 'k of
A-r such that [ X | < €2. For T large enough, set

(9.153) P?=-1- f (^-A^)-1^.
2ni J^

Then P^2 is exactly the orthogonal projection operator from E° on K^2. Integrating
by parts in (9.153), for any /?eN, we get

(9.154) py=-L f ^-^-AT)-^.
2ni Jy

Using Theorem 9.23, we find that if Q is the orthogonal projection operator from
F° on K^Ke^D^, then for T large enough,

(9.155) ^(P^Q^G" " yr
From (9.155), we deduce that for T large enough

(9.156) dimK^dimIC.

Recall that the finite dimensional vector subspace K^ of E was defined in (6.2).
By Hodge theory

(9.157) dim K^ = dim H* (E, ̂  + z;).

Also by Theorem 1.7, the complexes (E, y+v) and (F, ^Y) are quasi-isomorphic.
Therefore

(9.158) dim H* (E, ^x + z;) = dim H* (Y, T|).

Using again Hodge theory, we find that

(9.159) dimH*(Y, i^dimK7.

Recall that ]tr=Ker(AT). By equation (6.6), we find that for T > 0

(9.160) dimIC^dimKT.
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By (9.157)-(9.160), we deduce that for any T > 0

(9.161) dimK^dimK/.

Now clearly

(9.162) dim&y^dimKT.

In view of (9.156), (9.161), (9.162), we see that for T large enough

(9.163) }^=^.

Our Theorem is proved. D
Remark 9.26. - Theorem 9.25 plays a very important role in the whole paper.

The key equality (9.161) follows from sheaf theoretic considerations, and does not
have a direct analytic proof.

g) Proof of Theorem 8.2.

Let A = A + U A_ be the oriented contour in C indicated above. Similarly let 8 be
the circle in C of center 0 and radius c^/2.

By Theorem 9.25, for T large enough, the eigenvalues of the operator Ay lie in
the interior of the domain limited by the contour A U 5, and inside 5, the only possible
eigenvalue is 0. Therefore, for T large enough and a > 0

(9.164) exp(-aA^)= -1- exp^-^^-A^-1 dk
2ni JA

+
271;

(k-A^-'dk.
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Of course, a similar formula holds when Ay is replaced by D^
Take p e ^ N . Letfp be the unique holomorphic function defined on C\ /^TR

with values in C which has the following two properties.
• As A--^ ± oo,/^)->0.
• The following equation holds

f (p - i )n^^ -^f^'^-
Clearly

(9.166) 1 f expC-a^-A^-1^-1- f fJI^•)^-^ypdk.
2m JA 2ir; JA (^a)" 1

Let L be a smooth section of End"6" (A (T^0'1) X) (§) Q, let L9 be defined as
in (8.6).

Assume that;? ̂  2dimX+2. By Theorem 9.24, we find that

(9.167) Trf^ f ^L(.-A,)-1
L27I/J^UT (̂  -I

-Trf-^ f ^L^-D Î
L2nJAnUT (v/a)p-l J

^ c r ^y^^i,^^.
^/T JA (^a)"-1 I I7

Now there exists c'ejO, 1[ such that if ^.eA, then |Im^| ̂  c ' |ReX|. Also there exist
C' > 0, C" >0 such that if \eC, \lm^\ ̂  c' |Re^|,

(9.168) |/,a)|^C'exp(-C"|?.|2).

Take ap > 0. From (9.167), we deduce that there exist Cy > 0, Cy> 0, such that if
a^ ao,

(9.169) ^ 'f'^1 (l+|^|r l^^Coexp(-Coa).

Also for T large enough, if X e A 0 '•UT, then | 'k \ ̂  c^ /T, | Im X | = 3 c ^ / S . Using
the resolvent identity as in (9.117) and also Theorem 9.23, we find that for T large
enough, and 'ke A 0 ''UT,

(9.170) ||(X-AT)-p | |^C(l+|X|y>.
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From (9.170), it is clear that there exist CQ > 0, Co > 0 such that for T large enough
and a ̂  (XQ

(9•171) ^f^lf ^^^-^"^l ^oexp(-CoaT).1_^"1 JAU' -UT (-^/a) J

Of course an inequality similar to (9.171) holds when AT is replaced by D\
By proceeding as in (9.153), (9.154), we also find that

(9.172) -L [(X-A^^^^-L {^-l^-A^r''dk.
2 n;Js 2 K(Jg

(9.172) -L \^-^y^=_L
2 T C ! J g Inijg

From Theorem 9.24, we then deduce that

(9.173) Trf-!- f^L^-AT.r^l
L27T! j5 J

-Trf-1- f ^-^'(X-D^-"^] ^-^.
L27t? Jg J ^/T

From (9.164), (9.167), (9.169), (9.173), we find that for T large enough

(9.174) | Tr [L exp ( - a A^)] - Tr [L0 exp (- a (D^2)] | ̂  -^
^

which is exactly Theorem 8.2.

h) Proof of Theorem 8.3.

We use the notation of Section 9g). By (9.151), (9.164), (9.166), for T large
enough,

(9.175) Tr[Lexp(-aA^-Tr[LPT]=Trr^ f W^L^-A^-^I.

Then using (9.134), (9.137), (9.170), we find that there exist c > 0, C > 0 such that
for a ̂  1

(9.176) |Tr[Lexp(-aA^)]-Tr[LPT]| ^cexp(-Ca).

The proof of Theorem 8.3 is completed. D
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X - THE L^ METRICS ON THE LINES 5 )̂ AND ^(r\)

a) The lift of harmonic forms on Y to the kernel of Ay.

b) The lift of harmonic forms in F to harmonic forms on X for the metric < , )^ on E.
c) The asymptotics of the Hermitian product induced by < , \ on H*(E, ^-^-v).
d) Proof of Theorem 6.9.

The purpose of this Section is to prove Theorem 6.9, i.e. to show that as
T-^+oo, -LogdpI,2-!^^^) is the constant term in the asymptotic expansion of^gd I^T/I iy-

Observe that the quasi-isomorphism r: (E, ^-^-v) -> (F, 9^) of Theorem 1.7 was
already used in Section 9f) to obtain a critical information on the dimension of the
kernel of Ay. In this Section, the full strength of Theorem 1.7 will be needed, i. e. the
fact that the canonical section pe^~ 1 (r|)00 X(y is precisely constructed through the
quasi-isomorphism r.

In the case where Y has only one connected component. Theorem 6.9 is a rather
easy consequence of Theorems 9.23 and 9.25. When Y has more than one connected
component, the problem is complicated by the fact that one has to show that as
T-^+oo, the harmonic forms on Y .̂ (1 ^ j ^ d ) lift "approximately" to harmonic
forms on X with respect to the Hermitian product < , \ which are 0(T~°°) on
compact subsets of X\Y .̂. This property is the asymptotic version of the mutual
orthogonality of the F/s in F.

This Section is organized as follows. In a), we lift harmonic forms in F to elements
of Ker(A-r). In b), we use the results of a) to lift harmonic forms in F to harmonic
forms in (E, y+v) with respect to the Hermitian product < , \. In c), we calculate
the asymptotics as T->+oo of the Hermitian product on H*(E, (F+Z;) induced by
the metric < , >^ on E via Hodge theory. Finally in d), we prove Theorem 6.9.

We here use the notation of Sections 1, 6, 8 and 9.

a) The lift of harmonic forms on Y to the kernel of Ay

We take EQ > 0 as in Sections 8e), f). For 1 ̂ 7 < d, set

(10.1) B,^=^ZeN,,,;|Z|<^l

As in Section 8e), we identify B^ ̂ ^ with a tubular neighborhood ^y,^ of Y .̂ in X.
d

Also since ̂  is a tubular neighborhood of Y= {JYj in X, we deduce that if j +j\
i
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then

(10.2) ^,eo/2n^,eo/2=0.

Recall that Q is the orthogonal projection operator from F° on Ke^D^. We
fix se]0, (£o/4)] as in Proposition 9.12. The linear map Jy: F° ->E^ which depends
on c, was defined in Definition 9.4.

Theorem 10.1. — For any <?eN, there exists Cq > 0 such that for any j\ 1 <y ^ d,
for any a e Ker (D^), for any T ̂  1

(10.3) sup j P T J T o K ^ ^ ^ H a l l F o .
xeX\^/2 T4

TT^r^ ^x^^ C > 0 such that for any o- e Ker (D^, any T ̂  1

(10.4) ||QrPT(aT2dimN) l /2JTa-a||Fo^-^r||a||Fo.

Proof. — The proof of Theorem 10.1 will be divided into the obvious two parts:

A) Proof of (\0.3\

Let E°(X\^^/2) be the Hilbert space of sections of AfT*^' ^X) ® ^ over
X\^^/2 which are square integrable. We equip E°(X\^^^^) with the Hermitian
product induced by the Hermitian product (1.38), (1.39) on E°.

We will first prove that as T -> + oo

(10.5) ||PTJT^||EO(X^^,^)=0(T-ao).

Recall that the constant c^e]0, 1] was determined in (9.112). Let 8 be the circle of
center 0 and radius c^/2 in C. By Theorem 9.25, we know that for T large enough

(10.6) FTJT^=-^- f (k-A^-^^adk.
2ni J§

To prove (10.5), we only need to show that uniformly in ^e5, as T -> + oo

(10.7) ||(^-AT)-1JT^||EO(X^^^)=0(T-00).

Now by Theorem 9.25, for T large enough, if Xe5, H^-Ay)"1 Hoo is uniformly
bounded. Therefore to prove (10.7), we only need to show that for any X-eS, meN,
there exists ^(^, T)eE1 such that

(108) ^T)=0 onX\^,^,
\\(k-A^)s^ ^-^aH^OCr-^2).
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We now use the notation of Section 8h). By proceeding as in the proof of
Theorem 8.18, we find that there exist first order differential operators C\, . . . ,
Gp . . . acting on E such that for any m e N

(10.9) F^l/2A^-l/2FTl=TV+(^)+^/T(DN+ViV(^))
m-i

+DH+M+-^|VGO+ ^ T-^C^+OCT-^2).
2 p= i

Moreover the coefficients of the operator Gj are polynomials in Z. Finally there exists
m'eN such that for any fc'eN, T ̂  1, the derivatives of order ^ k' of the coefficients
of the operator 0 (T"^2) are dominated by CT"^2 (14-1 Z |)<

Let / (^, T) be a formal power series in E°
+00

(10.10) f(-k, T)= ^ T-^/^/^eE0.
k=0

Recall that \|/ is the linear map aeF0-^ opeE0. Take aeKe^D^). Tautolo-
gically, (7 vanishes on Y^ (j" 7^7). The equations on E° which we now consider will
in effect be solved in E^ (which is the Hilbert space E° attached to the single
manifold Yj). For ^e5, consider the equation of formal power series

(10.11) ^-rTV+(y)-^^(D^+V^(y))+^-DH-M

+00 K

--WVQO- ^ T-^/2^ /(?I,T)=V|KT.
^ p=i /

Recall that by Definition 8.19, E° splits into

(10.12) E^E^CE--0.

Also by definition, E7'0 is the image of v|/ in E~'0. Let E''°'1 be the orthogonal space
to E7'0 in E°. Let E7-051'" be the orthogonal space to E''° in E~'°. Then E° splits
orthogonally into

(10.13) E^E^0®^0®^0 '1 '-.

Clearly E~'° is the kernel of V (y). Similarly by Theorem 7.4 and by (7.23), E''° is
the kernel of D^ - +^|V- (y).

We now decompose/^, T) and/^^) according the splitting (10.13) ofE°

/(^ T)^^^, T)+v|/g(?i, T)+/-L'-(?l, T),
( ' ) A^f^W+^gkW+f^-^Y
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Also we use Theorem 8.21, which asserts in particular that M maps E~ into E+ and
that 1/2 ̂ ^V (y) maps E'-° into E'-0'1'". Using (8.94) and identifying the powers
o f / T in (10.11), we find that

• f^ (^) =/r (A-) = 0; /o1- - 0) = 0; (^ - DY) ̂ o W = CT;
• for k ̂  2, V"1' 00 ./î  (X) depends linearly on

{/^L^-l, {.^•"?^-2, {^)}.^-2;

(10.15) • for k S? 0, (D^ ̂ |V- (y)) f^' - (X) depends linearly on

{/^(^L^-i, {/.'-(^)L^-i, {^(^)L^-i;
• for k ̂  1, (X — D^ ̂  (X) depends linearly on

{/.+^, T)}^,, {/^-(^, T)},^, {g,(X)^^_i.

Let A1^* be the Laplacian in the fibres of Ng. Let e^, .. ., ̂ n be an orthonormal
base of Ng. Set

/^T 2"
S=^——I:c(e,)c(J^).

2 i

By Proposition 7.2, equation (7.23) and Proposition 8.13, we find that

A^ 1 7 1 2

(10.16) (D^- +^V- Cy))^ - —— + i-̂ - +S.

Let oS? be the harmonic oscillator on R2"

^^(-A+jZ)2-^^).

Let oS?"1 denote the inverse of o§? acting on the orthogonal space L^ to the kernel
ofoSf, {exp-dZ)2^)}, in L2(R2n). We extend JS?~1 by the zero map on
{exp-dZ)2/^)}. By [ReSi, Theorem V-13], ^-1 acts on the Schwartz space S(R211).
Similarly, for any a > 0, (JS?+^)~1 acts on the Schwartz space S(R2").

Let Ui, . . ., Ufe. . . and V\, . . ., V^. . . be arbitrary smooth sections of T^Y
and NR which span (TnY)y and Ng^ at every yeY. Let S(Ng) be the vector
space of smooth sections s of ^((AfT*^' ^X) (§> y jy) over N^ such that, if L is
any differential operator on NR which is a product of a finite number of the
operators °V^H or °V^ , for any ^eN, [Z^L^^, Z) remains bounded. Let
(DN•-+(/" : rT//2)^| -V -(^))- l be the inverse of D^-+(y^T/^/2)Vi-V-(^)
acting on E''0'1'". We extend this operator to a linear map acting on E~'° which is
zero on E7'0. Clearly
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(10.17) (^~^^^^~(y)\l-U^f~+^^~^-(^^^^

(D^+^Vl-V-oA

Using equation (10.16) and the previous considerations on the harmonic
oscillator, we find that the operator (D^ ~ 4- ( /^T/ /2) V|~ V~ (y))~1 acts on the
Schwartz space S (Ng).

If ^ e 8, we know that ^ i Sp (DY).We then deduce from the previous considerations
that equation (10.11) determines a unique power series/(^, T)eE°. Moreover for
every n ̂  0, /^ (X), f^ - (?i) lie in S (N^), and ̂  (?i) lies in F.

Set

(10-18) ^^'^^^^^^^^^ rzA(^T-^)^z).
(^T2 ) \ fc=0 /

We consider s^(k, T) as an element of E which vanishes on X\^.g. Then if
e^ . . ., e^t is an orthonormal base of TgX, using Proposition 8.5, we get

/ry\ /m+ 1 \

(10.19) ^-AT)^(X,T)=—^^0-A,)/^-1/2F,-1 1: A^T-^2)
^T2 ) \ fc=0 /

_" c(..)(v,p(z))fc-^ r_1 ^\
L ^/2(a,2-N)V2 ^ ^J/^ J-

Since p is equal to 1 on ^-,e/2> V<>,P " equal to 0 on ^j^/i- Using (10.9), (10.11),
(10.19) and the fact that the/t(^,)'s lie in S(N,(), we easily deduce that (10.8) holds.
We have thus proved (10.5).

Since A^D^TV, and AT-FT-JTC^O, we get

(10.20) DXP^J^a=-TVP^J^a,

and so llD^.i.JTCTllEOtx^^OCr"00). Similarly A^FT.JTCT=O, and so using (9.89),
and the fact that by (9.50), [D^ V] is an operator of order zero, we get
IKD^PTJTCTllEOtxv^^OCr"00). Also A^PJT<T=O. Now A^ is the sum of (Dx)3

and of an operator of order two with polynomial coefficients in T. Since (D^2 is an
elliptic operator of order two, we deduce from the previous estimates that
[[(D^P.i.JTCTllEOtxv^+^i^OCr"1"). By iterating this procedure, we find that for
any fceN

(10.21) IKD^P^J^IlEo^^^^^Oa--0).
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Since Dx is an elliptic operator, and since e ̂  (^oM)? we immediately deduce (10.3)
from (10.21).

B) Proof of (10.4).

Take ^e§ and aeKe^D^. We again consider equation (10.11). In view of
(10.15) and of the fact that D^ a=0, we get in particular

(10.22) goW=^
A

For m e N, set
m + l

(10.23) R,(?i, T^F^O-A^-^pFT1 ( S f^T-^2}-^?)^.
\ o /

Recall that Ke^D^cF. Since Kei^D^ is finite dimensional, all the norms on
Ke^D^ are equivalent. By (10.9), (10.11) and by the considerations after (10.19), we
find that R^ (5i, T) e S (N|() and that if q is an arbitrary semi-norm on S (Ng), there
exists C > 0 such that for any T ̂  1

(10.24) ^(R,(X,T)K^||a||Fo.

Set

(10.25) 4(X, 'D^-1/^-1 ( E AWT-^2).
\ o /

Then by (10.23), (10.25), we find that

(10.26) ^ (k, T) - (K - AT) -1 ((XT 2dimN)l/2 JT CT

=('k-A^)-lk-ll2F^lR^-k,^).

Using (10.6), (10.26), we get

(10.27) 1 f^O.T^-I^a^""^1/2.^
271; Jg

= 1 f^-A^-^-^F^R^^T)^.
2-ni Jg

From (7.20) and from the fact that p and k are equal to 1 on Y, we see that

(10.28) rk-^pf^^g^^goW.
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By (10.15),/o(?i)=\|/^o(^)- So from (10.22), (10.28), we find that

(10.29) r 1 f k-ll2pF^(f^)dk=a.
2ni Js

So for a given meN, by (10.25), (10.29), we obtain

(10.30) Qr. [4(^T)^-a ^^ l la l lpo .
2ni Js F0 ^/T

Using (10.27), (10.30), we see that to prove (10.4), we only need to show that if
m e N is large enough, for \ e 8, T ̂  1

(10.31) l l^^-A^-^-^F^R.^^IlFo^-^l lal lFo.

Let n be an integer. From (10.24), we find easily that
,, , ,, 1/2 (H- inf (dimN,)-m) ..

(10.32) IIF ÎU ÎÎ CT i^^ J ||a||Eo.

Also

(10.33) (X - AT) (̂  - A^) = (DX - X) (DX - X) + T (- (K + X) V + [DX, V]) + T2 V2.

Since by (9.50), [D^ V] is an operator of order zero, and since Dx is an elliptic
operator of order one, using (10.33), we find that there exists C > 0, such that for
T^ 1,^e8, seE\

(10.34) ||^||JI^C(||(^-AT)^||JO+T||^||JO).

In particular, if 0 is a differential operator of order p — 1 acting on E with scalar
principal symbol, then for T > l , ^ e 8 , ^ e E ,

(10.35) ||0^||ii^C(||(?i-AT)0^|||o+T||0^||jo).

Now

[A^OMD^OKTEV.O],

and [D^ 0] and [V, 0] are differential operators of order p - 1 and p - 2 respectively.
Using (10.35), we find there exists C > 0 such that for T ̂  1, ?ie8, seE,

(10.36) H^lllp^CdKX-A^^IIJp-i+T2^!^-!).
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Using (10.36) and recursion on p, we deduce that for any /?eN, there exists Cp > 0
such that for any T ̂  1, Xe8, seE,

(10.37) ||^||J^C,T^(||(?I-AT)^|JP-I+||^||^O).

By Theorem 9.25, for T large enough, if Xe5, [((^—AT)'"1!!^ is uniformly
bounded. From (10.37), we find that for T large enough, ^e5, seE,

(10.38) ||(?i-AT)-^|||^C,T^||,||ip-i.

Take ^eN,;? > 2dimX. Using (10.32), (10.38), we see that for T large enough,

(10.39) II^-A^-^-^F^R,^ T)||^

^C.T^1^"1"!^/'11"^"^ || a l^o.

By taking w large enough, we get from (10.39)

(10.40) l l^-A^-^-^F^R.a.^l lEp^^l la l lFo.

On the other hand, for p > 2 dim X, E^ embeds continuously in the set of
continuous sections of AfT*^' ^X) ® ^ over X. We thus deduce (10.31) from (10.40).

Our Theorem is proved. D

b) The lift of harmonic forms in F to harmonic forms on X for the metric ( , \ on E

We now use the notation of Section 6b). In particular for T ̂  0, the Hermitian
product < , )-r on E was defined in Definition 6.2, The finite dimensional vector
subspace Ky of E was introduced in equation (6.2), Py denotes the orthogonal projec-
tion operator from E on K^ with respect to the Hermitian product ( , \. By definition
Ki==K, Pi=P. Recall that by (6.3), for any T > 0, K^ is canonically identified with
H^E.^+zQ. As we saw after equation (6.44), the linear map P T : K = = K I - > K T
provides the canonical identification of K with Ky.

Identity (6.6) says that

(10.41) P^T^PTT^H.

Definition 10.2. - For T > 0, let B-r be the linear map

(10.42) aeF^(BTa)(^,Z)=fc- l /2(^Z)p(Z)expfTe-T^12 ' )a(^)eE.
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Theorem 10.3. - For T > 0, let Cp be the linear map

(10.43) (TeKer(DY)^CTCT=Q/•P^.B^-CTeKer(DY).

There exists c > 0 .rocA that for any T ̂  1

(10.44) ||C,-1||^__.
^

For awy ^eN, ^r^ ^rf^ C^ > 0 such that if 1 ̂ 7 ̂  d, ifT ^ 1 am/ z/a e Ker (D^),
^/^

(10.45) sup I C T C T O O l ^ ^ l l a H F o .
y e Y\Yj T4

TAm? ^x^^ To ^ 1 such that for T ̂  To, Cr is invertible. Then for T ̂  To, ifseK,

(10.46) PT^PTBTC^Q^.

For a^ ^eN, ^re exists Cq > 0 ^cA ̂  ;/1 ^7 ̂  d, ifT ^ To ^rf ^ a e Ker (D^),
^/^

(10.47) sup I C ^ a ^ l ^ ^ H a l l F o .
y e Y\Yj T4

Proof. - Clearly

rT^^r,
(10.48)

T-NHexp(Te)=exp(e).

Using (10.41), (10.48), we find that if aeKei^D^

(10.49) CT a = Q r PT (o^ 2dimN)l/2 J^ a.

So (10.44) is equivalent to (10.4), (10.45) follows from (10.3) and (10.49).
By (10.44), for T large enough, Cr is invertible. By definition, we know that

for T large enough, if a e Ker (D^, then

(10.50) OrP^C^^o.

On the other hand, for T > 0, the linear map s e K -^ Py s e Kj provides the
canonical identification of K with ICp In particular Py s - s is a (F + v coboundary.
Using Theorem 1.7, we find that r (Py s — s) is a ̂  coboundary. Therefore

(10.51) QrP^s=Qrs.
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Also, since the map r: (E, (F+Z;) -> (F, ^F) is a quasi-isomorphism, for seK, there is
a unique s ' e Ky such that

(10.52) Qrs^Qrs.

From (10.51), (10.52), we get

(10.53) s'=P^s.

Using (10.50), we know that for T large enough, for seK

(10.54) QrP^C^Qrs^Qrs.

From (10.52)-(10.54), we get (10.46).
d

The space Ke^D^ splits into Ker(DY) ̂  ® Ker(D^). Let D^, E^ be the diago-
j = i

nal and non diagonal parts of the operator Cy with respect to this splitting ofKe^D^.
Using (10.45), we know that as T -> -I- oo

(10.55) ||ET||=0(T-00).

Also by (10.44), for T large enough, Dy is invertible, and moreover

(10.56) CT^DT^l+ETDT1)"1 .

Using (10.44), (10.55), (10.56), we find that if E^ is the non diagonal part of Cr1,
then as T -> + oo

(10.57) ||ET||=0(T-00).

Since norms on finite dimensional vector spaces are equivalent, we immediately deduce
(10.47) from (10.57).

The proof of Theorem 10.3 is completed. D
Recall that by Theorem 1.7

(10.58) H* (E, S^zO ^ ® H* (Y,, .̂).
i

Definition 10.4. - For 1 ̂ j ^ d , let H^E.^+zQ be the vector subspace of
H*(E, (P^T;) corresponding to H(Y^, r^) under the canonical isomorphism (10.58).

Definition 10.5. - For 1 ̂  j ̂  d, let K (/) be the vector subspace of K corres-
ponding to HJ (E, y 4- zQ via the canonical isomorphism K ^ H* (E, ^x + v).

If 1 ̂ 7 ̂  d, 5'eE, let r^sePj be the restriction o( rs to Y .̂. Similarly, for 1 ̂ j ^d,
let Qj be the orthogonal projection operator from F° on K^Ke^D^).



COMPLEX IMMERSIONS AND QUILLEN METRICS 139

Proposition 10.6. - For 1 ̂ j ^d, the following identity holds

(10.59) K(/)={^K; Q,,^=0for/ ^7}.

Proof, - Using Theorem 1.7, it is clear that if 5-eK, rseF is ^Y closed. Then
^ e K (/) if and only if for j ' ^ j\ r^se F^ is 3^ exact, L ^. if Q^ r^ == 0. D

Theorem 10.7. — For aw^ ^ e N, ^r^ .̂x^ ^ constant C such that for any 7,
1 ^7<r f , any seK^forT^ 1

(10.60) sup IPT^IW^IMIEO.
jC6X\^o/2 T9

Proo/. - By Theorem 10.3, for T large enough, if5'eK(/)

(10.61) PrS=P^B^C^lQrs.

By Proposition 10.6, Q(rs) vanishes except on Y .̂. Therefore using (10.42), (10.61),
we find that

d

(10.62) P^= ^ ^P^^.l^'yi^^C^Q^s.
j ' = i

For T large enough, || C^ 11| is bounded. Using Theorem 10.1, we find that as T ->• + oo

(10.63) sup | (T^ PT ("T,, l^yi2 JT Q, CT- 1 Q, r, ̂ ) (^ | = 0 (T- °°) || s \\^.
-cex\^,eo/2

On the other hand, by (10.47) in Theorem 10.3, we know that if/ ̂ j, as T -+ + oo

(10.64) sup | (CT- 1 Q,r,^) (x)\=0 (T-00) || s \\^.
xe\j.

Using the fact that JT is an isometry, we see from (10.64) that for/ ^ j

(10.65) || ̂  (a -̂ 2dimN.••)l/2 J,. Q,, CT 1 Q, r,s \\^ = 0 (T-co) ||. H^o.

By proceeding as in (10.20), (10.21) we deduce from (10.65) that if/ ^j

(10.66) sup|(^(aT,,•,2dimN.•)l/2JTQ,,CT-lQ,•r,.)(x)|=0(T-oo)||^||Eo.
xeX

From (10.63), (10.66), we get (10.60). Our Theorem is proved. D

Remark 10.8. - Theorem 10.7 is a very important result. It asserts that as
T -> + oo, the harmonic representatives of elements of Hf (E, (F+z;) localize near Y .̂.
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c) The asymptotics of the Hermitian product induced by <( , \ on H* (E, ^x + v)

We now prove the main result of this Section.
Theorem 10.9. - For 1 ̂ j\ j ' <^d, take seK(j), ^eK(/). Then ifj^j", as

T -> + oo, for any m e N

(10.67) (P^PT^T^CT-").

Ifj=jf, as T -> + oo

(10.68) <P^, P^/>T=T-dimN.Y<Q,r,^ Q,r,^>+0 (——)).

Proof. — By definition, if 5" e K (/), s e K (//), for any x e X

(10.69) (P^PT^T^^T-^PT^T-^P^)^

^F^T-^, T - NHp^^>(x)=<T-NHp^,^ F^T'^^XX).

Also recall that |[PT|| ^ 1- ^ J ^J\ we now use Theorem 10.7 and (10.69) and we
obtain (10.67).

More generally, if s, s ' eK, by (10.41), (10.42), (10.46), (10.69), we get

(10.70) < PT s, PT ̂  >T = < PT (^T 2dimN)l/2 JT CT 1 Q ̂ , PT (a^ 2dimN)l/2 JT CT 1 Q ̂  >.

If s, ^eK(/), by Proposition 10.6, Q(rs) vanishes on U Y^. Also by (9.155),
j ' ^j

(9.163), we know that

(10.71) ^(IVQK——

Recall that Jy is an isometry from F° on its image E?. From (10.44), (10.47), (10.70),
(10.71), we deduce that as T -> + oo

(10.72) <P^, Prs'^-^j^^fwr^ Q,(^)>

+0('——^4-0(T-00).

By formula (9.3), it is clear that as T -> + oo

(10.73) ^,2^= ̂ (1+0(1--)).
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From (10.72), (10.73), we get (10.68). Our Theorem is proved. D

d) Proof of Theorem 6.9

The vector spaces K and Ky are Z-graded by the operator N^-NH. Let
dimX

K= © K^,

(10.74) p=o
dimX

KT= © K?,
p=0

be the corresponding splittings of K and K^. Recall that P^: K -> Ky provides the
canonical identification of K and Ky and preserves the Z-grading.

Let I |det(K^ | |det(K^) be ^e metrics on the lines det^), det(K^) induced by
the Hermitian products < , > , < , >r on E. Let | |det(KP),T be the metric on the line
det^) which is the pull back of the metric | \^(K^ ̂  Ihe canonical isomorphism
P^deUK^deUK?).

Recall that K^Ke^D^. The vector space K' is Z-graded by the operator N^,
and so

(10.75) K'= © K^.
p ^ o

Let I Idet(K'P) be ^e metric on the line detOK^) induced by the metric (1.44), (1.45)
on F.

By Theorem 1.7, the map s e K -> Q rs e K' provides the canonical isomorphism
of K and K\ This isomorphism also preserves the Z-grading. Let | \^(KP) oo be the
metric on the line det^) which is the pull-back of the metric | \^(K'P) under the
canonical isomorphism det(K^) ^ deUK^).

Of course K^, K^, K^ split into

K^= © K^O),
j= i

(10.76) K^= © K^O),
j= i

d
K^= © K^O).

j= i

Also the various canonical isomorphisms described before preserve the splittings
(10.76).
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Let now ^i, . . ., s^^ be a base of K^l), let ^ i, . . ., ̂  ^ be a base of
K^(2), . . . Let a^edet^) be given by

d ij

(10.77) 0^= A A S]^.
J = l f c = l

We choose the ^ j^'s so that

(10.78) Mdef(KP)=l.

Then by definition, for any T > 0

(10.79)

det(KP),T _ ^ ^ ( / p p p p \\-^——— — aei ̂  r-p s^ ̂  ^T ̂ j', fc' /^
|det(KP)

2 d

^K^=^ det«Q,r,^ Q;r,^,,».|2
|det(K^) J= l

Now by Theorem 10.9, it is clear that as T -> + oo,
d

- £ dimN,dimHP(Y,,Ti.)
(10.80) de^P^PT^))^ J = l

/ d

ndet«Q,r,^,,Q,r,^^»+Ol
\ y = i

From (10.79), (10.80), we deduce that with the notation of Theorem 6.9,

no8n I I^T.^^^^Vip-M2 i +of z ^v1^01) ^—[2—-1 [\P k - 1 ^ ) ® ^ ^ ) ' ^ ^ " ^ / / -
I 1^^) v ^ V 1 //

Theorem 6.9 follows. D

VT.
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XI - THE ANALYSIS OF THE TWO PARAMETERS SEMI-GROUP
exp (-(nD^TV)2) IN THE RANGE ue]0, I], Te[0, (1/n)]

a) Rescaling the Clifford algebra: Getzler's trick.
b) Lichnerowicz's formula.
c) The limit as u -» 0 of Tr, [N» exp (- (u Dx 4- TV)2)].
d) Localization of the problem.
e) A rescaling of the normal coordinate Zo.

f) A local coordinate system near Y and a trivialization of A (T*^'1) X) (§) ^.
g) The Taylor expansion of the operator (D^2.
h) Replacing the manifold X by (T,(X)^.
i) Rescaling of the variable Z and of the Clifford variables.
j) The matrix structure of the operator L^o^.
k) A family of Sobolev spaces with weights.
1) Estimates on the resolvent of L^o^.
m) Regularizing properties of the resolvent of L^o^.
n) Uniform estimates on the kernel P3'7"^.
o) Estimates on (^ - L^O/T) -1 - (^ - L^ ̂ /T) -1.

p) Proof of Theorem 11.13.

The purpose of this Section is to prove Theorem 6.6. The main point of
Theorem 6.6 is to show the existence of C > 0, ye]0, 1] such that if ue}0, I],
0 ^ T ̂  (I/M), then

(11.1) TrJNn exp (- (u Dx + TV)2)] - f Td (TX, ^Tx) (& Tr, [NH exp (- C^)]
Jx

^C^Q+T))7.

When T remains uniformly bounded, this estimate immediately follows from local
cancellations in index theory. On the other hand, as pointed out in Remark 6.10, the
estimate (11.1) implicitly reflects the results of [B2] stated in Theorem 4.3 on the
convergence as T -> + oo of the currents <& Tr, [NH exp (- C^)].

The proof of (11.1) relies on three main ideas:
• The first simple idea is that the estimate (11.1) is local on X and that difficulties

may only occur near Y.
• The second main idea is to combine the rescaling techniques of Getzler [Ge]

with the splitting ^=^ ®^~ o f ^ near Y which was constructed in [B2, Section 1]
and in Section 8f), and was already used in the proofs of Theorems 6.4 and 6.5.

In [Ge], Getzler introduced a rescaling of the Clifford algebra of a vector space
in order to prove the local index Theorem of Atiyah-Singer. One of the main ideas of
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the proof of (11.1) is to introduce a two parameters rescaling of the Clifford algebra
ofT^X. When T remains bounded, this rescaling essentially coincides with
Getzler's [Ge]. However when T gets very large (i.e. of the order of l/u\ the Clifford
variables coming from the normal bundle Ng do not get rescaled at all, as in fact will
be the case in Section 12. This fine tuning of Getzler's rescaling permits us to obtain
the estimate (11.1) in the range ue]0, I], Te[0, (l/^)].

The splitting ^=^ © ^~ of ^ near Y also plays an important role in the proof
of the estimate (11.1). In fact, as suggested by the results of [B2] and of Sections 8
and 9, for a given ue]0, I], as T-^+oo, ^+ tends to be eliminated. The difficulty is
then to obtain some sort of uniform control for ue]0, I], 1 ̂  T ̂  (l/u).

• Contrary to the proofs of the local Atiyah-Singer index Theorem, functional
analytic techniques play a prominent role here. In fact, to handle together the difficul-
ties coming from the splitting ^^+@^~ and from a concentration phenomenon
near Y as T-^+oo, we construct the heat kernels through the resolvent of the
operators obtained by rescaling from the operators (uDX+'TV)2. Uniform estimates
on the resolvents in ue]0, I], Te[0, (l/u)] are obtained by using Sobolev spaces of
sections on (TgX)^ Q^eY) ofA(T^X®^, with weights which explicitly depend
on the Z-grading.

This Section is organized as follows. In a), we recall Getzler's rescaling technique
of the Clifford algebra [Ge]. In b) we establish Lichnerowicz's formula for (D^2.
In c), we calculate the limit as u->0 of TrJNnexp^z^+TV)2)] and we obtain
the second easy half of Theorem 6.6. In d), we show that the proof of the estimate
(11.1) can be localized near Y. In e) and f), we construct a coordinate system and a
trivialization ofAfT*^ ^X) ® ^ near Y. In g), and following [Ge], we obtain a Taylor
expansion of the operator (D^2. In h), we reduce the proof of (11.1) to an equivalent
problem on C'. In i), we perform Getzler's rescaling on the operator (^D^TV)2 and
inj), we describe certain key algebraic features of the new rescaled operator L^0^
with respect to the splitting ^=^ ® ^ ~ . In k), we introduce graded Sobolev spaces
with weights. In 1) and m), we prove uniform estimates on the resolvent L^0^. Special
attention has to be devoted to the fact that L^0^ is no longer a self-adjoint operator.
In n), we show that the rescaled heat kernels P^0^ decay rapidly in directions normal
to Y, and this uniformly in ^e]0, 1]. In o), we estimate the operator L^'^-L^0^
and the difference of the resolvents of L^0^ and L^0^ in a purely operator theoretic
sense. Finally in p), we prove the estimate (11.1).

We here use the notation of Sections 1, 4, 6, 8 and 9.

a) Rescaling the Clifford algebra: Getzler^s trick

We here use the notation of Section 5a). In particular V denotes a complex
Hermitian vector space of complex dimension k.
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k
Recall that A(V*) is a c(Vn) Clifford module. Moreover A(V*)= ® A^V*) is

p=o
a Z-graded vector space, and so it inherits a corresponding Z^-grading. If eec(V^),
let TrJ^] be the supertrace of e acting on A(V*).

Let e^ . . ., ^2fc be an orthonormal oriented base of VR. Then by [ABo, p. 484],
c(e^). . .c(^fc) is the only monomial in the c(^)'s (1 ^ i ̂  2k) whose supertrace is
nonzero and moreover

(11.2) rT^[c(e,)...c(e^]=(-2i)k.

We now briefly describe Getzler's trick in local index theory [Ge]. If XeVn, let
X*eV^ correspond to X by the scalar product ofVg. Then the operators X* A and
^x both act on A (V^).

For a > 0, XeV^ let c° (X) e End (A (V^)) be given by

(11.3) c^^X* A-^x.
a

Clearly if X, YeVg, then

cfl(X)cfl(Y)+cfl(Y)ca(X)= -2 <X, Y>.

Therefore the map c (X) e c (Vg) ̂  c" (X) e End (A (V^)) induces an injective algebra
homomorphism \|/^: c(Vn)-^End(A(V^)). Observe that if N is the number operator
which defines the Z-grading of A (V^), then

vl^a-^^.

Now for 1 ̂  z\ < . . . < ip ^ 2k, 1 ̂ 7\ < . . . <j\ ̂  2fc, the operators

e11 A . . . ^P A L,. . . . z-
e ] t eJq

are linearly independent in End(A(V^)). Due to (11.3), if eec(V^ ^(e) is a linear
combination of such operators.

Definition 11.1. - For eec(V^ let {vl^OO^eC be the coefficient of the
operator e1 A . . . A ^2fc in the expansion ofv)/0^).

Proposition 11.2. — If e e c (Vg), for any a > 0, /ACT

(11.4) Tr, [e\ = (- 2 z^ ̂ 2fc {\|/0 CO}" .̂

Pr^/. - Clearly

[^(c(^)..•c(^fc))]max=^~2fc.
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Also the supertraces of other monomials in c(e^), . . ., c{e^ than c(e^). . .c(e^
vanish. Using (11.2), Proposition 11.2 follows. D

b) Lichnerowicz^s formula

Let ^i(x), . . ., e^i(x) be a locally defined smooth section of the bundle of
orthonormal frames in T,(X.

We now recall the definition of the horizontal (or Bochner) Laplacian.
Definition 11.3. — Let Ax be the second order differential operator acting on E

21

(11.5) A^Y^.)2-^ ^ .^ / L^\ e^ ^ yTX
1 i ^

Let K be the scalar curvature of the Riemannian manifold X.
Let (V^)2, (Vy be the curvatures of the connections V^, V^ on TX, ^, let

Tr^V^)2] denote the trace of (V^)2, considered as a 2-form on X with values in
End(TX).

Proposition 11.4. — Lei e^ . . ., e^^ be an orthonormal base o/T^X. Then the
following identity holds

(11.6) (D X ) 2 =-^ C + K + 1 ^ c(e,)c(e,)
2 o 4 i ^ i, j ̂  21

^(V^)2+jTr[(VTX)2]1(^^).

Proof. — By [Hi, p. 13], since the metric ^Tx is Kahler, the operator
/2 Dx = /2 (^x + y*) is a standard Dirac operator of Lichnerowicz's type. Therefore

the formula of [B6, Proposition 1.2] is applicable to the operator 2(DX)2. D
Proposition 11.5. — Let e^, . . ., e^i be an orthonormal base of T^X. Then for

any u > 0, T ̂  0

(11 .7) O^+TV)^ - M2AX + U2K +ul E c^)c(.,)
2 o 4 i ^ i, j ̂  2 z

[(Vy+^TrKV^)2]]^, e,)+«T^ ^V^V+T^2.
L 2 J i /^

Proo/. - Clearly

(M Dx + TV)2 = u2 (D^2 + u T [D^ V] + T2 V2.
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We now use formula (9.50) for [D^ V] and Proposition 11.4 to get (11.7). D
Definition 11.6. - For u > 0, T ̂  0, let P^T^X, x ' ) ( x , x'eX) be the smooth

kernel associated with the operator exp(—(MDX+TV)2), calculated with respect to
the volume element dv^lTtf^.

If heE, for u > 0, T ̂  0, xeX, we then have

(11.8) exp (- (u Dx + TV)2) h (x) = f P., -r (x, x') h (x') ̂ ^ .

For xeX, P«,.r(^ ^") "es in End^ACT*^ ^X) ® ^).

c) The limit as u -> 0 of Tr, [NH exp (- M D^^ + TV)2)]

Recall that i f ^eR+, C, is the superconnection on i;

C,=V^+^/,yV.

Proposition 11.7. — Lef To£[0, +oo[. There exists C > 0 such that/or any
ue]0, l],Te[0,ToL^«

(11.9) Tr^Hexp^O^+TV)2)]

- f Td (TX, ^Tx) $ Tr, [NH exp (- C^)] ^ C u,
Jx

| Tr, [NH exp (- (u Dx + TV)2)] - Tr, [NH exp (- (u D^2)] | ̂  CT.

Proof. - Clearly

(11.10) Tr^Hexp^O^+TV)2)^ f TrJNH^T^, x)} ̂ x^.
Jx \.2•K)

In view of formula (11.7) for (uDX+TV)2, as in [BGS2, Theorem 2.26,
eq. (2.127)], we may use local index theory techniques to show that for any T Ss 0,
any x e X, as u -> 0

(11.11) TrJNnP^T^^)] dvx(x)

(27I)dinlx

-^ {Td(TX, ̂ O) TrJNHexp(-C22)]}max•

Take To ^ 0. The arguments in [BGS2, proof of Theorem 2.26] easily show that there
exists C > 0 such that for ue]0, I], Te[0, To], xeX,
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(11.12) TrJNHP^(^^^Sc

- {Td (TX, ^Tx) $ Tr, [NH exp (- C^)]}— < C u.

The first inequality in (11.9) follows from (11.10), (11.12). Also by proceeding as in
equations (3.6)-(3.9), we find that

(11.13) l -l-TrJNHexp^O^+TV)2)]
T BT.

=-a{Tr,[Vexp(-(^DX+TV)2+A(^-z;*))]}^o.
do

Now the same arguments as before easily show that for T ̂  To, as u -> 0, the right-
hand side of (11.13) remains uniformly bounded. We then see that, for ue]0, I],
Te[0,To],

(11.14) |TrJNHexp(-(^DX+TV)2)]-[NHexp(-(^DX)2)]| ^ CT2.

The second inequality in (11.9) follows. D
Remark 11.8. — The second inequality in (11.9) is exactly inequality (6.14),

which is part of Theorem 6.6. To complete the proof of Theorem 6.6, we must prove
inequality (6.13), which is much sharper than the first inequality in (11.9), since T is
allowed to vary in the interval [0, (l/^)].

d) Localization of the problem

Let a > 0 be the injectivity radius of X. For &e]0, (a/2)], xeX, let B^x, b) be
the open ball of center x and radius b. Let <9BX (x, b) be the smooth boundary of
B^.A).

Wenowfix&e]0, (^/2)].
Definition 11.9. - For x^eX, let P^(x\ x") (x\ x'eB^jCo, b)) be the smooth

heat kernel associated to the operator exp (-(^D^ TV)2) with Dirichlet conditions
on SB^o, b).

Proposition 11.10. — There exist c > 0, C > 0 such that for any x^eX, ue]0, I],
TetO.O/^LxeB^o,^),^

(11.15) ||(P,^-P^)(^^)||^cexpf-^\
\ — /
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Proof. - Clearly

(11.16) (MD^+TVO^^D^+MTpyS Vl+T^2.

As we saw in (9.50), the operator [D^ V] is of order zero. The proof will then
consist in using the fact that for T ̂  (\ju), the operator ^[D^ V] remains uniformly
bounded, and also the fact that the operator V2 is non negative. Let A be the Laplace-
Beltrami operator on X. For t > 0, let p,(x\ x")(x\ x"eX) be the scalar heat kernel
on X associated with the operator exp^A/2), calculated with respect to the volume
element dv^x^/^n)61^.

Take x^eX. For u > 0, xeBX(xo,b/2\ let Q^ be the probability law on
^([0, 1]; X) of the Brownian bridge ^e[0, 1] -> xfeX associated with the metric g^/u2,
such that xuo=x1[=x. For the definition and the properties of the Brownian bridge,
we refer to [B4, Chapter II].

For 0 ̂  ̂  1, let To be the parallel transport operator from (AfT*^' ^X) ® ̂
into AfT*^' ^X) (§) ̂  along the path xu with respect to the unitary connection V .̂
The fact that the operator T^) is well-defined and depends continuously on te[0, 1]
follows from Dynkin [Dy], Ito [I]. Set T°=(To)~1. Let e^ . . ., e^ be an orthonormal
base of (TpX)^. For 0 ̂  ̂  1, let M^eEnd^ACT^0' ^X) ® ̂  be given by

(11.17) M,= - ul c(^)^,)To (W+ ^TrKV^)2]) (T0^, T°^)T0
4 \ 2 /^

-To^TtD^Vl+T^O^T0.

Consider the differential equation

^H^M,
(11.18) dt t t

Ho=I(A(^*<o• l>x)®^•

In (11.18), H, lies in Endr^A^*^'^X) ® ^). Finally, let S be the stopping time

(11.19) S=inf{^ > 0; ^eBB^Xo, b)}.

Let E^ be the expectation operator with respect to the probability measure Q .̂
By using Lichnerowicz's formula of Proposition 11.5, and also Ito's formula as in
[B5, Theorem 2.5], we find easily that

(11.20) (Pu,T~P^)(^ ^)=A^ x)

"r / u2 r1 \ ~i
E^ I s ^ i exp - - K^dt H.T; .

L \ o Jo / J
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Let H* be the adjoint of H(. Since M( is self-adjoint, we find that

dH^=MH-
(11.21) dt ( "

"o =I(A(^•<o• l )x)l89x•

In particular, i( he^A^*^' ^X) (§) ̂ , we deduce from (11.21) that

(11.22) d-\H*h\'i=2{M^*h,}i*h').
dt

Now the operator TQ V2 (x;,) T° is self-adjoint and nonnegative. Using (11.22) and
Gronwall's lemma, we see that there exists C > 0 such that for ue]0, I], ul s$ 1, / <$ 1

(11.23) \H*h\^C\h\.

From (11.23), we get

(11.24) ||HJ|^C.

Using (11.20), (11.24), we obtain

(11.25) \\(P^-Py(x, x)|| ̂  C/vOc, ^Q;(S ̂  1).

Let pf°(x', x") (x ' , x"eBX(xo, b)) be the scalar heat kernel associated with the
operator exp(M/2) and Dirichlet boundary conditions on QB^^x^b). Using Ito's
formula again, we get

(11.26) (p,2 -p^) (x, x) =^2 (x, x) Q; (S ^ 1).

Therefore, by (11.25), (11.26), for ye]0, I], uT ^ 1

(11.27) ||(P«^-P^)(x, x)\\ ̂  C(p^-p^)(x, x).

Now classically, we know there exist c > 0, C > 0 such that for any xeBX(xo, b/2),
ye]0, 1]

(11.28) OV-T^KX, x) ̂  cexp ( - c\
\ u /

Then (11.15) follows from (11.27), (11.28). D
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Remark 11.11. - Recall that we want to show that there exist C > 0, ye]0, 1]
such that for ye]0, I], Te[0, (1/w)]

(11.29) IJJ^^^^^^^x

- Td (TX, ^Tx) 0) Tr, [NH exp (- C^)}\ ^ C (u (1 + T))\

By Proposition 11.7, it is clear that only large values of T may cause trouble. Also
Proposition 11.10 shows that inequality (11.29) can in fact be proved locally on X.

e) A rescaling of the normal coordinate Zy

We use the notation of Section 8e). We fix ee]0, inf(So/2, a/2)]. Then ̂  is a
tubular neighborhood of Y which is identified with the open set B^ in Ng defined
in (8.20).

Definition 11.12. - Let pi.(x) be the smooth function of T ̂  0, xeX such that

(11.30) PT (x) -t^ = {Td (TX, g") (D Tr, [NH exp (- C^)]}—.

The key result of this Section is as follows.
Theorem 11.13. - There exists ye]0, 1] such that for any p e ' N , there is C- > 0

such that ifue]0, I], Te[l, (!/«)], ̂ eY, ZoeN^^, |Zo| ^ (e/2)T, then

Tr I TM P 1 1 1 ; " " 1 1 1 ; '̂ u I 1 I — R I 1 1 °lts | ^H^T \\ yo, — Y \ yo, -^- ] ] l PT ( y o ' -^(11.31)
•-r2dimN T //J V T

^((i+iZoDr^o+T)^
Proof. - The proof of Theorem 11.13 is given in the next subsections. D
Remark 11.14. - Let us briefly show how to derive (11.29) from Theorem 11.13.

Clearly

(11.32) J |[TrJNHP,,(x,x)]-P,(x)]|,^
J<%e/2 (/71J

ny" f r^ f
\2Tt) JvLT2^ J,;

j^yimx

I- / 1 | T2dimN |,27t/ JY L 1 ^ | Z o | < (< (eT/2)

-PT^^I^ ^')^(Zo)I^Y^o).
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From (11.31), (11.32), we deduce that

(11.33) f |[TrJNHP,,T(^ x)]-^(x)]\ A^ ^ C(^(1+T))\
J^e/2 (271)

On the other hand, we can cover X\^^^ by a finite number of open balls Bx (x, c)
(with 0 < c ^ (^/2)) such that B^JC, c) 0 ̂ e/4=0. On each of these Bx(x, c), we can
use (11.31) with Y=0. We thus find that

(11.34) f | [Tr, [NH P., T (^ x)] - PT (x)] | ^^ ^ C (u (1 + T))^.
JB^^C) (2 71)

From (11.33), (11.34), we obtain (11.29) for ue]0, I], Te[l, 1/4
The purpose of the subsections which follow is to prove Theorem 11.13.

f) A local coordinate system near Y and a trivialization of A^*^' ̂ X) ® i;

Recall that a is the injectivity radius of X and that ee]0, inf ((£o/2), (a/2))].
Take yo^Y. If Z€(TRX)^, ^eR-^=exp^(^Z) denotes the geodesic in X such

that Xo=yo, dx/dt\^o=Z. If |Z[ < s, we identify Ze(TnX)^ with exp^(Z)eX. Let
B^(0, s) be the ball in (T^X)^ of center 0 and radius e. The ball B^(0, e) in
(TaX)^ is then identified with the ball B^o, s) in X.

Let dvj^(Z) be the volume element in (TnX)y . Let k' (Z) be the positive smooth
function on Bj^ (0, e) such that

(11.35) ^x(Z)=^(Z)^x(Z).

ThenA/(0)==l.
We now fix ZO€NR,W I^I^O^). Take Ze^X)^, |Z|^(e/2). The curve

te[Q, l ] ->Zo+^Z lies in B^(0, e). We identify TX^+z, A^^^X^+z with
TXzQ, A(T* (o>l)X)zQ (resp. ^+z with ̂ ) by parallel transport with respect to the
connection V^ (resp. ^) along the line re [0, 1] -^ Zo + tZ.

When Zo e Nn y^ | Zo | ̂  (e/2) is itself allowed to vary, we will identify TX^ ,
A(T*<°^X)^ (resp. ̂ ) with TX,,, A(T^X\, (resp. ̂ ) by parallel transport
with respect to the connection V^ (resp. V^) along te[0, l]->tZQ. Therefore we
identify (ACT^^X) ®^)zo+z with (ACT^^X) ® ̂  by parallel transport with
respect to the connection V™ ® 1 + 1 (x) ̂  along the broken curve

^[0,l]-2^Zo, O^^ j ;
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Zo+(2^-l)Z, ^<^ 1.
2

In this case the identification depends explicitly on Zo and Z, and not only on Zo + Z.

g) The Taylor expansion of the operator (D^2

Recall that B was defined in Definition 8.12 by

(11.36) B=V^-V^.

We fix yoEYo, ZoeN^^, |Zo|^(8/2). We then use the trivialization of TX,
ACT*^' ^X), ^ considered in Section llf), which depends on Zo.

If | Z | ̂  (e/2), let r^ z^ ri' ̂  be the connection forms of the connections V™,
V^ on TX, ^ evaluated at Zo+Z. It is clear that

(11.37)
r^'^o,
r^B,,.

Also by [ABoP, Proposition 3.7], we know that

(11.38) 1^= ^V^IJZ, .)+0(|Z|2).

In the sequel, we consider D^ V as differential operators acting on the space of
sections of (ACT*^' ̂ X) ® ̂  which depend smoothly on Ze^X)^, | Z | ̂  (8/2).

If Ue(TnX)zQ+z? ^ Vu be the standard differentiation operator in the
direction U acting on smooth sections of (ACP^'^X) (§) ^)z . Let e^ . . ., e^i be
an orthonormal base of (TRX)^. For 1 ̂  ; ̂  2/, let T^O(Z) be the parallel transport
of e, with respect to the connection V^ along the curve te[0, 1] ->ZQ+tZ. We will
often use the notation T^f° instead of T^f^Z).

From (8.16), we find that in the considered trivialization of A^*^' ^X) ® ^

(11.39) Dx=^ ^(^zo^+1 ^ <^^zo(T^o(z))^,^,>c(^)c(.,/)
1 -v/2 \ ^ 1 ^J,J" <2!

+ 1 Tr [F '̂ ̂  (T efo (Z))] + Fi' ̂  (r ̂ o (Z)\

Let Op be the set of scalar differential operators on B^ (0, s/2) with smooth
coefficients. By (11.39), it is clear that

Dx e (c (TR X) ® End ^)z^ (x) Op.
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Also V acts at Z as V(Zo+Z)e(End^. Using (9.50), (11.39), we thus find that

(11.40) (D^2, [D^ V], V2 e (c (T^ X) (g) End Oz, ® Op.

For p € N, 0 (| Z [p) will denote an expression in End (TX)z or (End ^)z which is
such that for A:eN, k <£, p, its derivatives are 0 (| Z ̂ "^ as | Z | -^ 0. Note that 0 (| Z [p)
will never contain any Clifford variable.

We now rewrite Lichnerowicz's formula of Proposition 11.4 in a form close to
the one considered by Getzler [Ge].

Proposition 11.15. — The following identity holds

(11.41) (D^ - \ ̂  fv^^ + 1 S (((V^Z, ^)
2 i \ ° j ^ j '

4-0(|Z|2))^,^>c(^)c(^)+0(l)Y+0(l)

+ \ Z ^ (̂ ) ̂  ( '̂) ff(^)Io + A Tr [(V^jj) (.,, .,,) + 0 (| Z I))
• j ^ j ' \\ ^ / /

+Vo(|z|)+ Z (OdZl2)^^)^^^^).
j ^ j '

Proof. - We use formula (11.5) for Ax with e, replaced by T^O(Z) (1 ^ i ̂  2/),
Proposition 11.4 and also (11.36), (11.37). Then (11.41) immediately follows. D

Remark 11.16. — A minor difference with [Ge] is that we have trivialized the
vector bundle ^ using the connection ^, while a direct application of [Ge] would
require us to use the connection V^.

Of course, since the metric ^Tx is Kahler, we know that

(11.42) (((V^I^Z, ̂ ,, ̂ ^(((V^O-,, ̂ ))Z, ̂ >.

h) Replacing the manifold X by (T|(X)^

Take Yo^Y- For ZoeNn , |Zo[ ^ (s/2), it will now be very useful to identify
(A (T*^ ^X) (§) Qzo with (A (T*^' ̂ X) ^) 0^ as indicated in Section 1 If).

Definition 11.17. — Let H be the set of smooth sections of
(A(T*(o^X)®^on(T^X)^.

Let A be the ordinary flat Laplacian on (T^X)^. Then A acts naturally on H^.
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Let Y(a) be the smooth function of aeR considered in Section 9a), If
Ze(TgX)^, set

(11.43) p(Z)=Yf21 z l - \
\ e /

Then

(11.44) P(Z)=1 if |Z |^8 ,
4

=0 if I Z l ^ 8 .

We now fix ZoeNg yg, |Zo | ^ (e/2). As indicated in Section lit), the trivialization
under consideration of A (T*^' ^X) (§) E, depends explicitly on Zy. Therefore the action
of Dx also depends on Zy.

Definition 11.18. - For u > 0, T ̂  0, let L^'fo, M^o be the operators acting
onH^

(11.45)
Lj^o = (i - p2 (z)) (- M2A + T2 P^o) + p2 (Z) (M Dx + TV (Zo + Z))2,

Mj- ̂  = - y2 (l _ p2 (Z)) A + p2 (Z) (u D^2.

Then L^'^° is a second order elliptic operator with smooth coefficients. Let
P^°(Z,Z') (Z, Z'e (TK X)yp) be the smooth kernel associated with the operator
exp(-L^°) calculated with respect to the volume ^'(ZoKA^Z')^^)'1""^. The
same argument as in the proof of Proposition 11.10 shows there exist c > 0, C > 0
such that ifye]0, I], Te[0, (1/w)], ^eY, ZoeNg^, [Zo| <$ (e/2), then

(11.46) | ?„, T (O/o. Zo), 0/0, Zo)) - Pu '̂T20 (0, 0) | <$ c exp f - c \
\ " /

In the next subsections, we will prove that there exists ye}0, I], such that for any
peN, there is C^ > 0 such that if ue]0, I], Te[l, (1/w)], ^eY, ZoeN,^,
|Zo| ^(eT/2), then

(11-47) ^ TrJNHP^^O, 0)]-P,^o, ̂ )

^(i+iZoD-^o+w
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If u, T, YQ, ZQ are taken as before, then

( r" \ / c ^ c\7 I2 '/-i 1 yio\ —/ i ^ / ^-/ — ^-/ ^-'n(H.48) exp — Kexp - — — — — , M -
ir/ \ 2u2 £ ,

Theorem I I . 13 then follows from (11.46)-(11.48).
We now concentrate on the proof of (11.47).

i) Rescaling of the variable Z and of the Clifford variables

Take Yo^Y, ZoeN^y^, |Zo| ^(8/2). As explained in Section llf), we identify
TX^ (ACr^'^X)®^ with TX^, (A^^'^X) ® Oyo ̂  parallel transport with
respect to the connections V^, V^ (x) 1 + 1 (x) V^ along the curve ^e [0, 1] -> ^Zo. These
identifications play a crucial role in the sequel.

For u > 0, set F^ be the linear map

(11.49) AeH^F^eH^F, /^(Z^A^Y

For u ̂  0, T > 0, set
T 2,Zo^F-l y l,Zo p
^u.T ^ u ^u.T ru^(11.50)
M2,Zo=F - l M l ' Z O Fu u u u'

From (11.40), (11.45), we find that

(11.51) L^0, M^e^T^X^End^^Op.

Let ^i, . . ., e^, be an orthonormal oriented base of (T^Y) , let ^ r+i? - ' ^ e^\
be an orthonormal oriented base of N^ , ^1, . . ., e11' and ^2 r + l , . . ., e11 denote
the corresponding dual bases of (Tj^Y) and N^ y . Then e^, . . ., e^i and e1, . . ., e21

are orthonormal oriented bases of (TR X)y^ and (T^ X)^ respectively.

• • ^ ^ \-*^/i-i.v^ LV

1 .2Z

We now will use the rescaling technique of Getzler [Ge] outlined in Section 11 a),
which we will adapt to our special needs.

Definition 11.19. - For u > 0, T > 0, set

(11.52)
/le3 uT

^T(^ ) = ^-A-———^2/ / +1^^2 / .
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The operators Cy ,1(^7) act naturally on (A(T^X) ® ̂ .
Definition 11.20. - For M > O , T>0, let L,3;̂ 0, M^°eEnd(A(TgX)®^®°P

be the operators obtained from L^'f0, M^^0 by replacing the Clifford variables c(ej)
by the operators c^(e^) considered in Definition 11.19.

Let P^°(Z, Z7) be the smooth kernel associated with the operator exp(-L^°)
which is calculated with respect to the volume element k'(Zo) (d'u^CZ^KIn)61^).
Then P^° (0, 0) can be expanded in the form

0153) '̂T^0.0^ Z ^ A . . . ^ A ^ . . j
(.11-^J 1 ̂ 4 < . . . < i p ^ 2 l q

1 ^ J 1 < ... < j q ^ 2 l

®Q^::^ Q^::ftEEnd(^.

Set

(11.54) [P,3;̂  (0, Or- = Qi., „ e (End ̂ .

Equivalently [P^° (0, O)]"1- is the operator in (End^ which appears after
e1 A . . . A ^2 Z in the expansion (11.53).

Proposition 11.21. — The following identity holds

(11.55) ^^ Tr, [NH P^20 (0, 0)] = (- O^ Tr, [NH [P^20 (0, O)]—].

Proof, — Equation (11.55) is a trivial consequence of Proposition 11.2. D
Remark 11.22. — If T remains in a compact set in R*, by making u->0 in

(11.55), and by using Proposition 11.15, we would essentially reproduce the proof by
Getzler of the local index Theorem [Ge]. The critical fact is that here T varies in
the interval [0, (l/^)]. In particular in (11.52), for T=(l/^), the Clifford variables
c(^)(2/ /+1 ^ ; ̂  21) are not rescaled at all. The two parameters rescaling of
Definition 11.19 will permit us to interpolate between the values 1 and (l/u) of T,
the value 1 corresponding to the situation considered in [Ge] and the value T=(l/^)
to the problem which is solved in Section 12.

We now briefly imitate the procedure in Getzler [Ge]. By using Proposition 11.15
and the fact that p(0)= 1, we find that L^'f0 can be extended by continuity at u=0.
More precisely, we have the formula

(11.56) L^o= - l ^ ̂ + 1 ^ ((V^Z, .,).,, e,}e^ A ^ A
^ i = l \ 4 i ^ j , j ' ^ 2 1 '

+——— Z ((V^Z^^^A^'A
4 1 2 l ' + l ^ j , j ' ^ 2 1
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+ — £ < (v îo (z' ̂  ̂  ̂ - > ̂  A ^' A Y21 i ^ j ^ i r )
2l'+l ^ j " ^ 2 1

+ \ Z ^ A ^" A f(V^+ ̂ TrKV^Ij) (.,, .,,)
^ 1 ^ j , j ' ^21' \ Z /

+ —— Z '̂ A ^" A f(V^^ + ̂  Tr [(V^jj) (.,, .,,)
^l 2 l ' + l ^ j , j f ^ 2 l \ 2 7

+ 1 Z '̂ A ̂  A ((V^ + ̂  Tr [(V îj) (̂  .,,)1 i< j<2r \ 2 ^ j j j
2l'+l ^ j - ^ 2 1

+T ^ ^A(V^.V)(Zo)
1 < i < 2 C

+ E ^A(ViV)(Zo)+T2V2(Zo).
2 C + 1 < j « 2 (

Let P^°(Z, Z')(Z, Z'e(TRX)yp) be the smooth heat kernel associated with the
operator exp(-L^°) calculated with respect to the volume element
^(ZoHA^Z'^Tr)4"'^). Recall that the function ^ on X was defined in
Definition 11.12. The standard local index Theorem in the form proved in [Ge] asserts
that

(11.57) ( - O*""̂  Tr, [NH \Pl' ̂  (0, O)]1""] = P^o^o).
' 'T'2dimN

Using (11.55), (11.57), we see that to establish (11.47)-i.e. to prove
Theorem 11.13-we only need to show that there exists ye]0, 1] such that for^eN,
we can find Cp > 0 for which when ye]0, I], Te[0, (!/«)], ^eY, ZoeNg , ,
|Zo|^(eT/2),then

(11.58) KPy-PyKO, 0)| <C^(l+|Zo|)-p(M(l+T))\

j) The matrix structure of the operator L3'^0^

We still use the notation of Section Hi). In the expressions which follow, all the
terms containing wedge products or interior multiplication operators will be explicitly
written. Terms like 0(1), 0(|Z|) will never contain such terms.

By Propositions 11.5 and 11.15, we find that if [ Zo | ̂  (e T/2), then
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(11.59) M^^-O-p^Z^+p^zJ-J ^ (v^o/T,re?" ("Z)

+ 1 Z <( (V^-r (Z, ^)+ 1 0(|«Z|2).,, e, \
4 1 $./, , , '« 2 (' \ U /

( , U2 . \ ( . , U2 . \
^ A - —Ig. ^ A - — I e . , )
\ 2 ^A 2 e l )

+1 E /((v^i^cz^^+lo^zl2)).,,.,^
4 2 C + 1 H j , j ' S i 2 l \\ U / /

( e ^ t^2^. \(^' u2^ . \IT'-^^AT'"^-^
+ 1 Z <' ((V^io/T (Z, ^) + 1 0 (|« Z |2)) ̂ , e, \

^ i < j ^ 2 r \ \ M / /
2 r + i ^ j ' ^21

/ . u1 \ f e 3 ' u2^ \ \2
[e3 A - ̂ , - A - M l ^ +^0(1) +^^
\ ' " / V 1 z / /

+ A E f(^)Io/T + 1 Tr [(V /̂,] + 0 (| u Z [)) (.,, e,,)
^ 1 s i j , j ' s i 2 l ' \ 2. )l ^ j , j ' ^21'

• U2 . \ ( „ U2 . ^^-yw'-r-
+ 1 Z ((V^O/T + \ Tr KV )̂!̂ ] + 0 (|" Z I)) (̂ , e,,)1 -̂'z 2C+1 ^ j . j ' - S s l l

( e 3 ^T.V^" y2!.
IT^^AT'-^^

z 2C+1 ^ j . j ' - S s l l \ 2 /

+ E f(V^o/T+ ^TrKV^^+Od^Zl))^,, .,,)
l ^ j ^ 2 l ' \ 2 /i ̂  j < 2 r

l l ' + l ^ j ' ^ 21

Also

(11.60) L^^^M^^+Tp2^^ S ̂  A - ̂ ^ V^,/T^V (zo +«z)
2 1 '

("Z) ̂
j= i
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+p2(^z) i ^A-^^v^^vf^+^z)
j = 2 l ' + l \ 2 / J \ T /

+T2p2(^Z)V2fz^+MZ')+T2(l-p2(^Z))P^o.

It will be very useful to write some operators of order zero which appear in
(11.60) in matrix form with respect to the splitting of ^=^~ ® ̂ + .

Observe that since our trivialization of ^ preserves the splitting ^ = = ^ ~ ® ^+ , we
can write the operator T2 V2 ((Zo/T) + u Z) in the form

(V-W^+^Z^) 0
/ 7 \ V T /

(11.61) T^I -^+MZ^T 2 v /

V T / 0 (vW^+^Z
\ T

The matrix form of the operator

(11.62) T ^ ^A-^^^ZO/T^V^+MZ)
J=l \ 2 / J \ 1 /

will be described in a subtler way. By definition

(11.63) [^ ^(^ +uZ\\ =V^.V(^).
L j \ 1 /J^o-o^O/I(.Z)^Y "^Izo^o"'^-

z=o

By [B2, Proposition 3.5], we know that if Ue^Y)^, VfjV^o) maps ̂  into ^.
The argument is as follows. If/is smooth section of ^~ [y, then V/=0. Therefore

(11.64) V|;V/+VVtj/=0.

Now by definition Im(V\y)=^ [y. From (11.64), we deduce that V|jV(^o) indeed
maps ̂  into ̂ .

For 1 ̂ 7 ̂  ll\ we now write V^ZO/T(^) V ((Zo/T)+^Z) in matrix form

(11.65) V^^v(^+«z)=r^ ^1.
^ \ l / L^,3 ^J

We just saw that, for 1 ̂ 7 ^ 2/', for Zo=0 and Z=0, E .̂ i vanishes. Therefore, for
1 ^ V ^ 2 / ' ,

(11.66) E^^-o(^z^-+u\Z\\.
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To prove (11.58), we will express exp^L^f071) as an integral over a contour F
in C of the form

(11.67) exp(-Ly)= -1- f exp^W-L^)-1 dk.
27iUr

Using the matrix structure of L^f0^, it will then be relatively easy to "dominate"
(^-L^0^)-1-^-^;^)-1 for ?LeF, and to obtain inequality (11.58).

k) A family of Sobolev spaces with weights

In formula (11.59), we see that operators like

P(^Z) ((V^^Z, ̂ ,, .,,> ̂  A - ̂ i\ (^ A - ̂ i\

do appear. These operators are not uniformly bounded for the usual L^ Hermitian
product. In this Section, we introduce a new family of Hermitian products such that
these operators will remain uniformly bounded. This fact will play a key role in the
sequel.

We equip A(T^X)^ with the metric induced by the metric ^Tx. We denote by
| | the corresponding norm. Clearly

(11.68) A (T$ X),, = A (Tg Y),, ® A (N£)^

Set ^=dimN. For 0 ̂ p < 2/', 0 ̂  q < In, set

(11.69) A<^ ̂  (Tg X),, = M (T^ Y),, ® A^ (N^,.

The various A^'^^X)^ are mutually orthogonal in A(T^X)^.
Let 1̂  be the set of smooth sections of A (T^ X)^ ® ̂ ^ over (T^X)^, let l(p,^y^

be the set of smooth sections of A^^T^X)^ ® ̂ ^ over (T^X)^. Let 1̂  be the set
of square integrable sections of (A(T^X)®^ over (TgX)^, let I(°p,^,yo be the set
of square integrable sections of (A^'^ (T^ X) ® ̂  over (TgX)^.

Definition 11.23. - For ^e]0, I], Te[l, (l/^)], ^eY, ZoeN^^, |Zo| < (sT/2),
ts'e^(p,fl).yn5 se^(p>4).yo9

di.70) M^zo^ f l ^ ^ f i + d z l + l Z o D p f ^
^(TRX).. \ \ 2(TRX)^

\ 2 ( 2 l ' - p )

^ l7l /u7\\l(2n~q}

1+^1-P ^ ^TX(Z).
^ 1 \ z //
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Notice that since the function p has compact support, for any u > 0, T > 0, the norm
I LT,ZO.O ls equivalent to the usual L^ norm of 1° .

Then (11.70) induces a Hermitian product < , \,T,ZO,O on ^q^yo' we ^uip
I^= © I(°p,g),yo wlt^ ̂  direct sum of the Hermitian products (11.70).

We will say that a family of operators acting on 1̂ , which depend on ue]0, I],
Te[l, (l/^)], j^eY, |Zo|eN^y^ |Zo| ^ (eT/2), is uniformly bounded if their norms
calculated with respect to the norms [ |y,T,zo,o are uniformly bounded.

The Hilbert norms | |u,T,zo,o have been taylor-made for the Proposition which
follows to be true.

Proposition 11.24. — The following families of operators acting on 1° and
depending on ue]0, I], Te[l, (l/^)], y^eY, ZoeN^^, |Zo|^(eT/2) are uniformly
bounded

^w^w^e^-^ie^ 1^^2r;

/ . u2 \
^ I z i ^ ^ l Z l l ^ A - —ieij. 1 <^2r;

(11.71) l . ^ i^^ lZo l^A-^ 'V l < ^ 2 / / ;

lu|z|^s/2)(^A-^^\ 2 r+1^^2 / ;

I . IZI .^IZI^A-^?^, 2 / / + l < ^ 2 / .

Proof. - If |Z| ^(8/2^), then p(^Z/2)=l. The Proposition follows from the
fact that ifMe]0, I], Te[l, (l/^)], |Zo| ^ (eT/2), |Z| ^ (8/2^), then

1 | 7 | I 7 I
<i ; ——l^l^^i; l z o — < i ;

l+ |Z |+ |Zo | l+|Z|+|Zo| l+ |Z |+ |Zo
u2(l+\Z\+\Zo\)^Cu•, u2\Z\(l+\Z\+\Zo\')^C•,
^IZolo+lzl+IZolXC;

M
1 ^1: -^——^1;

(11.72)

i+M ^^
T T

/ l7 l \ / l7l \
zi^^-l-U^C; M 2 T | Z | ( 1 + - L - 1 - ) ^ C . Du2^ 1+-1-1 <C; M2\ T y ' 1 '< T }
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For ^ieR, let 1̂ , I^'4 be the set of sections of (A(T^X)®^,
(ACT^X)®^)^ over (IpX)^ which lie in the p"1 Sobolev space. If sel^'^, we
write s in the form

s=s+ +s~; y ± p 1 T ± , H
" "TO •

7)e/yn7«w 11.25. - If MG]O, I], Te[l, (!/«)], ^eY, ZoeN,^, |Zo| ̂  (eT/2),
o' set^el^, set

(11.73) I^T.Zo^M^zo.o+T2!^2^

+T2 p(uZ)V-(^+uZ\s- 2 +Z |V^|^,o.
\ 1 / U,T,Z(),O 1 = 1

Then (11.73) defines a Hilbert norm on 1̂ . Also (1̂ , | |»,T,zo,i) is continuously
embedded in (1 ,̂ | |»,T,zo,o). We identify 1̂  with its antidual'by the Hermitian
product < , >»,T,zo,o- ^e Hermitian product < , \,j,2.0,0 permits us to identify lyg1

with the antidual of 1̂ . Let | |^,T,ZO,-I be the norm on I^1 associated with the
norm | |u,T.zo,i on I^o- We then have the family of continuous dense embeddings
with norms smaller than one

Ii _»io _,i-iyo vo vo '

Theorem 11.26. - There exist constants Ci > 0, C^ > 0, €3 > 0, €4 > 0 such
that ifue}0, I], Te[l, (1/w)], j^eY, ZoeN^^, |Zo| ̂  (eT/2), for any s, s'el^ with
compact support, then

(11.74)
Re^L3'70^ v^ > r ' l c l 2 — P i c I2\—",T " '" /U,T,ZO,O ̂  ^1 I0 IU.T.ZO.I ^2 I J |u, T, ZQ, 0'

11m \ L^T >y, 5 \_ T, zo, o | ̂  ^•3\s \u, T, Zo, i I •y In, T, ZQ, o'

|\LI<,'T° s' s )u,T,Zo,o| ̂  ^4 I^I^T^Q^I I^'LT.ZO,!-

Proo/. — Since p has compact support, there exists C > 0 such that under the
stated conditions on u, T, yy, Zy, if V denotes the gradient in the variable Z, then

(11.75)
v(l+(|Z|+|Zo|)p(^V) ^C,

vfi+Mpf^
^C.

\ T - V 2 ,

Observe that if |Z|^(e/2), the vectors T ('ZO/T (Z), . . ., T ̂ /T (Z)
span(TgX)z^T+z- BY using (11.59), Proposition 11.24, and (11.75), we find that there
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exist C > 0, C' > 0, C" > 0 such that if s, s ' e l y y have compact support, then

Re<M„3•TZO/T^^>„,-^,^o^C|V^|„2T,z<„o-C'|^|»2^-,zo,o,
I Im < M3^ s, s >„, T, zo, o | ̂  C" (| s [„, T, zo, o +1 V ̂  L T, zo, o) I s |». T, zo, o,(11.76)
| < M^ ., .' >, ,, zo, o | < C" (|. |, T, zo, o +1 V ^ L T, zo, o)I < M.,, T "' S, S- )^ ̂  ZQ, 0 | < C" (| S !„, T, Zo. 0

(HU,T,ZO,O+|V^'LT,ZO,O).

Also by (11.65), (11.66) and Proposition 11.24, we get

^ p^T ̂  (^ A - ̂ ^)v4^^)V

^ +uZ\ s^, .'+ y,T,zo.o ^ CT 1^ |̂ ,z,,o l^" |,T,ZO.O,

| / p2 («Z)T S ̂  A - ̂  ̂ .) Vf^z) V
I x J = 1 \ z /

^+.z)^^),,,z,o

^f^T^r.+l \ V f ~ \ -|-|r,~l \fr+\ \(11.77) ^ ^ 1 l|1J |u, T, ZQ, 0 | •3 |u, T, ZQ, 0 ' I •J |u, T, ZQ, 0 | A IM, T, ZQ, 07?

| <( p^.^T^E (̂  A - ̂ .,)v^^^

/z \ _ - \
^ " r F " * " ^ ^ ? t y ^M,T,ZO,O ^ C|5'[y^^^^o 1 5 ' |y,T,Zo,0?

I/P^Z) E ^A-^^V^^V
I \ j = 2 l f + l \ 2 / J

/Z \ \
\ ^ ~ ^ u ^ j s 9 s ^U,T,ZO,O ^^\s\u,J,Zo,0\s |u,T,Zo,0-

Using the last two lines in (11.76) and (11.77), we get the last two lines in (11.74).
Moreover for any T| > 0,

(11.78) T^lfnT^iV
2\ Ti7
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Using the first inequality in (11.76), (11.77) with s=s' and (11.78) with T| > 0 small
enough, we obtain the first inequality in (11.74). Our Theorem is proved. D

1) Estimates on the resolvent of L^0^

In the sequel, we consider the operators L^'f0^ as unbounded operators acting
on 1̂  with domain 1̂ .

IfAe^(I^)(resp.^?(I^, 1 )̂), we note ||A||;̂  (resp. ||A||^;^) the norm of
A with respect to the norm | |^T,Z(),O O^P- the norms [ |^T,Z(), -i and I LT,Z(), i)-

Theorem 11.27. - There exist C > 0 , A > 0 , 5 > 0 such that if

(11.79) U = {?i e C; Re (?i) ^ S Im2 (k) - A},

if ue]0, I], Te[l,(l/^)], j^Y, ZoeN^, |Zo|^(cT/2), ?ieU, ^ r^/z^
(^-L^0^)"1 ^xz'5'̂ , extends to a continuous linear operator from ly^ into 1̂ , and
moreover

^-L^-^^^C
IKx-L^o^-^i.^i^cd+i^i)2.

Proof. - By the first inequality in (11.74), we find if ^eR, 'k ^ -C^, if^elyo has
compact support, then

(11.81) Re^Ly-^, ^X,T,zo,o ^ Ci I^I^T.zo.o .

From (11.81), we get

(11.82) MU.T,ZO,O ^ Cr1 KL^^-^^LT.ZO.O.

Since L^0^ - X is an elliptic operator of order two which coincides with - (A/2) - X,
for | Z | large enough, if | j,^ is a Sobolev norm on 1̂ , there exists C' > 0 (which
depends on u, T, Zy, ̂ ) such that

(11.83) I^I^^C'd^-L^^.l^.^o+l.l^^,).

From (11.82), (11.83), we find that if ^,eR, ^-C;, the resolvent (^-L^1')-1

exists.
Take now 'k = a + ib e C, a, &, e R. If .y e I2 has compact support, then

(11.84) K^-^-X)., ^X,T,zo,o| ̂  sup {Re (L^^, ^,T,Z(,,O

-«|•y|^,T,zo,oJIm<Ly^^^>„^,zo,o-^|-?L2T,zo,o|}•

Using (11.74) and (11.84), we get
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(11.85) K^-L^^^.^^zo.ol^sup^l.l^.^,

~(^'2~^a)\s\u,T,Zo,0^ ~ Csplu, T,ZO,I I^IM.T.ZO.O'^' I^I pL^Zo.o}-

Set

(11.86) C(k)= inf sup{C^-(C2+a), - €3^+1^1}.
teR,t^ 1

Note that |^|i,,T,zo,o ^ Hu,T,zo,r ^rom (11.85), (11.86), we deduce that

(11.87) I^-L^^^LT.ZO.O^C^I.^^ZO.O.

It is easy to verify that if A > 0 is large enough, and if 5 > 0 is small enough, if U is
defined by (11.79), then

(11.88) Co=infC(X)>0.
3leU

We now fix A > 0, 5 > 0 such that (11.88) holds. From (11.87), (11.88), we
deduce

(11.89) I^-L^^^LT.ZO.O^COI^LT.ZO.O.

Using (11.89), we find that i f^eU, if the resolvent (k-L^0^)'1 exists, then

O -i on^ I I (\ ^- T ^^/T^-I o||o,o ^ r^-ii ' w ) H^ ^T ) s\\u,rT,Zo^^O •

From (11.90), we see that if ^ e C, | ̂  - ̂  | ̂  (Co/2), then the resolvent
(^-L^f0^)"1 still exists. Now we saw before that if ?ieR, k ^ -C^, the resolvent
(k—L^^O/T)~l exists. In particular there is at least one ^eU where the resolvent
(^-L^0^)"1 exists. It is now clear that the resolvent (^-L^f0^)"1 exists for every
^eU, and that (11.90) holds. We have thus proved the first inequality in (11.80).

Using the third inequality in (11.74), it is clear that L^0^ can be extended to a
continuous linear map from I_ into Iy~1. Moreover using the first inequality in (11.74),
we find that if^eR, ^-o ^ —C^, if s el has compact support, then

(11.91) I^LT.ZO.I^C^II^O-L^^^ILT.ZO,-! -

From the first inequality in (11.74) and from (11.91), we find that if^R. ^o ^ ~cl.
^Q — L^0^ is a one to one linear map from 1̂  into Iy^ and that

(\ 1 Q9\ ||n — T ̂ o^-i ||-i, 1 <^<- l
U1-72^ H^O ^T ) ||u,T,Zo ^ ^1 •

Note that (11.91), (11.92) are in fact a consequence of Lax-Milgranfs lemma.



COMPLEX IMMERSIONS AND QUILLEN METRICS 167

Take now ^eR, A,o ^ -Cz. IfX,eU, then

(11.93) (X - L^0^) -1 = (^o - L^) -1

+(Xo-X)(X-L„3TZ°/T)-l(Xo-Lyr)-l.

From (11.90), (11.92), (11.93), we deduce that (^-L^0^)-1 extends to a continuous
linear map from lyp1 into 1̂ . Also if H^-Ly1)"1||^;^ denotes the norm of
(^--L^0^)"1 when ly^1 and 1̂  are respectively equipped with the norms
I L T, zo, -1' I L T, zo, o. we find that

(n.94) ll^-L^^-^i.^^^c^+Co^cr1!^-^!.
Moreover

(11.95) ^-L,3:^)-1-^-^0^)-1

+ (^o - ̂ ) (^o - L^)-1 (^ - L^T1.

From (11.92), (11.95), we deduce that (X.-L^0^)-1 extends to a continuous linear
map from Iy^ into 1̂  and that

(\ 1 Q6^ I I ̂  — T 3'zo/T^-l H - l . l ^ c~^ A-C~^\\ —\ l l l n — T 3.20/^-1 11-1,0
\ 1 1 ' - 7 0 ) \\\^ ^M.T ) llu.T.Zo^^l '^l 1 ^ ^ol 1 1 ^ ^M.T ) HM,T,ZO'

Using (11.94), (11.96), we get the second inequality in (11.80). The proof of
Theorem 11.27 is thus completed. D

m) Regularizing properties of the resolvent of L^0^

Since Y is a compact manifold, there exists a finite family of smooth functions
/i, . . .,/,. defined on X with values in [0,1] which have the following properties.

• Y= n {xex;y,(x)=o}
J= l

• OnY,rf/i, ...,^spanN^.
Clearly if |Zo|^(£T/2), the functions Z e (TR X)^ ̂  p (u Z) /, ((Zo/T) + u Z)

(1 ^7 ̂  r) are well defined.
Take now ue]0, I], Te[l, (I/M)], ^eY, ZoeN^^, |Zo| ^ (eT/2).

Definition 11.28. - Let <^,T,ZO ̂  ̂  family of operators acting on ly^

(11.97) ^,T,zo={v^, 1 ̂ ^2/ ;Tp(^Z)/Y^+^Z\ 1 <y^r l .
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For k e ' N , let ^,T,ZQ be ^e family of operators Q acting on lyg which can be written
in the form

(11.98) Q = Q i . . . Q , , Q,6^,-r,zo(l^^).

If k e ' N , we equip the Sobolev space 1̂  with the Hilbert norm || |L T z t such
that ifsel^ ' ' °'

(11.99) \w.w=i s iQ^.w
'=0 Q^T.zo

Proposition 11.29. - Ta^ fceN. TAere ̂ ^^ Q > 0 ^McA that, for any ue]0, I],
Te[l, (1/y)], ^eY, ZoeNg,^, |Zo|^(eT/2), ^ Qi, . . . ,Q,ej2, (/.?, ^'el^ Aaw
compact support, then

(11.100) |<[Q,, [Q,, . . . [Q,, L^]] ...]., s'\^,\

^ QI^L^ZO, ! l^ ' lu.T.zo.r

Proof. - We first prove (11.100) for k = 1. We thus have to show i f Q e ^ T Z o

(11.101) \^^:^}^s-\^,\^C\s\^^,\s'\^^.

Suppose that Q=V,;(1 ^ i ^ 2 l ) . We use formula (11.60) for L^0^. By Propo-
sition 11.24, the term [Q, M^0^] can be easily dealt with. Also

(11.102) [V,, P^Z)^ ^ A -^V^o/r^V^ +.Z)]

="T^V,^(.) ̂  (̂  A -«2 |')v^o/Tv(^ + .))}(.Z).

Since MT ^ 1, using Proposition 11.24, we can also control the contribution of
(11.102) to |<[Q, L^^s, ̂ 'X,T,zo,o|. Similarly

(n.103) rv^Tvo^v^^+Mzyi
=p(«Z)MTJ2T(V,;p)(MZ)V2(/z^+MZ')

+Tp(MZ)^v('z^ +uZ\ (V.W20 +uZ
L \ T / \ T ^

Since uT ^ 1, from (11.103), we deduce that
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(11.104) ^k, TVO., Z)V2 (% +yZyL(Z), .'(Z)\

^CTf pO^V^+MZ^Z) \s'(Z)\

+\s(Z)\ p(uZ)v(^+uz}s'(Z)

From (11.102)-(11.104), we easily obtain (11.101) when Q^Vo.O ^ is^m). Also for
1 sSy^r , ifQ=Tp(yZ)/,((Zo/T)+yZ), then

(11.105) [Q, Ly^Tfp^Z)/, ( z o +uZ\ M^t.

Clearly, for 1 ̂  ;• s$ 2 /

(11.106) ^ej(^(uZ)f,(^+uz}yuT(^^p)(uZ)f,(^+uZ\

+pO<z)(v,.y,)(^+t<zV).

Since y T ^ l , using Proposition 11.24, we also obtain (11.101) when
Q = T p (M Z) f; ((Zo/T) + u Z) (1 ^ 7 ̂  r). We have thus proved (11.100) when k = 1.

We now briefly indicate the principle of the proof of (11.100) when k =2. Take
Q^^e;, Q2=V<.;-' 1 ^ ^ i ' ^ 2 1 . The only difficulty comes from the commutator
[v^ [V<,,, T^O^V^ZO/^+MZ)]]. However two successive derivations in the
variable Z introduce a factor u2, and i^T2 s$ 1. We thus obtain (11.100) in this case.
The other cases left when k = 1 are trivial.

Finally when k $s 3, one easily verifies that (11.100) follows from Propo-
sition 11.24. D

If Ae.S?(I^, 1 )̂, we denote by |||A||[^ZQ the norm of A with respect to the
norms I I l l",T,zo,k and I I ILr.zo.k' onl^andl^.

We now fix A > 0, 5 > 0, as in Theorem 11.27. Also U denotes the subset of C
defined in (11.79).

Theorem 11.30. - For any A-eN, there exist w^eN, C^ > 0 such that ifue}0, I],
Te[l, (1/y)], ̂ eY, ZoeN^^, |Zo| ^ (eT/2), ?ieU, the resolvent (X-L^0^)-1 maps
-sir . . »lr -I- 1 »1̂  ;>z^ 1^1 a/zrf moreover
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H I 107^ I I I (^ — T 3'zo/rT\-^ | | | fc , fc+l < p n - ^ - I ^ I W kl 1 1 - 1 ^ 7 ^ HH71 ^u.T ^ |||«,T,ZO ^ ^ f c < < 1 ' I ^ P •

Proof. — We first prove (11.107) when k=0. Since for 1 ^7 ^ r, fj vanishes
on Y, there exists C > 0 such that if^eYo, ZoeN^y^, [Zo | ̂  e, then

(11.108) |/,(^Zo)|^C|Zo|.

Using Proposition 8.14 and (11.108), we find that for any xe^g, se^, then

(11.109) \f,(x)s\^Cf\V(x)s\.

From (11.109), we deduce that

(ii.no) IMLT.zo.i^c-14^^.
We then obtain (11.107) for k=0 from Theorem 11.27 and from (11.110).

More generally, if Qi, . . ., Q^+i e^u ,T,ZO? we can exPr6ss

Ql...Q,^(^-L^ZO/T)-l

as a linear combination of operators of the type

(11.111) Qi[Q^ [Qa, . . .^-LyT^Q^i. . .Q^i, ̂  < ̂

Let St^ T, zo I56 ̂  family of operators

(11.112) ^,T,zo={[Q^ ^-2' • • •[Q<y (L )̂]]]}

Clearly, any commutator [Q^, [Q ,̂ . . .[Q, , (^-L^0^)"1]]] is a linear combination
of operators of the form

(11.113) ^-L,3;^)-1^^-^;^)-1^. . .R^-L,3'^)-1;
RI, . . . , Rfc^J^T,Zo-

By Proposition 11.29, the operators R^e^y^.zo are uniformly bounded in
^((Iw | |u,T,zo,i). (Iyo1. I LT,ZO, -i))- fiy Theorem 11.27, we thus find that there
exist C > 0, weN, such that the norm in ^ ((1 ,̂ | |^,T,zo,o). (I^o. I |u,T,zo,i)) of

the
operators (11.113) is dominated by C (1 +1 \ I)"*.

As we saw before the operators Q (Q e ̂  j ^o) are bounded in
^((1^1 LT,zo,i).(I?oJ |u,T,zo,o)). Our Theorem follows.' D
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n) Uniform estimates on the kernel P^0^

Theorem 11.31. - For any weN, w'eN, there exists C > 0 such that for ue]0, I],
Te[l, (1/^)L j^Y, ZoeN^, |Zo| ^ (eT/2), ̂

(11.114) ( l+ IZo^ sup1 1 I ̂ ^a ^'7'a' **'
|a| <m\ la'l ^ m' \OL OL
| Z | ^1 , |Z ' | ^1

^lal-1-!"'!
-_____p-s^o^/y 7^ I <r r^—————^^T ^ ZJ ) ^ (—

Proof. — Let F be the contour in C

(11.115) r={^eC; Re(?l)=§Im2(?l)-A}.

Using Theorem 11.27, we find that

( _y3 ,Z( ) /T \ /• / _ ^ \

(11.116) exp __T_ = 1 exp A (^-Ly7)-^.
2 / 2ni Jr \ 2 /

Equivalently, for any A"€N

( —L3 'Z O / T\ ^—l^" 1 ^—I'tt '? ' 1 - 1

(11.117) exp "•T j ^ 1 1) ^ 1)!2

2 / 1-Ki „
fexpf-^)^-^:^)-^.
Jr \ ^ /

Using Theorem 11.30 and (11.117), we find that for any fceN
HI / T 3,Zo/T^ mo ^

(11.118) expf-1'"-7 ^i1 ^Q.
i">T,zo

Let Ay T z^T be the operator

(11.119) Z.
A».T,Zo/T=Z Tp(t(Z)/, -°+MZ

T

From (11.118), we deduce that for any fc, k ' , k"eN

(11.120)
L3_ZO/TMIIO,0

Ak Ak' Afe" „„- / _ -u,T
a "-U.T.ZQ/T^ ^Pl ——.—— ^c.

We claim that for any k ' " e N

(11.121)
T 3,Zo/T
'-'11 Texp - •^u,T

0,0

A ^C.
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In fact let L^0^* be the formal adjoint of L^'f0^ with respect to the usual
(unweighted) Hermitian product on 1̂

(11.122) -<^'>=f
J(

^Gl0^^ <^'>A^x(Z)
(TRX)^

Then L^0^ has essentially the same structure as the operator L^0^, except that
the operators e1 A , ̂  are changed into .̂, e1 A respectively. If sel0^^ ^, we now set

(11.123) I .Yzo,o=f l . l^ i+dzl+lZoDpf^)) 2" 2 1 '
J(TRX) \ \ 2 //^(TRX)

' l7l /^y^2^"2^
l+^P —— ^TX(Z).

< 1 \ •" / /

The obvious analogue of Proposition 11.24 still holds. Moreover under the stated
conditions on u, T, y^ Zo, the analogue of (11.75) is now

(11.124)
-(
v(

1

f
1^

+(1

1

z

z
T

+ Zo|)p

f^T\ 2 ^

(^r-r̂—i+

^c('i+(|z

c
z
T

P f-Z)
V 2 ^

+

The analysis of the operator exp (- L^'f0^^) proceeds exactly as before with respect
to the new Hilbert norm. By taking adjoints again with respect to the ordinary
(unweighted) Hermitian product on 1̂ , we thus obtain (11.121).

From (11.120), (11.121), we find that for any k, k ' , k'\ k ' " ̂

(11.125) | A f c \k' A ^ p Y n ^ — T ^ ^ ^ A ^ ' l l l 0 ' 0 <" C"'
\lx ^YT.ZO/T^ ^P^ L ) zx I H M . T . Z O ^ ^ •

Let J^ be the set of square integrable sections of (A (T$ X) (§) ^)y^ over
{Ze(T^X)^; |Z| ̂  3/2}. We equip J^ with the Hermitian product

(11.126) ^ ^eJ,0, - <^ ^ > = f <^, ^> dv^ (Z).
J |Z |^3 /2

Let [ | denote the associated norm J^. If AeJif(J^), let ||A||^ be the norm of A
with respect to the norm | |.
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Clearly J° embeds in 1° . Moreover if se3° from Definition 11.23, we deduce'yo yo' yo9

that

(11.127) 1 C I ^^ I V IA I ̂  p IU,T,ZO,O?
14.^0.0^0(1+^01)^14

We now consider the operators Afc A^ y ,ZO/T ̂ k exp (— L^^1) t ^ " ' as acting on J°.
From (11.125), (11.127), we find that for any k, k ' , k'\ ̂ "eN, then

0 1 198^ \\ ̂  ^k' A k ' p Y n ^ — T 3 ' Z O ^ T ^ A k ' " l l < C" (\ -\-\r7 \\11'1.IZOJ ||Z\ A^T.ZO/T^ ^Pl ^T ^zx ||oo ^ ̂  \ l l \ z - J O \ ) '

By (11.128) and by Sobolev's inequalities, we deduce that for any k\ k", A^eN

(11.129) sup K^zo/TA^A^P^^Z, Z7)! < CO+IZol) 2 1 ' .
|Z |<5/4
|Z ' |<5/4

If xeX, let d(x, Y) be the Riemannian distance from x to Y. Since on
r

Y= 0 [xeX,fj(x)=0], df^ . . ., df, span N^, there exists C > 0 such that for any
j= i

xeX
r

(11.130) ^^M^C'^^Y).
1

Clearly, by (11.44), if ue]0, (e/5)], |Z| ̂  5/4, p(^Z)=l. From (11.129), (11.130),
we deduce that if ^e]0, (e/5)], Te[l, (1/u)], |Zo | ̂  (eT/2)

(11.131) sup
|Z |<5/4
|Z ' |<5/4

^Trff^+^Z.YW A^AFPy^Z^Z7) ^CO+IZol)2^
^ \ T 77

If T ^ I / M , |Z|^5/4, then MT|Z |^5 /4 . Since (11.131) is valid also for ^=0,
we deduce from (11.130) that for any k\ k'\ fc^eN, if ue}0, I], Te[l, (l/^)],
|Zo|^(eT/2)

(11.132) sup (rTd(zo,y\\2k AFA^P^^Z.Z7) ^C^-^^)21'.
|Z | ^5 /4 \ \ T 77
|Z ' |<5/4

Now by definition rf((Zo/T), Y)==|Zo|/T. So (11.132) can be written in the form

(11.133) sup llZol^'A^A^P^^Z.Z7) ^ C(l+|Zo|)2 ^ .
|Z | ^5 /4
I Z ' 1 ^ 5 / 4
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Using again Sobolev's inequalities, we deduce (11.114) from (11.133). Our Theorem
is proved. D

o) Estimates on (K - Lf ^0/T) - * - (k - L^; ̂ 0/T)

Let ^el(p,g),yo with compact support. Then as y-»0, |^ |^,T,ZO,O has a limit
MO,T,ZO,O such that

(11.134) K-r,zo,o=f \s\2(l+\Z\+\Z^2l•-^
^(TRX)^

/ |7| \2(2n-g)

V T J ^TX(Z).

Let ^.g),:^ be the Hubert space which is the closure of the set of the sel^p g,
with compact support with respect to the norm [ |o,T,zo,o. and let 1;̂  be the ortho0

gonal sum of the I^.yp's. Note that in general, 1'^ is strictly included in 1̂ .
Let <? i , . . ., e^ be an orthornormal base of (TgX)^.

Definition 11.32. - Let 1;̂  be the set of sel'° such that for l ^ i ^ l l
V^eI^.If^eI^set

(11.135) I^^T.ZO.I^ I^ I^T.ZO.O+T^^I^T.ZO.O

+r v-(2-),-2 +E|v,.|^,,,^o.
\ 1 / O,T,ZO,O t = l

Again if s el^ has compact support, as u -^ 0, [ s [^ T, zo, i ̂  I ^ |o, T, zo, i •
Let ly^1 be the antidual of 1;̂ , and let | |o,T,zo. -i be the norm on ly^1 corres-

ponding to | |o,T,zo.r Identifying 1;̂  with its antidual by the Hermitian product
associated to | |o,T,zo,o> we have the continuous embeddings with norm smaller
^.1- - — ^ -rf 1 -vi n ' r i — 1thanonel;^!;^!;,-^

If a== (ai, . . ., 02,) is a multiindex, set Z^Z"1. . . Z012'.

Definition 11.33. - If A: = -1, 0, 1, fc'eN, let l'^ be the set of sel'^ suchyo ^ —'' "^ -^yo
that if | a | ̂  k ' , Z^el;^. If^el;^'^, set

(11.136) |^|^,T.ZO,(^-)= E IZ^I^T.ZO...
| a | ^ k '

Clearlv r^'0^!^ and I I — I I^icany iy^ iy^ ana | |o, T, zo, (fc, o) -1 |o, T, zo, fc-
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Proposition 11.34. - For A;eN, there exist C > 0, fc'eN such that ;yTe[l, + oo[,
^o^Y, ZoeN^y^, |Zo[ ^ (sT/2), ^eU, ̂ el^ /^ compact support, then
ni U7^ \(^ — T ̂ o/^-i r,| < fn j-1 ^ iw i o |y 1 1 - 1 ^ ' ) \\^ ^O,T ) ^ lo .T.Zo.d.fc) ^ ^ ^ 1 ' l 7 1 ! ^ l^ lo .T .Zo .co . fc ) -

Proof. — Using Theorem 11.27 and proceeding as in the proof of Theo-
rem 11.30, we see that to prove Proposition 11.34, we only need to show that
if E is an operator of the type

(11.138) ^[Z1!, [Z^ . . .[ZS L ]̂]],

then

(\ 1 \w\ ||y H ^ o < c^ii.uy^ H ^ H O . T . Z O ^ ^•

Now clearly

(11.140) £=[^1, [Z^, . . .[Z1?, M^;^]]].

Then (11.139) follows from formula (11.59) for M^0^. D
Theorem 11.35. - TA^ exists C > 0 ^c/z that for any ue]0, I], Te[l, (I/M)],

^o^Y, Zo6N^yQ, |Zo| ^ (sT/2), z/5'eIyQ A^ compact support, then

(11.141) [(L^^-L^o^.l.^^.^C^TO+IZoN.LT,^

Proof. — Take ^, ^elyo with compact support. Using (11.75), we find that

(11.142) KO-P '^Z^A^^^^zo .o l^CKl^o .^zo .d .Dl^ lu .T .zo , ! .
. 2 1 \ 21

/ [p2 (uz) (zv^^^-E v^.,.' \
\ \ \ 1 / I / / M , T , Z O , (1 / 1 / / « < . T , Z O , O I

^ Cu |.s'|o,T,zo,(i, i) \s! |u,T,zo,i-

Observe that

(11.143) | |u,T,zo,o ^ I |o.T,zo,o-

From Proposition 11.24 and from (11 ..143), we find that for 1 ̂  ̂  11'

(11.144) |(p(MZ)-l)e1 A 4,T,zo,o ^ C^ |^ |o,T,zo,o-

Also for Te[l, (I/M)], |Zo| ^ (eT/2), we get

(11.145) ^fl+( |Z|+|Zo|)p[^))^C^.
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From (11.143), (11.145), we deduce that for 1 <$ ; ̂  21'

(11.146) IP^Z^^I^zo.o^CMi.ylo.T.zo.o.

So using (11.144), (11.146), we get for 1 <$ / ^ 21'

u2 .(11.147) p ( u Z ) ( e ' A - — ( . . - e ' A } s ^cu\s\o,^,zo.o•
I \ \ ^ / / IU.T.ZO.O

Similarly, by using again Proposition 11.24, we obtain for 2 /' + 1 s$ / ^ 2 /

(11.148) ' , ̂ ^'A u2-! . \ e ' A \P("Z) ——-——;. - ——}s"eiT 2 T
^Cu\s

u,T,ZQ,0
O,T,ZO,O-

From (11.59), (11.142), (11.147), (11.148), we finally obtain

(11.149) KCMy-M^^^.'^^^ol^CMi.lo.T.zo.d.^l^'LT.zo.r

By (11.149), we get

(11.150) KM^^-M^^.l^^zo.-i^CMi^lo.T.zo.a,^

Using (11.147), (11.148) we find that

(11.151) (Tp^Z) ^ ̂  A - ̂ i\ (Vf zo/T^,V) (z? +«z)
\ J = l \ 2 / •/ \ 1 /

-^-^(t))1 ^ CMT|5 ' |o ,T,Zo,(0, I)?
U,T,ZO,O

21

(p^^z) S ^A-^^CVtz^^^f^+^z)
\ J = 2 l / + l \ 2 / •/ \ T /

- z ^(viW^y).
j - i r+ i \ 1 // U,T,ZQ,O

^i CuT |^ |o,T,zo,(o, i)-

Also for any Ze^X)^,

(11.152) ^^^^^(V^f^+^Z^-T^V^^^^^Z)

^C^T^Zl |^+(Z)|.
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From (11.152), we get

(11.153) ("T2 p2 (MZ)^)2 ( z o +yz)-T2 (V+)2 (z0}} s '
\ \ T / \ T // |u,T,zo,o

<CMT|5|o,T,Zo>(l,D-

Recall that V~ vanishes on Y. Therefore

(11.154) V - f ^ + M Z ^ o f i ^ +u\Z\^.
T ) \ T

From (11.154), we find that for T ̂  (I/M), for Ze^gX)^,

(11.155) l^p^M^^^f^+yZ^-T2^-)2^^^^

^cyTdz^+lzl lZoDl^^z)!.
From (11.155), we get

(11.156) ("T2 p2(MZ)(V-)2 ( z o +uz}-T2 (V-)2 ( z o

U,T,Z(),O

^ C M T ( I +|Zo|) |^|o,T,Zo,(0,2)-

From (11.150), (11.151), (11.153), (11.156), we get (11.141). D
Theorem 11.36. - There exist C > 0, fceN such that for ue}0, I], Te[l, (!/«)],

^eY, Zo6N^^, |Zo| ^ (sT/2), ?ieU, ifsel^, then

(11.157) K^-L^^^-^-L^^-^^lo.T.zo.o

^ C M T O + I Z o D a + I X ^ I ^ o . T . z o . ^ , ^

Proof. — We use the formula

(11.158) (X-L.y1)-1-^-!^0^)-1

- n _ T 3. ̂ /T^ -1 n 3. W' _ T 3' ̂ t n - T 3- ̂ /'̂  -1
~\A' ^u.T ) V-^T ^O.T H"- ^O.T ) •

By Theorem 11.27, Proposition 11.34 and Theorem 11.35, we get (11.156). D

p) Proof of Theorem 11.13.

Let F be the contour (11.115). By Theorem 11.27 and by its analogue for
T 3,Zo/T
^O.T i
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(11.159) exp (- L3^) - exp (- L^; ̂ /T)

= ! f exp (- X) ((X - L3^) -1 - (̂  - L^- ̂ /T) - ̂  dk.
2ni Jr

Let J^ be the set of square integrable sections of (A (Tg X) (g) y^ over
{Ze(TgX)^; | Z |^3/2} which we equip with the Hermitian product (11.126). If
AeJS?^), we denote by ||A[|^ the associated norm of A. Using Theorem 11.36 and
proceeding as in (11.125)-(11.128), we find that

(11.160) ||exp(-L„3•TZO/T)-exp(-L^''/T)||„^CKT(l+|Zo|)2''+l.

By Theorem 11.31 and (11.160), Theorem 11.31 is also true for M=O.
Let now (p be a smooth function defined on (T,(X)yg with values in R, with

support in {Ze(T,(X)^; |Z| ̂  1} and such that (p (Z) dv^ (Z) = 1. Take
^(TRX)^

pe]0, 1]. Using Theorem 11.31, it is clear that for U, U'e(A(T$X) (§)^

(11.161) < (Py-Py) (o, o) u, u' >

< (py- py) (z, z') u, u' >
•'(TRX^xffRX)^

^(^^(^^(Z^TxCZ') ^CP.

On the other hand, by (11.160), we get

^p^zo/-r_p^o/T) ̂  z') u, u' >(11.162)
^(TRX^x^RX)^

1 /Z\ 1
^(^^(^-(Z^^Z') ^(1+IZol)2'-1.

By choosing p^MT)^2'"^, we obtain from (11.161), (11.162)

(11.163) \a^o'T-^o'r)(0,0)V,V')\^C'(u^)ll(2l+l)(\+\Zo\)2l'+l.

By (11.163), we find that

(11.164) KPy-P^^^.Ol^C'^T^'^^l+IZol)2 ' '^.

Take now weN. By Theorem 11.31 and by (11.164), we obtain for ue}0, I],
Te[l,(l/y)],
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(11.165) KPu3:^-?^0^)^ 0)| ^——^^^(^T^^^^O+IZoly^^2 .(i +1 Zo [y"
By taking m large enough in (11.165), we obtain (11.58) for ue]0, I], Te[l, (1/u)].

The proof of Theorem 11.13 is completed. D
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XII - THE ANALYSIS OF THE KERNEL OF exp ( - (u Dx + (T/n) V)2)
FOR T POSITIVE AS u TENDS TO ZERO

a) Assumptions and notation.

b) The problem is localizable near Y.

c) A local coordinate system near yoeY and a trivialization of AfT^0' ̂ X) ® ^.
d) Replacing the manifold X by (T,(X)^.

e) Rescaling of the variable Z and of the horizontal Clifford variables.
f) The asymptotics of the operator L^° as u -»• 0.
g) Uniform estimates on P^°
h) Convergence of the resolvent in distribution sense.
i) Proof of Theorems 12.4 and 6.7.

j) A remark on Sobolev spaces with weights.

The purpose of this Section is to prove Theorem 6.7, i. e. to show that for any
T > 0

r / / T ^"i
(12.1) UmTrjNHexp - ^D^-V

u-o L \ \ u / /J

= | <D Tr, [NH exp (- ̂ 2)] ch ̂  ^).
JY

In particular, the operator SS^i associated with the exact sequence
0 -> TY -> TX IY -> N -> 0 appears here for the first time and is produced by a non-
trivial asymptotic analysis near Y.

Note that the range of variation of the parameters (u, (T/u)) (ue}Q, I], T fixed)
is included in the range considered in Section 11. The splitting ^ = £ > ~ ® ̂ + plays again
an important role, not only, as in Section 11, for functional analytic reasons, but also
for computational purposes. As in Section 11, this splitting defines a corresponding
splitting of the vector space of smooth sections of A^^'^X) ® ^, and the analysis
is in fact done on a splitted infinite dimensional vector space.

In Section 13, a more elaborated splitting of infinite dimensional vector spaces
will be considered. Still the computational ideas being essentially the same, we briefly
describe them in a finite dimensional context. Let E = E - ® E + b e a finite dimensional
vector space, and let M be an element of End (E) which we write in matrix form as

(12.2) M^F^ M2].
LM3 Mj
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Then under natural assumptions on ^ e C, ^ — M is invertible and moreover

(123) pl-Mr^f (^-Mi-M^-M^)-^)-1 ^-M.-M^-M^-'^r'M^-M^-1 1
L^-MJ-^pi-Mi-M^-^)-^)-1 (^-M^+^-M^-^^-Mi-M^-M^-^^M^-M^)-1}

Assume now that M = My and that as T -> + oo

M^=M^o(——\ M^-^TM.+OO);
(12.4) W /

M3^=^TM3+0(1); M^=TM4+0^--\

From (12.3), (12.4), we deduce, under natural assumptions, that as T -> + oo

(12.5) ^.^-iJ^-M.+M.M:^)-1 01

By using a contour integral formula, we can prove, under certain circumstances, that
if PE is the projection operator E -> E~, then as T -> + oo

(12.6) exp^M^-^P^exp^Mi-M^M^^))?1'".

Formula (12.6) was used in an infinite dimensional context by Berline-Vergne [BeV]
in their proof of the local families index Theorem of Bismut [Bl].

In this Section and also in Section 13, infinite-dimensional and still local versions
of (12.6) will appear, the difficulty being of course to make sense of the various
asymptotic formulas in (12.4). Understanding the algebra underlying (12.5) is a useful
guide to the computations in this Section and in Section 13.

This Section is organized as follows. In a), we introduce our assumptions and
notation. In b), we show that the problem under consideration in Theorem 6.7 can
be localized near Y. In c), we construct a coordinate system near yo e Y and also a
trivialization of AfT^0' ̂ X) ® ^. In d), we replace the manifold X by (T^X)^. In e),
we rescale the coordinate Z in (T^X)^ and also the Clifford variables. In f), we
calculate the asymptotics as u -> 0 of the operator L^° obtained from (u Dx + (T/u) V)2

by such a rescaling. The building blocks of the operator S8^i appear in this process.
In g), we obtain uniform estimates on the rescaled heat kernels. In h), we prove the
convergence as u -> 0 of the resolvent of the rescaled operator L^° to the resolvent
of St^° -I- (V^ in the sense of distributions. In i), we prove Theorem 6.7. Finally
inj), we show how to simplify the functional analytic constructions of Section 11 in
the specific situation considered in this Section.
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a) Assumptions and notation

Consider the exact sequence of holomorphic Hermitian vector bundles on Y

(12.7) 0 ̂  TY -^ TX [Y ̂  N -^ 0.

We use the notation of Section 5 applied to this exact sequence. In particular for
u > 0, ^ denotes the operator constructed in Definition 5.4, and Q^ (Z, Z')
(y e Y, Z, T e (TR X)y) denotes the heat kernel associated with the operator
exp(-^y) calculated with respect to the volume element of(TRX)y, (dv^KIn)61^).
We otherwise use the notation of Section 11.

Clearly for u > 0, T > 0

(12.8) TrjNHexp^D^ ̂ v)2)^ f Tr^n?^^ x)]^^.
L \ \ u ) ) \ Jx (27c)dlmx

Note that Te]0, + oo[ will be fixed in the whole section.

b) The problem is localizable near Y

We now will show that the proof of Theorem 6.7 can be localized in a
neighborhood of any given y^ e Y.

Proposition 12.1. - Take a > 0. There exist c > 0, C > 0 such that for any xeX,
with d(x, Y) ^ a, and any ue]0, I], then

(12.9) IP^T/J^l^expf-^V
\ u2/

Proof. - Let a be be the injectivity radius of X. Take 6=inf((^/2), (a/2)). Let
^T/uG^ xrr) be the heat kernel associated with the operator exp (- (u Dx + (T/u) V)2)
and the Dirichlet boundary conditions on ^B^x, b). Then by Proposition 11.10, there
exist c > 0, C > 0 such that if ue]0, I], Te]0, 1]

(12.10) |(Pu.T/u-P^)(^ ^)| ^ cexp f- ̂ \
\ u 2 }

Observe that the condition T ̂  1 can easily be lifted by a simple scaling argument.
We now use the notation of the proof of Proposition 11.10, with XQ=X, and T

replaced by T/u.
By using Lichnerowicz's formula of Proposition 11.5, and also Ito's formula, we

find that if S is defined by (11.19) (with XQ=X\ then
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(12.11) P;,T/u(^ ^)=^ (^ ^) E^ |"ls> i exp f^2 r KWdt} H, ̂ 1.
L \ 8 Jo / J

For 0 ̂  ̂  1, M, is still given by (11.17) (with T replaced by T/u), and H( is the
solution of the differential equation (11.18). Since V is invertible on X\Y, there exists
C > 0 such that for any xeX with d(x, Y) ^ a, and any x'eB(x, b\ if/e^,

(12.12) IV^ / I^CI / I 2 .

Using now equation (11.18) and GronwalFs lemma, we find that if
/^(ACP^'^X)®^ on (S > 1) (so that ̂  remains in B^x, b) for /e[0, 1]), then

/ CT2 \
(12.13) iHfA^exp - — — + C T ) .

\ u2 )

Classically, for M€]O, 1]

(12.14) p^^x)^-^.
y.2dimX

Also recall that the linear map T^ is unitary. From (12.11)-(12.14), we obtain

r-Mii / ^T2 \
(12.15) |P^(x,x)|^^exp[-^-+CT).

Since T is positive, from (12.10), (12.15), we get (12.9). D
We now fix E > 0 as in Section 11 e). The tubular neighborhood ̂  of Y in X

was defined in Section 8 e). The main result of this Section is as follows.
Theorem 12.2. — For any Te]0, +oo[

(12.16) l imf Tr,[NHP^x,x)]-^
"-*° ^e/8 {<zn)

=( <I>TrJNHexp(-^2)]ch(ri,^).
JY

Proof. - The whole section is devoted to the proof of Theorem 12.2. D
Remark 12.3. - Clearly

(12.17) TrJNHCxp^-^D^ ̂ V^ f Tr^P^Cc, x)] d?^.
\ \ " / / J J x \^ ^J

Theorem 6.7 is then a trivial consequence of Proposition 12.1, Theorem 12.2 and of
(12.17).
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As explained in Section 5c), for any T > 0, VyeY, ZoeNg^, Tr,[Q^(Zo,
lies in A(T^ Y)^. Therefore Tr, [Q^(Zo, Zo)] ch(r|, ̂ )^ also lies in A(TjtY)^.

The main technical result of this Section is as follows.
Theorem 12.4. - For any T > 0, y^ e Y, Zo e Ng, ̂ , ^(?M

(12-18) lim T——^"2^^^"^"^0' uz^' ̂  uz^u-^0 \^T^)

r 1 ^ Tr, [Q^ (Zo, Zo)] ch (TI, ̂ V 1max
/^-\dimN s '-^T2 ^O5 ^0/J —— V I . 6 /yo •

For any T > 0, 7?eN, ^r^ ^x^^ C > 0 ^cA that for any ue]0, I], ^o6^ ^^o6^
[ Zo | ̂  c/8 M, then

(12.19) ^dimN |TrJNHP,,T/.((^ ^Zo), (̂  ^Zo))]| ^ C(l+|Zo|)-p.

Proo/. - The proof of Theorem 12.4 is delayed to Sections 12 c)- 12 i). D|
Remark 12.5. - Using (8.21), we find that

,(x) / 1 y^(12.20) f TrJNnP,^ (x, x)] A ^=f l \
J^/8 (27I)tl""x \27t/

f f f ^ dimN ̂  [NH P«, T/« ((^0, " Zo), ^0, M Zo))]

JY U|Zo| <E/8u

fc (^o, M Zg) dv^ (Zo) ^ ^UY

\dimX \ ^- /

Zo)]

Using Theorem 12.4 and dominated convergence, we find that for any T > (j), as
u-rQ

(12.21) f TrJNH^,^^,^)]
J ' U r l V ,

dv^{x}
^ S L " " • • / " v ' /J(27^)dimx

- f { f <&Tr, [NnQ^ (Zo, Zo)] d^} ch(Ti, ̂ ,
JY IJN (.Z71:) JJY UN

Using Definition 5.8, we can rewrite (12.21) in the form

(12.22) J TrJNHP^(.,x)]l^
J<%e/g (/nj

^ | 0) Tr, [NH exp (- ̂ 2)] ch (ri, ̂ ),
JY
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which is exactly Theorem 12.2.
We now concentrate on the proof of Theorem 12.4.

c) A local coordinate system near yo^Y and a trivialization of AfT*^' ̂ X) ® .̂

We here use the notation of Section l l f) . Take VoeY. lf ^(TpX)^,
t e R -> x^ = exp^ (t Z) e X still denotes the geodesic in X such that XQ = YQ, dx/dt \^Q=Z.
If |Z| < 8, we identify Ze^X)^ with exp^(Z)eX. The ball 8^(0, e) in CIpX)^ is
identified with the ball B^o, e) in X. The function k ' ( Z ) on 8^(0, s) is still defined
by equation (11.35). Recall that ^(0)= 1.

If |Z| <s, we identify TX^, ACT^^^X^ with TX^ ACT^^X^ (resp. ̂
with ̂ ) by parallel transport with respect to the connection V^ (resp. ̂ ) along the
curve te[0, 1] -> t Z .

With respect to Section 11 f), the main difference is that we do not need any
more the intermediary ZoeN^ y^, which is now identically zero.

For | Z | < e/2, let r^, r| be the connection forms of the connections V^, V^ in
the considered trivializations ofTX, ^. Using (11.37), (11.38), we get

^^yo'
(12<23) r^^v^z^+^lzl^

If | Z | ̂  e, U e (TR X)z, Vu denotes the standard differentiation operator in the
direction U acting on smooth sections of (A^*^' ̂ X) (§) ^)y^ over (T^X)y .

d) Replacing the manifold X by (T^X)^

We still define the vector space Hy^ as in Definition 11.17. Also the function
p(Z) is given by formula (11.43).

Let A be the ordinary flat Laplacian on (T|(X)^.
As in Section 11, both operators Dx and V now act on smooth sections of

(A(T*<°^X)®^ over (Ze(T^X)^ |Z| < e}.
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Definition 12.6. - For u > 0, T > 0, j^eY, let L^ be the operator acting on
^0

L^-^O-P^Z))^ +p2(Z)^DX+ ^(Z))2

2 \ u )

02.24) +T^(l-p2(Z))P^,

M^ yo = - u2 (1 - p2 (Z))A + p2 (Z) M2 (D^2.

Let P^(Z, Z') (Z, Z'G(TRX)^) be the smooth kernel associated with the opera-
tor exp (-L^p, which is calculated with respect to the measure dv^CZ^/^K)^^.

Using the notation of Definition 11.18, we find that L^=L^.
The same arguments as in the proof of Proposition 11. io show that given T > 0,

there exist c > 0, C > 0 such that for ue]0, I], j^eY, ZoeN,^, |Zo | < e/8, then

(12.25) | P,, T/« (Zo, Zo) k' (Zo) - P,1, ̂  (Z^ Zo) | ̂  c exp ( ̂ c\
\ u2 )

From (12.25) it is clear that to prove Theorem 12.4, we only need to show that for
anyT>0,ZoeN^

( 1 \dimX
(12.26) lim — M^TrJNHP.^Zo^Zo)]

u-^0 ^7l/

( 1 \dimN
= — [(D Tr, [NH Q^ (Zo, Zo)] ch (^ ̂ J^,

2n/

and that given T > 0, /?eN, there exists C > 0 such that for ue]0, I], ^o6^,
ZoeN^^, |Zo |^£/8M,then

(12.27) ^'^iTrJNHP^^Zo, ^Zo)]| ^ C(l+ |Zo D-^.

e) Rescaling of the variable Z and of the horizontal Clifford variables

For u > 0, let Fy be the linear map acting on Hy^ defined in (11.49). For u > 0,
T > 0, set

(12.28)
T 2,yo =T7-1 T l»yo u

M, T/M A U ^u, T/U ± M5

M^^F^M1^?,u ^'-^u A u"
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As in (11.51), we find that

'̂̂  M^oe(c(TRX) ® ̂  ® Op.

Let ^i, . . ., e^ be an orthonormal oriented base of (T^Y)^, let ^r+i? • • •^2j
be an orthonormal oriented base of (Ng)^. Let e1, . . ., e 2 1 ' and e21^1, .... e21 be
the corresponding dual bases of (T^Y)y^ and (N^)y^.

Definition 12.7. - Let Ky^ Ky^ be the sets of smooth sections of
(A (Tg Y) ® A (N*) ® ̂ , (A (T^ Y) (g) A (N*) ® ^ +)^ over (T^ X),,.

Then K^ = K^ © K^. For 1 ̂  i ̂  2 /', the operators e1 A , /^. act on A (T^ Y)y^ as
odd operators. Therefore they also act as odd operators on K , K-

Similarly, by Section 5 a), A(N*) is a c (N^-Clifford module. Therefore for
2r+ 1 ̂  i ̂  2/, the operators c(^) act as odd operators on K , K1.

Definition 12.8. - For M > 0, 1 < ; ̂  2/', set

For u>0, T > 0 , let L^;^, M^oeEndQK^) be the operators obtained from
L^, M^'^ by replacing the Clifford variables c(^) by c^e,) for 1 ̂  ̂  IF while
leaving unchanged the operators c (e^) (2 // + 1 ̂  y ̂ 2 /).

Let P^;^ (Z, Z') (Z, Z'G(TRX)^) be the smooth kernel associated with the ope-
rator exp(—L^°), which is calculated with respect to the measure dv^(Zf)/(2K)dimx.
Then P^ (Z,'Z') can be expanded in the form

__30) ^/W^- Z ^ A . . . A ^ A ^ . . . ^
^IZ.JU^ 1 «4 < . .. < i p « 2 1 '

1<^1< ... <j,^2l'

^ Qfi • •: j (Z, Z'), Q^ • • • f; (Z, Z') £ End (A (N-)̂  ̂ ) ̂ <,).

Set

(12.31) [P^Z, Z')rx=Ql,.2,,(Z, Z')eEnd(A(N*)(§)^.

Equivalently, [P '̂̂ °, (Z, Z')]'"3" is the operator which factors e1 A . . . A e 2 1 ' in (12.30).

Proposition 12.9. — For any u > 0, T > 0, yoG'Y, ZoeNg , the following identity
holds

(12.32) y21""^ Tr, [W^(uZ^ wZo)]

= (- O'""̂  Tr, [NH [P^3;̂  (Zo, Zo)]-""].



188 J.-M. BISMUT AND G. LEBEAU

Proof. - Clearly

(12 33) P1^0 (uZ uZ }=u~2dimxP2fyo (7 7\\L^.JJ) ^u.T/uV-^O? ^^O/ M u,T/u v-0? ^OJ-

Then (12.32) is a trivial consequence of (12.33) and of Proposition 11.2. D

f) The asymptotics of the operator L^° as u -> 0.

If peA(T^Y)^, P acts on A(T^Y)^ by the map

aeA(T^Y)^p A aeA(T^Y)^

Clearly z* (V^)2, f* (V^)2, which are the restrictions to Y of the curvatures (V^)2,
(Vy of V^, VS lie in A2 (T^ Y) ® End (TX [y), A2 (T^ Y) ® End (^ (v). Therefore
^(V^ .*(V^, .* l^TrKV^] act on K,,.

For 1 < i ̂  2/, set T^=T^° (here Zo=0). Using (12.24), we get

(12.34) L^=M^o+p2(^z) {T ^ ̂  A - ̂ ^(V^.^^Z)
C u i \ 2 /

+T Z c(^(V^,V)(^Z)+T^V2(^Z)l+T^(l-p2(^Z))P^.
2^4-1 /̂2 M2 J M2

Observe that in (12.34), the divergent factor T/u has been forced into L^° by
the Clifford rescaling. It is exactly at this stage that the Todd form Td (TX, ^Tx) and
the Chern character form ch (^, /^) will in fact interact with each other.

We will now describe the asymptotics as u -> 0 of the various terms in (12.34).
We first write the asymptotics as u -> 0 of M^0. In the sequel, all the operators

e1 A , ^(1 ̂  ̂ 2Q will be explicitly written. Expressions like 0(|Z|), 0([Z|2). . .
will never contain such terms in implicit form.

Using Proposition 11.4, (12.23) and proceeding as in (11.59), we find easily that

(12.35) M ^ ^ = - ( l - p 2 ^ z ) ) A - p 2 ( ^ Z ) { l ^ ^ ^
2 (,2 i \

+ 1 Z /((V^JZ, <?.)+ 1 0(| «Z|2)) ,,, e, \
4 1 <j,j" ^ 2 1 ' \ U /

(e j A - u-i^(e]' A -uli^+ \ S <0(u\Z\)e, .,,>
\ ^ / \ ^ / 4 1 ̂ J ^ 2 ! /

2 (' + 1 ^ j ' ^ 2 1
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(^2 ̂  A - u- i,\ c (c,,) + u 0 (1)Y + u2 0 (1)

+ \ Z (Wo + 1Tr KV'X] + ° (IM z I))
2 1 ̂ j ,^ ^ 2 1 ' \ 2 /

(e,, e,,) (^ A - ̂  ̂ ,) (̂  A - u2 i,\ + u ^ 0(1) (e, e,,)
\ 2 / \ 2 / 2 i ^ j ^ i r

2l'+l ^ j ' < 2 J

^2^ A - ^^Jc(^,)+MVo(,|z|)^

We will write that as u -> 0, M^-^0 converges to the differential operator M^0 if
the smooth coefficients of M;^0 converge to the corresponding coefficients of M^0

together with their derivatives, uniformly over compact sets of (T^X)^.
From (12.35), we deduce the following result.
Theorem 12.10. - Let M^0 be the operator

(12.36) M^o= - 1 ̂  ̂ + l<f*(VT X )^Z, ^,>Y
2 i \ 2 /

+^((v^o+|T^[(VTX])•
rAen as u ->• 0, M^^o -» M^^o.

Proo/. - From (12.35), we find that as u -* 0

i 2' / i \2
(12.37) M^o ̂  - 1 ^ v^+ - ^ < (V'"%2, (Z, ̂ ) ̂ , e,, > ̂  A ^' A

^ 1 \ 4 i s i j , j ' si2l' /

+ 1 Z ((V^o + 1 Tr [(V ĵ) (.,, .,,) ̂  A ̂  A .
2 l ^ j , j ' ^ 2 l ' \ 2 /

Since the metric g^ is Kahler, we know that

(12.38) < (V^2, (Z, ,̂) ̂ , ̂  > = < (V ,̂2, (̂ ,, ,̂0 Z, ^ >.

Then (12.36) follows from (12.37), (12.38). D
Recall that the 1-form A on Y with values in End(TX|Y) was defined in

Definition 8.7. Note that A is exactly the object considered in (5.8) associated with
the exact sequence 0 -> TY -> TX |y -> N -> 0.

We now use the notation of Section 5 a).
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Definition 12.11. - Let S e End (A (N*) (§) A (N*)) be given by

Clearly S extends to an even operator acting on

(A (TS Y) ® A (N*) ® A (N*) (g) T|)^

Also recall that by (8.31), ^~ |y=A (N*) ® T|. Therefore S acts on
(A(T^Y)®A(N*)®^-)^.

With the notation of Definition 5.2, if ZeCIpX)^, ^(JAP^Z) is a 1-form on
(TRY)^ ̂ ng values in odd endomorphisms ofA(N*)^. Therefore ^(JAP^Z) acts
as an even linear map on

(A (T5 Y) ® A (N*) ® A (N*) ® r|),, = (A (T^ Y) ® A (N*)),, ® ̂ .

In the sequel, ?*V^V denotes the 1-form on Y taking values in End^^jy)
21'

(12.40) , *V^V=^^AV^V.
i

Also^fD/D^ denotes the covariant differentiation operator with respect to the connec-
tion ̂  along the curve teR -> tZ, set for 1 ̂  / ^ 11'

(12.41) (ViV^V)(^o)= ^[V^V(,Z)]^o.

In the expressions which follow, Taylor expansions of matrix valued operators
will be taken in a naive sense. In particular 0(|Z|), 0([Z|2), 0(u2) may contain
operators like e1 A or ^ in implicit form.

We now prove one of the essential geometric results of this Section.
Theorem 12.12. - For any y^ e Y, Z e (TR X)^, as u -^ 0

O2^) 1- Z (̂  A - ul i\ v^ v o. z) = 1 .* v^ v 0.0)
" i V 2 / u

21'

+ Z ̂  A (̂ | V^, V) (^) + 1 0 (I M Z |2 + M2),
1 U

E ^(v^o^ ^ ^(VI.VX^+O^ZD,
2 1 ' + 1 ,/2 2,,+i /2
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^(V+)2(^Z)=^(V+)2(^)+- j,0(|^Z|),
u" ir u2

^(V-)2(^Z)=fv|V-(^)+10(|^Z|2)Y.
u2 \ u )

Moreover the following identities hold

(12.43) P ^ ~ z * V ^ V P ^ ~ = 0 ,

P^- ( ̂  e1 A (^V^.V)(^o))P^=P^ ^"IcGJAP^Z)?^,
\ i= i / ./2

p,-/ ^ ^(V^VX^P^^P^^P^,
\ i = 2 f ' + l ^2 /

jpN '7 |2

(^V-^o))2-1-^?^,

^*(^~)2=^*(P^(VyP^--P^~(V^V)P^[(V+)2]- lP^+(V^V)P^).

Proof. — Since ^z is identified with ̂  by parallel transport along the curve
t->tZ with respect to the connection ^. and since V~(^o)=0, (12.42) follows by
Taylor expansion.

As we saw after (11.64), if Ue(TnY)^, V|jV(^o) maps ̂  into ^. The first
identity in (12.43) follows.

Recall that B = V^ — ̂ . Also B takes values in endomorphisms of ^ which exchange
^ + and ^ ~. If Z e TR X |̂ , we then find that

(12.44) V|V=^|V+[B(Z),V].

Now V preserves ^+ and i;~. Therefore

(12.45) P^~ V|VP^~ =P^~ ViVP^".

Note that (12.45) is valid on ^ and not only on Y. Using (12.45) and
Proposition 8.13, we get the third identity in (12.43).

Take ? e { l , . . ., 2/7}. From (12.45), we find that

(12.46) P^V^VP^^P^V^VP^",

and so

(12.47) P^|V^VP^=P^|^VP^~.
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Moreover

(12.48) ^ V^. V = V^, ̂  V - V^, z, V + [(^)2 (Z, T e,), V].

Using Proposition 8.13, (12.47), (12.48), we then obtain

(12.49) PS-^V^VG'o)?^

=P^- fv|, ^——1- c (JP^)- ^—1- c (JP^^ [te,, Z])} P^ (j>o).

Since we have the identification of holomorphic Hermitian vector bundles
^~ |Y=AN* ® T|, we deduce from (12.49) that

(12.50) P^ViV^,VG'o)P^

=P^ v l-c(J(VN.PNZ-PN[Te„ Z]))P^(^o).

Now by definition, since e,.e(Ti(Y)yQ

(12.51) P^^Z^^Z+A^P^Z.

Therefore

(12.52) V^PNZ-PN[Te„ Z]= -A^P^Z+P'^^Z-tTe... Z]).

Since the connection V^ is torsion free, we find that

(12.53) V^Z-tT^Z^vrtc..

From (12.50)-(12.53), we get

(12.54) P^ViV^V)^)?^

= P^~ ̂ ^1-c (- J A (e.) P^ Z + J P14 V^ T e.) P^~ (^o).

Now, by construction

(12.55) (V^T^O^O.

From (12.54), (12.55), we obtain the second identity in (12.43).
By Proposition 8.13, we get

(12.56) ViV- 0.0)= v l - c(JP^Z).
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The fourth identity in (12.43) follows from (12.56). The fifth identity in (12.43) follows
from [BeV, Lemma 1.17] or [B2, Proposition 3.5]. The proof of Theorem 12.12 is
completed. D

Remark 12.13. - In view of Theorems 12.10 and 12.12, we see that the main
actors which appear in the operator ^2 are already on stage. Via Proposition 12.9,
the proof of (12.26) will now consist in explaining why, as u->0, ^|y is replaced by
^~ |Y=AN* (§) r|. This is in fact an infinite dimensional version of the results of [B2].

g) Uniform estimates on P /̂°,.

Theorem 12.14. - For any T > 0, weN, there exists C > 0 such that ifue]0, I],
^o<=Y, then

(12.57) sup (1 +1 Zo |r | P,3;̂  (Zo, Zo) | ̂  C.
ZoeNR,y^

|Zo |^e /8u

For any T > 0, M > 0, w'eN, there exists C' > 0 such that ifue]0, I], j^eY, then
^H+la ' l

<12-58) ^P ———,——— p ^( z - z / ) ̂ .
Z.Z-eNR,^ laZ^Z701

| Z | , | Z - | ^ M
|a|, | a' | < m'

Proof. - We will use the notation of Section 11. In fact recall that
L^=L^. Therefore L^;^ can be obtained from L^ by replacing, for
2/ '+ 1 ̂  ; ̂  2/, the Clifford variables c(^.) by the operators (/2/T)^1 A -(TU/2),
and this is harmless for our estimates. Also to simplify our notation and to make our
references to Section 11 easier, we will assume that T = 1.

By inequality (11.125) calculated with Zo=0, T= I/M, we find that for any k, k\
k'\ k ' " ^

( } j w\ lllA^^' A^pYr^—T3 '0^^" ! ! !0 '0 <^ r^IZ.3^; | [ [ Z X Ay^/^o^ exPv ^ l / u ) ^ | |k l /M,0 ^ L/-

Let Fy^ be the lattice of elements of (TR X)^ which have integer coordinates with
respect to the base e^ . . ., e^ If aeFy^ let J^° be the set of square integrable
sections of (A(T^X)®^ over {ZeC^X^; \Z-a\ ̂  3/2}. We equip J^
with the obvious analogue of the Hermitian product (11.126). Let | | denote the
corresponding norm. Then J^° embeds into 1̂ . Moreover, from (11.70), we
deduce that if seJ01,0vo

1 0 ^ Q
^ 1 ^ [ ^ \u, I /M,O,O(12.60)

\S\n,l/n,0,O^C(\-^\a\)2lt\S\.
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If BejS?(J^0), let ||B||^ be the norm of B with respect to the norm | | on J0'0.
From (12.59), (12.60), we find that °

(12.61) l|A fcAS;^oA fc 'exp(-^•^)A^||,^C(l+|^|)2^.

Using (12.61) with k=kf=0 and Sobolev's inequalities, we get (12.58). From (12.61),
we also deduce that for any k' e N

(12.62) sup | AS;,/,, o (Z) P^°, (Z, Z') | ̂  C (1 +1 a \ ) 2 1 ' ' .
|Z-a |^ 1
|Z'-a| < 1

Using (11.130), (12.62) and the fact that i f |Z | ^ s/Su, p(i^Z)= 1, we get

02.63) sup If^^Z.^Y'P^^JZ.Z-) ^CO+H)^.
| Z - a | < l , | Z | < e / 8 u | \U )

|Z'-a| < 1

IfZeN^, d(uZ, Y)/M=|Z|. We thus deduce from (12.63) that

02.64) sup IZ^'IP^^JZ.^I^CO+I^I)^'.
^ityo

|Z-a| < 1, |Z| <e/8u

By taking ae^ ̂ ^ 0 F^ and ^eN large enough in (12.64), we get (12.57). Our
Theorem is proved, when T= 1. The extension of our results to the case where T is
any number in ]0, + oo[ is easy by a trivial scaling argument. D

h) Convergence of the resolvent in distribution sense

We still use the notation of Section 11.
If sel(p ̂ ) ̂  has compact support, it is clear that if Te]0, +oo[, as u->Q, the

function u -> | s \^ ̂ , o, o has a limit | s |o, o given by

(12.65) |^o= f H^I+IZD^^A^Z).
-^(TRX)^

Let Iy^ denotes the Hilbert space associated with the norm | |o,o- Then I70 still splits
mtn r ° = r +' ° G^ r ~ » ° °
miO ly^ Ly^ ^ Ly^ .

Definition 12.15. - Takej^Y. If^el^ has compact support, set

(12.66) l ^ l o / i ' - l ^ l ^ o + ^ I I P ^ I . I ^ o + E I V ^ I ^ .
2 i = i
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Observe that ifZe^X)^, by Theorem 12.12, we find that as u->0

(12.67) /V O^Y-^J- lpNzPp^o
\ u ) 2 '

From (12.67), we see that if sely^ has compact support, then as u->0,
I5 ' |u,T/u,0, 1 —>> l ^ l o , I -

Let IyJ''1 denote the Hilbert space associated with the norm [ |o' i. Let | |o o be
the restriction of the norm | |o,o to Iy^°. Then (ly^'1, | |o,i) embeds continuously
as a dense subspace of (ly^'0, | |o,o) and the norm of the embedding is smaller than
one. We identify (Iyo~'°, | |o,o) wiih its antidual by the Hermitian product associated
with | |oo. Then if (Iy^'~1, | |o,-i) is the Hilbert space which is antidual to
(lyo"'1, | |o,i)? we have the continuous dense embeddings with norms smaller than
one

(12.68) (I;;'1, | lo-^-dyo-'0,! ^_^-,-^ ̂

Also for ue]0, I], (ly^"'0, | |o,o) embeds continuously in (1 ,̂ | |«,T/u,o,o) and the
norm of the embedding is smaller than a constant C (T). This essentially follows from
the fact that

(12.69) "l^p^)^.

If B e JSf (I^~' ~ \ l y ^ ' 1 ) , let || B ||o 1'1 be the norm of B with respect to the norms
I | o , - iand | [0,1.

Now in the operator SS^°, we replace, for 2F+ 1 ̂ j ^21, the Clifford variables
c(^.) by the operators ^/2 (^/T) A -(T/^/2) .̂. For 1 ̂ 7 ̂  2/', the operators ej A
act Iy^. Recall that ̂  = (AN* (§) r|)y^. We thus obtain an operator acting on Iy^, which
we still note SS^°. Also the operator (V^ acts on ly^.

Similarly, the operator L^y is obtained from the operator L^° by replacing,
for 2 / ' + l ^ y ^ 2 / , the Clifford variables c(e^ by the operators
^2 (^/T) A - (T/^2) .̂. We will use the notation L3^ instead of L^. The opera-
tor L^'^ now acts on 1̂ .

For A > 0, 5 > 0, set

(12.70) U={?ieC, Re^^SIm^^-A}.

By Theorem 11.27, we know that if A is large enough and if 8 is small enough, there
exists C > 0 such that for any ue]0, I], if ^eU, the resolvent (X--L^)~1 exists,
extends to a continuous linear map from I y 1 into ly , and that moreover

(12.71) ||^-L^)-lU;u%^C(l+
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By proceeding as in the proof of Theorem 11.27, we may as well assume that if ^ e U,
the resolvent (^-^^-(V11)^)"1 exists, extends to a continuous linear map from
ly^ -1 into lyy"' \ and moreover

(12.72) ll^-^^-CV^-^lo-^^CO+l^l)2.

From (12.71), (12.72), it is clear that i f^eU, (^-L^)-1 and a-^0-^)^)-1

define matrix valued distributions on (T^X)^ x (TuX)^.
The main technical result of this Section is as follows.

Theorem 12.16. - For any T > 0, ̂ Y, X-eU, as u -> 0

(12.73) 0-L^)-i _ p^-o(X-</o-(V^)-1 P^o

m ̂  ̂ ^^ of distributions on (T^X)^ x (TnX)y .

Proof. - Set

(12 74) Luf' = F^ ̂  p^ LM> 2 = F'70 ̂  p';09

L,3=P^oL^P^ L^=P^oL^P^o.

We then write the operator L^° in matrix form with respect to the splitting
lyo^o®'^80111^

L., , L., . 1(12.75) ^=[^1 L^
L ^u, 3 ^u. 4 J

If CeJS?(I^'~1, ly^1), we denote by H C H ^ ^ o the norm of C with respect to
the norms induced by | |«,T/u,o,-i, I LT,O, I on I;^-1, I^'1.

Using Theorem 11.26 (where s, s ' are now restricted to vary in 1^ and still have
compact support), and by proceeding as in the proof of Theorem 11.27, we find that
if X,eU, the resolvent (X—L^)"1 exists, extends to a continuous linear map from
1^ ~1 into 1^ 1 and moreover

(12.76) l l ^ -L^J- ' l l ^^o^CO+l^ l ) 2 .

If sely^ we still write s=s~^ +s~, with ^± ely^. We now fix X,eU. The constants
C > 0 which appear in the sequel may depend on | ^ | and T.

To prove our Theorem, we only need to show that if s1 e ly^ has compact support,
then as u -> 0

(12.77) (k - L^)-1 s ' -^ (X - ̂ 2'° - (V%) -1 s ' -in the sense of distributions.
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Set

(12.78) ,=(?i-L^o)-1^.

Since | s ' \^ -r/u, o, -1 ̂  I s f \u, T/u, o, o? we find that as u -> 0, | s \^ y/u, o, -1 remains bounded.
From (12.71), (12.78), we deduce that |^ |y ,T/u,o , i ^ay8 bounded. Moreover

T
(12.79) I^LT/^O,! S ^ — p |u,T/u,o,o-

u

Therefore, as u -> 0, | ^+ |u,T/«, o, o ̂  O? ^d so

(12.80) s^ -> 0 in the sense of distributions..

Using (12.75), (12.78), we get

(12.81)
(k-L^^s -L^2S+=sf ,
-L^-^-I^)^^.

From (12.81), we deduce that

m^ ^-^-^r'^^L^s-^(12.^2) _
(?l-L,,l-L,^(^-L,,4)-14,3)^-=^-+L,^^-L,,4)-l^+.V^ ^u, 1 ^u, 2 V^ ^M, 4/ ^u, 3/ ^ ^ • ^u, 2 V^ ^u,

Set

(12.83) E^-L^-L.^-L^)-1!^.

From (12.71), (12.76), (12.82), we find that E^ is one to one from I^'1 into Iyo~ 1 ,
and that if ||Ey~1 H^^o denotes the norm of Ey~1 with respect to the norms induced
by I |u, T/u, o, -1 and I |̂  T/u, o, i on lyo' ~1. lyo'1. ^eu
^1? 84^ llF"1!!"1 '1 < C'^IZ.04; ||tly l lu.T/M.O^^-

From (12.82), (12.83), we find that

(12.85) ^^E^L.^-L^r^+E,-1^-.

We now study the two terms which appear in the right-hand side of (12.85).

1. The term E^-L^^-L^)" ̂ '+.

Using (12.84), we get

(12.86) IE.^L.^^-L^^-^^LT^O.O^CIL.^^-L^^-^^I^^.O,-!.

Observe that V^^Z) preserves ^y_ and ^y and that the principal symbol of
L^° is scalar, so that Ly 2 ls a fi^ order differential operator. Using the previous
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considerations, formulas (11.59), (11.60), (12.34) for L^, M^o, Proposition 11.24
and proceeding as in the proof of Theorem 11.26, we find that if s" e 1^ °, then

r;
(\ ̂  Q^7\ T " ^ "
^IZ.O/; \^^S |y,T/u,0,-1 ^ ~ P1 u,T/u,0,0-

U

From (12.76), (12.86), (12.87), we obtain

(12.88) | E^L^-L^)-1^ |,^o,o

^^KX-L^^-^^I^^O.O^CKX-L^J-^^I^^O.I

< C' I v' + I < C" n I v' + I^^ I" |u,T/u,o,-l ^ ^ ^P |u,T/u,o,o-

By (12.88), we find that as u -^ 0

(12.89) E^~1 L^ 2 (^ - L^, 4) ~1 s ' + ^ 0 in the sense of distributions.

2. The term E ^ s ~ .

In view of (12.80), (12.85), (12.89), we find that to prove (12.77), we only need
to show that as u -> 0

(12.90) E^- ̂ (^-^^-(V^)-1^- in the sense of distributions.

Clearly

(12.91) E.^-^-^^-^^-^E,-1^^^,^-^^)-1

4,3-^°-^) (^-^-(V^2,)-1.

Set

(12.92) a = (?i - ̂ ° - (V^)^) -1 ̂  -.

Since s ' ~ has compact support, using the notation of Section 12h), we see that
for any multiindex a, Z ° s ' ~ e l y ' ° . As in the proof of Proposition 11.34, one verifies
that the commutators [Z011, . . ., [Z ,̂ ̂ yo + (V^J. . .] are bounded operators from
(lyo"' S | |o, i) mto (lyo^' ^ l |o, -1)« By proceeding as in the proof of Theorem 11.30,
we find that for any multiindex a, Z^ely^'1.

In view of (12.84), (12.91), we see that to prove (12.90), we only need to show
that as u -> 0

(12.93) KL^i+L^.^-L^J^L.^-^^-^^aL^o.-i^O.
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We identify the operators M^o and M;̂ , i.e. for 2/ '+ 1 ̂ y ^ 21, we replace
in M^o the Clifford variables c(e^ by the operators (/2^/T) A - (T//2) ̂ .. Clearly,

(12.94) L, ^P^oM^op^o+p^Z)^ ^ f^1 A -M 2^
l^ i \ 2 7

21 / i -r \
P^(V^V)(^Z)P^o+T ^ ^ A - - ^

2i'+i \T 2 /

P^(V^V)(^Z)P^o+ ̂ (V-)2^)}.
^ J

Recall that for any a, Z^ely^'1. By proceeding as in the proof of Theorem 11.26,
using (12.94), and also Theorems 12.10, 12.12 and in particular the fundamental
identities (12.43), we find that as u -> 0

(12.95)
f - - T /-I
L^-P^oMj^oP^o- v. ^(JAP^Z)

| pN7 |2 \
-TS,-T2^^ cr ^0.

^ / lu,T/M,0,-l

We now calculate the asymptotics of Ly 2 (^ — L^, 4) ~1 Ly, 3 cr. Set

(12.96) L^=P^fM^^+p2^z)T ^ f^A-^.^V^V)^^)?^
\ 2 J / + 1 \ 1 2 / /

21 / 2 \ _
L;,, = p2 (^ Z) T ̂  ^ A - u ^ P^o (V^^ V) (u Z) P^o,

i \ 2 /

L;,3=P^ofM^o+p2^z)T S ^A-^-^V^V)^^)?^,
\ 2 r + i \ 1 2 / /

2r / 2 \
^;3=p2(^Z)T ̂  (e1 A - M ^ P^(V^V)(^Z)P^o.

i \ 2 /

Then

(12.97)
T — T ' -I- T "^u, 2 ~ ̂ u, 2 r - ̂ u, 2?

M

T — T ' + T / /
^u,3~ ̂ ,3' - ̂ M^'

M
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Also H 2, U,3 are first order differential operators, and L^, 1^3 are operators of
order zero.

Observe that ifrel^, T'el^ have compact support, then

(12.98)

I T \u, T/u, 0, 0 ^ ̂  M | T |u, T/u, 0, I?

I T L T/u, 0, - 1 ^ C U | T |̂  T/^ (̂  o,

I T7 I <T I T' I
I L |u, T/u, 0,0 ̂  I 1 |u, T/u, 0 , 1 ?

I T' I < I T' II L |u,T/u,0,-l •̂  | t |u, T/u, 0,0-

In the inequalities which follow, the positive constants C > 0 may vary from line
to line.

Using (12.76), (12.98) and proceeding as in the proof of Theorem 11.26, we find
that

(12.99) l-y^^'L^) ^^3 a|^T/u,o,-i < Gl^-Ly^) 1 Ly^ o[^/u,o,'u, 47 ^u, 3 u \u, T/u, 0, 0

^C^-L^-^al^o,!

<C^|L ,3aL, / ,n - i ^C^ |a'M.S u |M,T/U,0, -1 \u, T/u, 0,0-

Similarly using in particular (11.72) to handle the operators u2 i^ (1 ^ ; ̂  21'), we get

T "
/ (^ T \~1 u ' 3 rv ^ F^ I T / /

u, 2 (A - ̂ u, 4) ——— a < <- I Lu,;(12.100) <" r^ I T / / rv I
^ ^| ̂ ,3 u |u,T/u,0, -1

^ y,T/u,0,-l

^CM|L^3CT|^T/u,0,0 ^C^Mu,T/u,0,0.

L,'u,2^(^-L^^^L^a C
l u ,T /u ,0 , - l U

^—\(k Ly^) 1 ^u,3°\u,T/u,0,0

^ C | (^ - L^ 4) 1 L^ 3 a |y^ T/M, 0,1 ^ C | L^ 3 a [^ -r/u, o, -1

^ ^u\^u,3a \u, T/u, 0,0 ^ Cu\ <^\u,T/u,0, I?

4:2
-(^-4,4)

-1 (LM, 3 LQ' 3)
—— CT

lu,T/M,0, -1

C
^ ~2 I (^ ,̂ 4) 1 (L ,̂ 3 - Lo7, 3) a L T/u, 0, 'u, 3 M), 37 ^ |M, T/u, 0, 0

C
< — I (X- L^) x (L^ 3 - LO', 3) CT I^T/U, 0, 1

r1

<" I n " — T // ^ rv I
^ — I V^u, 3 ^0, 37 (J \u, T/u, 0, - 1

^CKL^-L^^o^^o .o^C^Kl+IZDa^^o .o .
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One easily verifies that as u->0, the right-hand sides of the inequalities (12.99),
(12.100) tend to zero, in particular by using (12.67), which implies that as u->0,
I< J LT/U,O, i has a finite limit. Also

(12.101) (4:2-

U

^c

Lo',2)

10+

(?.-

Z|)

T "T \ -1M),3
^M, 4-) u

U

(k-L^r1^
u, T/u, 0, - 1

^-lO+IZlK^-L^r^^T/^O.

By studying the commutators [Z1, ^4] as in the proof of Proposition 11.34, we
find that for 1 ̂  i ̂  2 /

(12.102) \71 (\ —\ \~ 1 T / / rr I
I ̂  ̂  ^u, 4J ^O, 3 a |u, T/M, 0, 1

<'' C^ (\\ " rr I | | yi T " ^_ | \
••̂  ̂  V| M), 3 u IM, T/u, 0, - 1 ' | ZJ ^O, 3 u IM, T/M, 0, - l̂

So from (12.96), (12.101), (12.102), we obtain

n " — T " ^ T "
(12.103) ^u,2 ^2)^_^^-1^0,3—a

lu,T/u,o, -i

^ C ^ d ^ L T / ^ o . o - ^ - I I Z l a ^ T / u . o . o ) -

The right-hand side of (12.103) also tends to zero as u -> 0.
L" \"We now calculate the asymptotics as u -> 0 of—°^2 (^—Ly ^)~1—013 a. Set

M ' u

(12.104) L^P^oM^op^

L^^P'^Z)^^ (e1 A - ̂ ^P^(V^V)(^Z)P^
I \ i \ 2 / /

+T^ S f^A-^^P^^V)^^?^
2r+ i \ 1 2 / J2F+1

/ / / _ '~r2^:4=T2((l-p2(^Z))P^o+p2(^Z)(V+)2(^Z)).

Then

(12.105)
T // T / / /

— T / -I- M.4- i ^u, 4
, 4 ~ -̂ u, 4 ' ——— -r ——2-

U Uu2
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Here 1^4 is a matrix-valued positive operator acting on ^. Therefore if ^eU,
ue]0, I], (X^—L^)"1 exists and is uniformly bounded. Also

(12.106) - (^ -4 ,4 ) - ^- L̂

/ T / / \
— D T ^ - 1 ( T ' 4- M'4 1 ̂  1/2 _ T /" \ - 1
- (A ~ L^ 4.) [^u, 4 -r ——— (A M ^u, 4J •

\ U )

Then by using (12.76), (12.98), we get

(12.107)
T "

T / / n — T ^ - 1 "M, 4 ̂  ^2 _ T / / / ^ - 1 T // rr
^O,!^ ^,4.) ———^^ ^,4^ J-'0,3(J

lu,T/M,0, -1

L^C (^-L^J^-^^^-L^^Lo^cr
lu,T/u,0.0

^C\L'^u2- 4:4)-1 Lo', 3 01^ T/u. o. -1 < C M I a !„, -r/u, o. o.

Moreover

(12.108) T " ^ — T 'i"1!' (^ n 1 — ^ ' " \~1 ^ " rr I
^O^V71 ^M^/ ^M^V1^ "u /̂ ^0, 3 u |M,T/M,O,-1

^C^lL^^^-L^^Lo^al^^o,-!.

IfTel^.set
21

(12.109) ^ T / u , 0 , 0 1 2^ | ̂ ei1 |M,T/M,O,O-
[ | ~ 2 — | T l 2

|T |M,T/M,0,1 \{'\u,T/u,0,0

Then for u > 0, | |^T/«,O,I is a norm on Ho' Let I |^T/u,o,-i be the corres-
ponding norm on ly^1. If Tel^, | T | ^ T / U , O , I < M^T/^O,!- Therefore if T'el^1,
| ^ L T / U , O , - I ^ |^|u:T/u,o,-r From (12.108), we thus get

(12.110) I T " (\ — T ^ - 1 T / ^ »y2 — T / " ^ - 1 T / / rr II^O^V1 ^M^J ^M^V711* ^u /̂ ^0,3 0 |u,T/u,0, -1

^C^lL^^^-L^^Lo'.aol^T/u.o,-!.

Then 1^4 is a differential operator of order two. Using Proposition 11.24 and
proceeding as in (11.75), (11.76), we deduce from (12.110) that

(12.111) Lo',2(^ Ly^) ^^,(ku 1^4) L(^3 <7 |M,T/M,O, -1

^C^KX^-L^^LO^CTI^^O,!-

It is now elementary to verify that as u -> 0

(12.112) j (\ ,.2 _ T "' \ - 1 T " ^ | ~
\\f^U ^4.} ^0,3 ^IM.T/U.O, 1
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remains uniformly bounded. Therefore the right-hand side of (12.111) tends to zero
as u -> 0.

From (12.105)-(12.112), we deduce that as u -> 0

(T " T // \
—0,2 (^ _ T \ - 1 M),3 _ T l l (\ ,.2 _ T "/ \ - 1 T // 1 -.
———— (A ^u, Ar) ———— M), 2 (A M ^u, 4) ^0, 3 I a

M M /
(12.113) ^0.

U U u,T/u,0, -1

Finally it is elementary to verify that, as u -> 0

(12.114) lLo^^^-L^^Lo^+Lo^^J-'Lo^)^!,,^^

Equivalently, as u -> 0

(12.115) KLo^^^-L^-'Lo^+P^O^V^V^

P^oKV^^-^^P^oO^V^V^P^a^^o^i-O.

From (12.36), (12.95), (12.99), (12.100), (12.103), (12.113), (12.115), we conclude
that

(12.116)
21

'L, ,+L,,(^-L,J- lL,3-{- lEfv^.+ l<^(VT%Z,^>Y
< I ^ i \ ^ /

+T 2 |PNZ| 2+TS^+ T v _ 1 ^(JAP^Z) yo

+ f* ( - Tr [(V^)2] 1 + f* (P^" (V^)2 P^"V 2 A,yo

-p^-V^VP^KV^^P^V^VP^Jla 0.yol
M,T/M,0, -1

Now by Theorem 12.12, we know that

(12.117) ^*(V^)2=^*(P^(VyP^-P^V^VP^+[(V+)2]- lP^+V^VP^ -) .

Also by Proposition 8.11, the connection f*V^ on ^~ |v is exactly the holomorphic
Hermitian connection on ^- [y. Finally we have the identifications of holomorphic
Hermitian vector bundles on Y, i;~ |v=AN* (x) T|. Therefore if (V^2 is the natural
action of the curvature (V^2 on AN*, we find that

(12.118) f*(V^)2=(VN)2+(VT1)2.

Using (5.10), (12.116)-(12.118), it is now clear that (12.93) holds. Our Theorem
is proved. D



204 j.-M. BISMUT AND G. LEBEAU

i) Proof of Theorems 12.4 and 6.7.

We now prove Theorem 12.4, or equivalently (12.26) and (12.27). By Propo-
sition 12.9 and by Theorem 12.14, it is clear that (12.27) holds.

Also by Theorem 11.27 and by its analogue for exp (- (^2 + (V11)^ )), we know
that if F is the contour (11.115), then 'y o °

(12.119) exp(-L^)= 1 f exp(-W-L^o)-1^,
2 7 i z J r

exp(-(^°+(V%))= ̂  f exp(-^)(^-^°-(V^)-1^.

Also

exp (- (^yo + (V^)) = exp (- ̂ yo) exp (- (V%).

From the uniform inequality (12.71), from Theorem 12.16 and from (12.119), we find
that as u -> 0

(12.120) P^-Q'T°2exp(-V^)
in the sense of distributions on (T^X)^ x (T^X)^.

Using the uniform bounds of Theorem 12.14, we deduce from (12.120) that as u -> 0

(12.121) P^ (Z, Z-) - Q^ (Z, Z') exp (- (V%)

uniformly over compact sets of (TgX)^ x (TRX)^.

From (12.121), we find that as u -> 0, for any ZoeN^^

(12.122) Tr, [NH [P,3;̂  (Zo, Zo)]—]

- {Tr, [NH Q^ (Zo, Zo)] Tr [exp (- (V^)]}"-

Using Proposition 12.9 and (12.122), we see that as u -> 0, for any ZoeNg y

(12.123) ^dimN Tr, [NHP^°>ZO, ^Zo)]

- {(-O^^rJNHQ^ (Zo, Zo)] ̂ ^(-(V^)]}—

from which (12.26) follows. Theorem 12.4 is proved.
The proof of Theorem 6.7 is thus completed. D
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j) A remark on Sobolev spaces with weights.

As pointed out in the introduction to this Section, the scaling on the Clifford
variables c(^)(2/ /+ 1 ̂  i ̂  21) does not play any role in the proof of Theorem 6.7.
We used the norm | \u,T/u,o,o essentially for convenience.

A more adapted choice of norms would have been as follows. Let K^ be the set
of smooth sections of (A^ (T^ Y) ® A (N*) ® ̂  over (T^X)^. For u > 0, if se^
has compact support, set

r / / u7\\2(2lf~p)
(12.124) 14%= H2 l + | Z | p — A^x(Z),

^(TRX)^ \ \ ^ //

|^L2 l=|^L2o+ l|^L2o+ l|p(^z)v-(^z).-|,2o+^ K.^o.
U2 U2 i= l

Note that these new norms do not depend on T. We could have used as well the
associated function spaces to prove Theorem 6.7 for any T > 0.
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XIII - THE ANALYSIS OF THE TWO PARAMETERS SEMI-GROUP
exp^OiD^TV)2) IN THE RANGE ue]0, I], T ̂  \\u

a) The problem is localizable globally near Y.
b) Finite propagation speed and localization.
c) The function Fy(a) as a function of a2.
d) An orthogonal splitting of TX and a connection on TX.
e) A local coordinate system near yo^Y and a trivialization of A^*^' ̂ X) (§) ^.

0 Replacing the manifold X by (TgX)^.
g) Rescaling of the variable Z and of the horizontal Clifford variables.

h) A formula for the operator J^'^0.
i) The algebraic structure of the operator ^'^° as u -> 0.
j) The matrix structure of the operator ^^° as T -> + oo.
k) A family of Sobolev spaces with weights.

1) Estimates on the resolvent of ^'^°.
m) Regularizing properties of the resolvent of ^7^0.
n) Uniform estimates on the kernel Fy(^'^0).
o) The asymptotics of the operator ?„ (J^'^°) as T -> + oo.
p) Identification of the operator S^o.

q) Proof of Theorem 13.6.

The purpose of this Section is to prove Theorem 6.8, i. e. to show the existence
o f C > 0 , 5e]0, 1] such that if^e]0, I], T ̂  1

(13.1) rTr[^exp(-(uDX-^ ^vY^I-^dimNx^) ^ c

L \ \ u ) ) \ 2 T6

Let us point out that for a fixed ue}0, I], inequality (13.1) follows from
Theorem 6.4. The whole point of (13.1) is to obtain uniformity in MG]O, 1]. On the
other hand, the fact that for fixed Te]0, +oo[, the left-hand side of (13.1) remains
bounded as u -> 0 is non trivial, and of course follows from Theorem 6.7. This exactly
means that to prove Theorem 6.8, we have to face the difficulties in the proofs of
Theorems 6.4 and 6.7 simultaneously. We must in fact control the concentration
of the considered supertraces as T -> + oo near Y and also the local cancellations
mechanism in these supertraces as u -> 0.

The first key idea of this Section is that the proof of (13.1) can be localized near
any YQ e Y. To prove this, we use the finite propagation speed of solutions of hyperbolic
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equations in an essential way. This permits us to split

TrjNHexp^-^D^^vY')"!

into two pieces, the first piece being dealt with by the techniques of Sections 8 and 9,
the second piece, being local near YQ e Y, is accessible in principle to the techniques of
Sections 11 and 12. That this is not directly the case comes as a bad but understandable
surprise.

In fact, recall that in Sections 8 and 9, we trivialized the considered vector bundles
along geodesies in X normal to the submanifold Y. In Section 12, these vector bundles
were trivialized along geodesies in X starting from y^ e Y. These two trivializations
are not compatible. In order to reduce the proof of (13.1) to an infinite dimensional
version of the simple problem on matrices considered in the introduction of Section 12,
we must construct here a new trivialization of these vector bundles, along geodesies
in X normal to Y, and along geodesies in Y starting at y^ e Y.

This Section is very much organized as Section 11, to which the reader is referred
when necessary. In a), we show that the proof of (13.1) can be localized globally
near Y. In b), using finite propagation speed, we reduce the proof of (13.1) to a local
problem near an arbitrary y^ e Y. We thus construct a function X- e C —> Fy (k) e C, and
we replace exp (- (u Dx -+- (T/u) V)2) by P^ ((u Dx + (T/u) V)2) which is an operator
which can be studied locally. In c), we describe the properties of the function Fy (X-)
as | 'k\ —> + oo.

In d) and e), we construct a coordinate system and a trivialization of
A (T*(0'1) X) ® ^ near a given yo e Y. In f), we reduce the proof of the inequality (13.1)
to a uniform estimate on certain smooth kernels over (T^X) . In g), we rescale the
coordinate Ze(TnX) and also we use Getzler's rescaling [Ge] on certain Clifford
variables. The operator (u Dx + (T/u) V)2 is now replaced by an operator oS?^°. We
will prove (13.1) by establishing uniform estimates on the smooth kernel of the
operator I\(^°).

In h), we write an explicit formula for ̂ '^°. In i), we briefly study the asymptotics
as u->0 of oS?^°. This permits us to recover the results of Section 12 in a different
trivialization.

In j), we calculate the asymptotics as T -> + oo of the (3, 3) matrix of the operator
JS?^° with respect to a natural orthogonal splitting of the Hilbert space K°, on
which ̂ '^° acts as an unbounded operator. Theorem 13.22, in which the asymptotics
of the operator oS?^° is described, plays a crucial role in the whole Section.

In k), we introduce a new family of Sobolev norms which depend on u, T and
we prove certain uniform estimates on the operator "S?^0. These estimates, which are
established in Theorem 13.27, depend in a crucial way on the results ofj). Their
proof is long, and sometimes painful. In 1), we derive from k) natural uniform estimates
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on the resolvent of ^?^°. In m), we prove uniform regularizing properties of this
resolvent. The proof involves estimates on commutators of ^'^0 with a natural class
of operators. These estimates are not trivial.

In n), we finally obtain our first uniform estimates on the smooth kernel of
Fy(JS?^°). In o), we calculate the asymptotics as T -> -+- oo of the operator F^(JS?^0).
This is done by studying the (3, 3) matrix of the resolvent of ^^°. This study is
slightly complicated by the need to split certain Sobolev spaces of negative index. We
also have to control a very large number of terms in oS?^° and this makes the
proofs relatively technical. The main outcome of this subsection is the production
of a mysterious second order elliptic operator E^°, such that as T-^+oo, F^(^?^°)
converges uniformly to Fy (S^°) in norm theoretic sense. In p), by using the results of
Section 8, we identify S^° as being essentially the operator (u D^)2 written in a natural
trivialization of the vector bundles under consideration near y^ e Y.

In q), comes the long awaited and yet happy end, i.e. the proof of (13.1).

a) The problem is localizable globally near Y.

Proposition 13.1. — Take a > 0. There exist c > 0, C > 0 such that for any xeX,
with d(x, Y) ^ a, and any ue]0, I], T ̂  1, then

(13.2) |P,^(^)|^exp(-CT).

Proof. — The operator (u Dx + (T/u) V)2 is self-adjoint and nonnegative. Using
spectral theory, we find that for any xeX, peR* ->Tr[Pyp yp/u (•x:? x)] ls a decreasing
function. Since P^T/uC^ x)ls self-adjoint and positive, we find that if | | denotes the
norm associated with the trace on elements of End(A(T*(o ' l)X) (§) y, for any xeX,
(3e]0, 1]

IP^T/U^? x)\ ̂  IPup.Tp/uC^? x)\'

Assume that ue}0, I], T ̂  1. By taking P= I/ /T, we obtain

(13.3) | P^/u (̂  )̂ | < | PU/^T, ^T/u (̂  ^)|.

Now observe that u/ /Te]0, 1]. Using Proposition 12.1, we get

/ CT\
(13.4) IPu/^T^/u (^ ^)| ^ cexp ̂  - —^ j.

Then (13.2) follows from (13.3), (13.4). D
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Remark 13.2. - One can also give a proof of Proposition 13.1 which does not
use the positivity of (uDX-}-(rT/u)V)2, by directly imitating the proof of
Proposition 12.1.

We here use the notation of Section 8e). Take ee]0, (eo/2)]. From
Proposition 13.1, one finds that there exist c > 0, C > 0 such that for ue]0, I], T ̂  1

(13.5) f ^[NHP.T/J^^)],^^I / / —\dimA
lx\^s C271)

^ cexp(-CT).

It is now clear that to prove Theorem 6.8, we only need to show that there exist
C > 0, 8e]0, 1] such that for ue]0, I], T ̂  1

(13.6) f Tr, [NH P, ̂  (̂  x)] -A^ - \ dim N x Ol)
^e/8 (zn) z

C^

T5

We have thus shown that the problem is globally local near Y, i. e. depends only on
the kernel P^ y/u (^? x) ^ear Y.

Showing that the problem can be localized near any arbitrary yo^Y is much
subtler. This question will be dealt with in the next subsection.

b) Finite propagation speed and localization.

Recall that E() > 0 was determined in Section 8 e) and that a is the injectivity
radius of X. Let b be the injectivity radius of Y.

We now fix ee]0, inf(eo/2, a/2, b/2)]. Let a be a positive constant. The precise
value of a will be determined in Section 13e).

Let/be a smooth even function defined on R with values in [0, 1] such that

(13.7) a/(/)=! if H^j,

=0 if 1 1 1 > a.

Set

(13.8) g(0=l-/(0.
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Definition 13.3. - Ifue]0, I], aeC, set

r+aor+0) _ / - / 2 \ ,7.
F,(^)= exp0^2^)exp——— \f(ut)———^

J-oo v \ 2 / ^/2n(13.9)
f+oo _ / _ ^2 \ ^

G,(^)= exp(^/2^)exp——— ^) ———
J-oo v \ 2 / /In

Then

(13.10) exp(-^)=F^)+G^).

Since/is even, Fy and Gy are even functions, which take real values on R. Moreover
Fy and Gy lie in the Schwartz space S (R).

From (13.10), we deduce that

/ / T \2\ / nr \ / FF \
(13.11) exp - MD^-V =F, M D X + - V +G, M D X + - V .

\ \ u ) ) \ u ) \ u )

Since Fy, Gy e S (R) and since u Dx + (T/M) V is an elliptic operator, using integration
by parts, it is clear that the operators Fy (u Dx 4- (T/M) V), G^ (^ Dx + (T/u) V) are given
by smooth kernels, and so are trace class.

Our first fundamental result is as follows.
Theorem 13.4. — There exist c > 0, C > 0 such that for any ue]0, I], T ̂  1

(13.12) TrjNHG/MD^Iv^-^xWG^O) ^——expf^VL \ u /j 2 yr \ u2 )

Proof. - Set

/• + °o ( —^l\ /it
(13.13) H^(a)= exp0-f /2a)exp -4 g ^ ^ —

J-oo v \2M 2 / U^/lK

Then

(13.14) G,.(a)=H,Y°\
\"/

Recall that g (t) vanishes near t = 0. For p e N, set

(13.15) H.,,(«)^-l)!j;;exp(,̂ .)exp(^)^^ .̂
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Clearly

H(p-i)f^
(13.16) ri^ ^-H^).

Then ^eC-^H^p(a) is holomorphic. Moreover for any c > 0, if | Ima |^c , as
| a | -> + oo, H^ ̂  (a) decays faster than any [ a |-m (w e N).

Let A, 8 be the contours in C considered in Section 9g). From the previous
considerations, we deduce that for any aeC lying inside the domain bounded by
A U 8, then

(13.17) H,(^=-L f H^^-a)-1^.
271; J A U &

Equivalently, for any p e N

(13.18) R J a ) = 1 f H^(X)(?i-a)-^.
27U J A U S

We now use the notation of Section 9. Observe that

(13.19) l^D^V^A^.
u \ u )

From (13.14), (13.19), we get

(13.20) G, (u Dx + T v) = H, (A^,2).
\ u )

Take nowj^eN, p ^ 2dimX+2. From (13.18), (13.20), we find that

( TV\ 1 r(13.21) G, M D X + — =—- H^W^-A^i)-^.
U ) 27lUAu8

For T > 0, let UT be the subset of C defined in (9.113) (the value of Ci > 0 is
determined in Theorem 9.21). Using Theorem 9.24, we find that if T/u2 is large
enough, if^eUy/^,

(13.22) iTrJNH^-A^-^-TrJN^^-D^-^l^-^O+I^D^1.
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On the other hand, since g(f) vanishes near 0, we deduce from (13.15) that for any
weN, there exists (•„, > 0, C^ > 0 such that if X e A U 8,

(13.23) |^"H.,,(?0| <£ c^(^m\
\ M /

From (13.22), (13.23), it is clear that

1
[NH 1- f H^,(X)(?i-A^2)-^1
L 2^ J(Au5)nUT/u2 J

-. f H^K^-D^-^I
1 J(Au8)nUT/u2 J

TrjNn(13.24)

-TrjN9
s\ ^H

J (A u 8) n V-r/u2

. u ( -C^TT"^,
Also, for T/y2 large enough, if X e (A U 8) U 'V^i, then | X | ̂  c^ /T/M. Using (9.170)
and (13.23), we find that for any weN, if T/M2 is large enough, then

(13.25) F N H 1 f H,,,(W-A^2)-^1Tr, N,^ ^H-——:2niL ^^ J(Au6)n''UT;u2 Jl(^uS)r^':V^|u

, u2^ -C
^IT) exp[-^.

TrjNH H^W-D^-^
(AuS)n''UT/u2

. /M2^ / -C
^ITJ exp^

From (13.24), (13.25), we deduce

(13.26) TrJ NH^ MD^ -V -TrJN^G^MD^] ^ ——exp {N^DX^V)]- CM

^

C

Now by Proposition 8.4, N^=l/2dimN. On the other hand, since/is an even
function, G^(a) is a smooth function of a2. By the analogue of the McKean-Singer
formula [MKS], we find that for 1 ̂ 7 ̂  d

(13.27) Tr, [G, (u D^)] = 7 (TI,) G, (0).

Using (13.26), (13.27), we obtain (13.12). D
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Remark 13.5. - By (13.10), we know that

(13.28) F^(0)+G^(0)=1.

In view of Theorem 13.4 and of (13.28), we see that to prove Theorem 6.8, we only
need to show there exist C > 0, 5e]0, 1] such that for ue]0, I], T ̂  1

(13.29) Tr, [NH F,, ̂ uDX+T V U - l dim N x Ol) F^ (0) ^1-
2

C_
T8

Since f(t) vanishes for 11\ > a, we find that

(13.30) F^ (a) = exp (it ^/2 a) exp
J -a/u

In particular

'•a/u

—a/u
\f{uf)

/ qr \
F„ MDX+ -V

\ u ^
r«/«

(13.31)

/•a/u / /

= exp (^2exp i t / I MDX+ -V exp
^-a/u \ \

T
2 /("O

Note that since/is even, (13.31) can also be written in the form

(13.32) / T '
¥^(uDX+ -V

\ u ,
/•a/u / _ T \

= cos ( t /2 MDX+-V exp
J-a/u \ v U )

\f(ut)

By general results on hyperbolic equations [CP, Section 7.8], [T, Section 4.4],
for any t e R, x e X, h e (A (T*(0-1) X) ® ̂ \,

/ - / T U
supp exp [it /2 [u Dx + - V } } h §^> <= Bx (x, ut).(13.33)

In particular if | ut \ ̂  a, then

\ • \ u //

T(13.34) supp exp (it ̂ 2 (l^DX+ -V))A5^ c B^^^, a).

Let ¥^(JuDX+(^/u)\)(x, x ' ) (x, x'eX) be the smooth kernel of the operator
F^MD^CT/I^V) with respect to the volume form dv^KInf^. From (13.31), (13.34),
we conclude that for any xeX, the map x' ->• Fy (u Dx + (T/u) V) (x, x ' ) only depends
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on the restrictions of the operators Dx, V to the ball Bx (x, a), and that moreover if
xriBX(x, a), F^(uDX+(^/u)V)(x, x ' ) vanishes. In particular Fy(x, x) only depends
on the restriction of the operators Dx, V to the ball Bx (x, a).

Now

(13.35) TrjNHF^D^vYI
L \ u ) \

f ^ FXT T7 ( r\x i T, , \ , .~| dv^(x)=\ TrjNnF, ^D^-V (x, x) ———
Jx L \ u ) J(27c)dlmx

Using (13.35) and the previous considerations, it is clear that the proof of (13.29) is
local on X, i. e. it can be obtained by studying the restrictions of the operators D^ V
to an arbitrary open covering of the manifold X.

Observe that, by using (8.21), we get

(13.36) f Tr, [NH F, (u Dx + T v) (x, x)1 dvx (x)

u ) ^Tr)-,dimX

^/^yimx r r r /^ydnnN

\2n) JYU|zoi^s^r/8ulyTy

Tr,^NHF,^DX+TV
L \ u

/r^o^)^N(Zo)l^Y^o).

Let Fy (u D^) {y, y ) (y, y e Y) be the smooth kernel of the operator Fy (u D^ with
respect to the volume element A^./)/^^1"^.

Recall that a > 0 is a parameter which appears in the definition of /.

Theorem 13.6. — If s e ]0, inf (£o/2, a/2, 6/2)], a > 0 are small enough, for any
/?eN, there exists C > 0 such that for any ue]0, I], T > 1, .Vo^Y, ZoeNgy^,
\Zo\^s^T/Su,then

/ \ 2d imN r / y \
(13.37) ( i + | Z o | ) ^ _ j T r J N H F , ( ^ D X + - ^ V j

// uZ^\ ( MZo\M .„
^0,^}^,^})J<C.
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There exist C > 0, 8'e]0, 1/2] such that for any ue}0, I], T ̂  1, ^eY, ZoeNg,^,
| Zo | < e ̂ /T/8 M, ^ew

(13.38)
' ^ \dimX / \2d imN

.2n) [~/f)

TrjNHF./yD^Iv
/ uZo\ ( uZo\\~\y^}[y^))\u Ar'^/v0'^

exp(-|Zo|2) d imN/ 1 Y'"^ C7

2 \ 2 n ) ^^(^O^o)] <^....dimN

Proo/. - The proof of Theorem 13.6 is delayed to the next subsections. D

Remark 13.7. - We now briefly show how to deduce (13.29) from Theo-
rem 13.6, from which Theorem 6.8 follows.

In fact from (13.37), (13.38), we see that for any^eN

(13.39)

py^_ 7 |2\ ^,niM / 1 V1"^
- ^dJ00 ̂  (^) Tr, [F^D^o,•A^(uD^(y,,y,)}\^^.C'

From (13.39), it is clear that for we]0, I], T $: 1

(13.40) -T H.T 1- / T^X l T..\ , ,^ ^Uy(x)Tr, NHFJ MDX+ -V(x ,x ) —x——
L V u ) J (2TC)d"nx

f dimN— ,_ , ^Y\/ vi ^Y(^o) C"'
- Jv -^- Tr-[F-(" D ) °'- ̂ 1 (2^- ^ TV •

On the other hand, Theorem 13.6 also holds in the case where Y= 0. More precisely,
as the reader will easily check, the proof of Theorem 13.6 can be modified on X\^g
so that

(13.41) ^ r^T T- ( T^X , T\,\ / . ) dvv(x)Tr,| NH^JMD^ ̂ Vj(x, x)J ̂ ^[ TrrNHF.^D^Iv^x.x)]
JX\^/8 L \ U ) J

< C'
T8'/2
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Finally by using the McKean-Singer formula [MKS] as in (13.27), for 1 ̂ y ^ d, we
get

(13.42) f Tr, [F^D^, y)] A;^ =XOl,)F,(0).
JYj H^) 3

From (13.40)-(13.42), we obtain (13.29).

c) The function F«(fl) as a function of a2.

Proposition 13.8. — For any c > 0, m e N, m' e N, ^r^ ejc^ C > 0 such that
for any ue]0, 1]

(13.43) sup I ^ ^ I F ^ ^ I ^ C .
aeC

|Ima | < c

Proof. - Observe that if a e C, | Im a \ ^ c, then

(13.44) €xp(it^2a)exp(^t2-\ ^ exp ̂ 2| t\- t2-} < Cexp ('^\

Then (13.43) immediately follows from (13.9) and (13.44). D
Observe that since Fy {a) is an even function of a, there exists a unique holomor-

phic function Fy (a) on C such that

(13.45) F,^)=F,(a2).

Definition 13.9. — For c > 0, set

(13.46) V,=LeC; Re(^ ̂ ^-A
I 4c2 J

Proposition 13.10. — For w2y c > 0, w e N, m7 e N, there exists C > 0 such that
for any ue]0, I],

(13.47) sup IO^IF^^)! ^C.
ae\c

Proof. - Observe that V^ is exactly the image of U^={^eC; |Im^| ^ c] by the
map ^ -> ^2. Our result now follows from Proposition 13.8. D
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Using (13.45), we find that

fl348) ^^ TV)=F.(^DX+ IvYVI0-40) \ u ) \\ u ) )
F,(^DY)=F,((^DY)2).

d) An orthogonal splitting of TX and a connection on TX.

We here use the notation of Section 8 e).
On Y, we have the splitting of C°° vector bundles

(13.49) TX|Y=TY©N.

We will extend the splitting (13.49) to ̂ .
Definition 13.11. - If^Y, ZoeN^, |Zo| ^ e, let TX^x^, TX,2^^ be

the subspaces of TX^pX ̂  which are obtained by parallel transport of TY^, N^ with
respect to the connection V^ along the geodesic te[0, 1] -^exp^ (tZo).

Then TX1, TX2 are smooth vector subbundles of TX L such thati "e

TX^TY,(13.50)
TX2 |Y=N.

Moreover over ^g, TX splits orthogonally into

(13.51) TX^X^TX2.

Let p^^ p^2 be the orthogonal projection operators from TX[^ on TXS TX2

respectively. Let V^, V^2 be the connections on TX^ TX2

V7TX1 ̂  pTX1 T7TX

(13.52) ^^2 ̂  p TX2 yTX

Then the restriction of the connection V^1 to Y coincides with V^.
Let oyTx^yTxi^yTx2 ^ ̂  ̂ ^ g^^ ^^ ̂  connections V^, V^2 on

TX=TXt ®TX2. Then the connection ̂ ^ restricts on Y to the connection ̂ ^
defined in Definition 8.7. Set

(13.53) A^V™-^™.

Then A' is a 1-form on ^g taking values in skew-adjoint endomorphisms of TX which
exchange TX1 and TX2.
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Recall that A was defined in Definition 8.7 as a 1-form on Y taking values in
skew-adjoint elements of End (TX jy) exchanging TY and N. By construction

(13.54) !*A'=A.

Also ifj^eY, ZoeN, yg, then

(13.55) A;<,(Zo)=0.

We now prove a fundamental identity, which extends the well-known symmetry
identity of the curvature of the Levi-Civita connection.

Proposition 13.12. - 7/^eY, U, U'e^gY)^, Z, Z'e^X)^, then

(13.56) (("V^o (Z, Z')U, U^W^-P^A^P^KU, U')Z, Z'>.

Proo/. - From (13.53), we get

(13.57) ((^^(Z.Z^U.U')

= < (V^ (Z, Z') U, U' > - < A;^ (Z, Z') U, U' >.

Since the metric ^Tx is Kahler, V™ induces the Levi-Civita connection on TgX,
and so

(13.58) < (V^2, (Z, Z') U, U' > = < (V^ (U, U') Z, Z' >.

Using (13.54), (13.55), we find that

(13.59) <A;^(Z, Z')U, U'>= -(A^P^U, A^P^U')
+<A^(PTYZ)U,A„(PTYZ')U'>.

Since the connection V^ is torsion free, if H, H' e (Tg Y)y

(13.60) A,,(H)H'=A^(H')H.

Using (13.59), (13.60), we get

(13.61) <A;^(Z, Z')U. U'>= -(A^^P^Z', A^U^Z)
+<A^(U)PTYZ,A^(U')PTYZ'>

^(A^JU.U^P^^P^Z').
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From (13.57), (13.58), (13.61), we obtain (13.56). D

e) A local coordinate system near jo e Y and a trivialization of A (T*^*1) X) (§)!;.

For a > 0, yo e Y, let BY (y^ a) (resp. B^J (0, a)) be the open ball in Y
(resp. (TH Y)y^) of center yo (resp. 0) and radius a.

Take j^eY. If Ue(TnY)^, let teR -> y,=exp^(tV) eY be the geodesic
in Y such that y \^= o== Vo^ dy\dt \^ o = U. Since s ̂  6/2, the map
U e B^J (0, e) -> exp^ (U) e BY (^o? s) is a diffeomorphism.

If UG(TRY)^, |U| < e, VeN,^, let TuV^N^pY ^ be the parallel transport
of V with respect to the connection V^ along the curve te [0, 1] -> exp^ (^U).

Recall that n is the projection N -> Y. Then the map

(U, V)eB;J(0, e) x N^, -^ (exp^(U), ̂ )en-1 (B(^, e))

is a trivialization ofNn over BY(^o, e).
If x e X, Z e (TR X)^, let t e R -> x^ = exp^ (^ Z) be the geodesic in X such that XQ = x,

dx/dt\^o=Z.
Recall that N is identified with the orthogonal bundle to TY in TXly. Let

B^ (0, 8) be the open ball in NR y^ of center 0 and radius £.
If ZeCIpX)^ Z=U+U\ Ue^Y),,, U'eN^^, |U |<s , |U ' |<£, we

identify Z with exp^pY ^ (Ty U') € ̂ g. This identification is in fact a diffeomor-
phism from B^J (0, e) x B^ (0, e) into an open neighborhood ^g (yo) of YQ in X
contained in ^g. In Section 8 e), ^g is itself identified with an open set Bg in Ng.
The image of B^J (0, e) x B^ (0, e) under the previous diffeomorphism is exactly
n~1 (BY (yo, e)) 0 B^ c: NR. In particular

^s(^o)nY=B,7(0,e)x{0}.

From now on, we use indifferently the notation B^ (0, s) x B^ (0, e) or ̂  (^o),
^o or 0 . . .

Clearly there exists ao(e) > 0 such that for any y^eY, ZoeNn^y^, |Zo | < e/8, the
open Riemannian ball in X, Bx (Zo, ao (e)), is contained in iT^^ (yo). In particular
0<ao(e)^e /2^b/4 .

We now fix ae]0, ao(e)]. Recall that the precise value of e will be determined in
Theorem 13.27.

Let k" (Z) be the function defined on ̂  (yo) by

(13.62) ffox (Z) = k" (Z) dv^ (Z).

Then^(0)=l.
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IfZe(TRX)^, Z=U+U 7 , UeflRY)^, VeN^ y^, |U| < e, |U'| < 8, we identify
TXz, ACT^^X^ (resp.^) with TX,,, ACT^^X^ Q-esp. ̂ ) by parallel
transport with respect to the connection ^^ (resp. V^) along the curve
te[0, l ] - ^ 2 t V ( 0 ^ t ^ 1/2), U+(2^- 1)17(1/2 ^ ̂  1). It is very important to
observe that for 1/2 ^ t ^ 1, parallel transport with respect to the connection ^^
coincides with parallel transport with respect to the connection V^. Also note that
under the identification of TXz with TX^, TX^, TX2 are respectively identified with
TY Nyo5 yo*

Let r^, o^^x, r|. Ft be the connection forms of the connections V^, ̂ ^ V^,
V^ in the considered trivializations. By (8.33), (13.53), we know that

(13.63)
rp^T^+Az,
r|=ri+Bz.

By [ABoP, Proposition 3.7], we know that

(13.64) T^^^j^V^JZ.U)

+0(|Z|2)U ifZ,Ue(T^Y)^ or i fZ ,UeN^^.

By construction

°r^(U)=0 if Ze(T^Y)^ UeN^^
ri(U)=0 if Ze(T^Y)^ UeN^,,.

(13.65)

Also by using the definition of curvature, we find easily that

(13.66) or^(V)=^TX)2^V)+0(\Z\2)V if ZeN^,, Ue(T^Y),,.

Remark 13.13. — The trivialization of ^ is imposed by the structure of the
problem. However instead of the considered trivialization of TX, A^^'^X), we
might as well trivialize TX, ACT^^X) by identifying (TX)z, ACT^^X^ with
(TX)y^, ACT*^' ̂ X)^ by parallel transport along the curve te[0, 1] -> tZ with respect
to the connection ^^ If ^z^ denotes the connection form of ^^ in this new
trivialization, by [ABoP, Proposition 3.7]

(13.67) T^ ̂ V^Z, .)+0(|Z|2).

The main justification for the choice of the trivializations of A (T*^' ̂ X) and ^ which
were described before is that they are compatible with the trivializations ofA^*^' ̂ X)
and ^ near Y considered in Section 8 g). In fact the only new ingredient with respect
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to Section 8 g), is that, for yeY near^o, the fibres A(T*(ofl)X)y, ^y have been
identified with the fibres ACT^^X)^, ̂ .

f) Replacing the manifold X by (IpX)^.

We use the trivialization of A^^'^X) ®i; described in Section 13 e). In
particular the operators Dx, V now act on the set of smooth sections of
(ACT^^X)®^ over ^(^o).

If UG(TRX)^, Ze^C^o). let °rU(Z) be the parallel transport of U with
respect to the connection ^^ along the curve /e[0, 1] -^P^Z, 0^^1/2,
PT YZ+(2^-1)PNZ, 1/2^^1.

Let ^i, . . ., e^i be an orthonormal base of (T^X) . Then by Proposition 8.5,
we find that

21

(13.68) D^^V^ ,-,.v / /'? xeiW

Recall that b is the injectivity radius ofY. Let aeR -> y(a)e[0, 1] be the function
considered in (9.1). If^o^Y. Ue(TnY)^, set

(13.69) ^(U)^4!1-^.
36

Then

(13.70) H(U)=1 if |U |^ 3 6 ,
8

=0 if |U|^3-6 .
4

Let ATY be the Euclidean Laplacian on (T^Y)^.
Definition 13.14. — Let L be the differential operator on (T^ X)y^

2F

(13.71) L^l-^P^Z^+p^P^Z) S Vo^^pTv^.

Recall that ^ = (A N* (g) r|)yp. If ^(-+1, . . . , 6 2 1 ls an orthonormal base of
N,^, let SeEnd(A(T*(o•l)X)(§)r)),o be given by
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Let (a, 6)eR2 -> K(a, 6)e[0, 1] be a smooth function such that

(13.73) K(a,b)=l if |a|^l, |6|^11 1 2 2

==0 if H^ 3 , or | A | ^ 3 .
4 4

IfZe(T^X)^set
/ | p T Y 7 I p N y

(13.74) (p(Z)=K i-^-L1"-
£ £

Then

) T Y 7 | ^ £ | p N ' 7 l ^ 8(13.75) <P(Z)=1 if I P ^ Z I ^ - , IP^I^- ,1 2 2

=0 if j P ^ Z l ^ 3 6 , or |PNZ|^3-8 .
4 4

We still define the vector space H^ as in Definition 11.17. Let A1^ be the
Laplacian on N^ .

Definition 13.15. - For u > 0, T> 0, ̂ Y, let JS?^°, M^ be the operators
acting on H^

(13.76) Ji^^O-cp^Z)) [^(L+A^+TP^SP^

^2 / |pN7|2 \\ / T \2

+ ̂  [P^ +-'-^-l-P^ )) + <P2 (Z) (M D^^ + ̂  V (Z)j ,^ V 2 7/ T v '\
,.2

k " ^T i A N\ i „ 7, /-ry\ / T^Y\?^^-(l-^^-CL+A^+cp^^^D^2.

For 8 > 0, A > 0, let U, F be the subsets of C

(13.77) U^eCiReC^^SIm^-A},
r={XeC; ReC^SIm^-A}.

By proceeding as in the proof of Theorem 11.27, we find that for given we]0, I],
T > 0, if 8 is small enough, and if A is large enough, if ~k e U, the resolvent
(A.-^^0)-1 exists.

Moreover by Proposition 13.10, the function F,,(a) and its derivatives decay as
a e r -»• + oo faster than any | a |-m. Therefore if 5 > 0, A > 0 are chosen as before, we
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may define the operator F,,(JS?^°) by the formula

(13.78) F,(^^)= -L f F,(W-^o)-1^.
271;? Jr

Let ^(J^°)(Z, Z7), (Z, Z'e(TRX)^) be the smooth kernel associated with the
operator F^(JS?^°) with respect to the measure d'u^Z^KIn)61^.

Recall that the function k" was defined in (13.62). Also if Zo eN^y^, | Zo I ^ £/8,
by construction B^Zo, a) c= i^^ (y^), so that (p2 is equal to 1 on B^ZQ, a). By using
finite propagation speed as in Section 13b), we find that if ZoeN^y^, |Zo| < £/8,
then

(13.79) ^((uDX+ ̂ vY^o, Zo), (^ Zo^fe^Zo)^^^1^)^ z^

g) Rescaling of the variable Z and of the horizontal Clifford variables.

For u > 0, T > 0, let G^y be the linear map heHy^ -> G^heHy^ with

/pTY^ /TP^X
(13.80) G, ,TA(Z)=A————+^————.

\ u u

Set

(13.81)
^.yo^r^-i ^ l 'yo(^

— u, T VJ", T e^ y, T VJ", T?
^2,yo_^_-i ^i.yor^

—'M,T "^.T'^^T ^.T-

By proceeding as in Section llg), we know that oi?2'^0, M1'^ lie in
(c(T^X)® End (;;)),, (x) Op.

Let ^i, . . ., e^ be an orthonormal oriented base of (T|(Y)^, let ^r+i? • • • ? ̂
be an orthonormal oriented base of N^y^. Let ^S . . ., e111 and ^2r+ l , . . ., ^2! be
the corresponding dual bases of (T^ Y)y^ and (N^)y^.

Recall that the vector spaces Ky^, Ky^ were defined in Definition 12.7. Also for
1 ^ i ̂  2/\ the operators Cy(^) were defined in Definition 12.8.

Definition 13.16. - Let JS?^°, J^°eEnd(K^) be the operators obtained from
JS?^°, e^^0 be replacing the Clifford variables c(e,) by c,(^) for 1 ̂  / < 2/\ while
leaving unchanged the operators c (e^ for 2 /' + 1 ̂  i ̂  2 /.

Let f^(J^°)(Z, Z7), (Z, Z'e(TnX)^) be the smooth kernel associated with the
operator F^(J^^°) with respect to the volume A^x^^Tc)^"^.

We still define [F^ (JS?^°) (Z, Z')]"^ as in (12.31).
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Proposition 13.17. - For any u > 0, T > 0, y^ e Y, Zo e Ng, ̂ , | ZQ | ̂  e ̂ /T/8 y,
the/allowing identity holds

/ \2dnnN F / Y \
(13.82) ——— TriNHF^D^'-v)

\^/T/ L \ u )

((v uzo} (v ^Wk-'f^0}
[V0'^)'^^))!' [~/r)

= ( - O^ Tr, [NH [?„ (̂ ^°) (Zo, Zo)]-""].

Proof. - We start from the identity (13.79) and we proceed as in the proof of
Proposition 12.9. D

h) A formula for the operator JS?3'^0.

Observe that by (9.50), (13.76), we have the identity

(13.83) S'3•yo=^3•yo+(p2(uP^Z+ -^P^z}
\ ^/T )

{^(eiA-l2!^e•)(v-v)(MPTYZ+^PNZ;

+T T ^(Vi V)(uPTVZ+-u=PNZ\
2^1 ^ Tei \ ^ )

+^V^P-Z+__P^)}

+(\-^>2(l^PTVZ+ -^P^z}}
\ \ ^T //

/ Tl l p N 7 | 2 \
|TP^SP^+—P^+T ' I P ^ l .
\ y2 2 /

Let us recall that if g is a smooth function from R^ into R, then

(13.84) g(x)-g(0)=^x1 [ ^^dt.
i Jo 3x1
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We will write (13.84) in the form

(13.85) g(x)-g(0)=(x,\g](x)Y

In particular, [g] (0) is the derivative of g at 0.
Then if h is a smooth function defined on (IpX)^ with values in R, we use the

notation

(13.86) /^^PTYZ+-"=PNZN)-A(MPTYZ)

= -u- /P^Z, [h] (uP^Z+ -^P^z} \.
^ x V ^T ) /

If Z e (Tg X)yp, let Vz be the ordinary differentiation operator in the direction Z
acting on Kyg.

Theorem 13.18. - The following identity holds

(13.87) ^o=- l( ' l-(p2fMPT YZ+ "P'^Z^^pTYz+TA1")

+(p2fMPTYZ+-l^PNZ^v VT y
r i 2' /
I ^ Z [v/TVPNOTe,•(HPTYZ+(u/^T)pNz)+VpTY»Te,(«lPTYZ+(u/V/f)pNz)

+ 1 Z //PTYZ+ PNZ [T^^e,)] fuP^Z
2 l < 7 , t « 2 i ' \ \ ^ / I \

, U pN7^\ \ / , U2 . V t M 2 . ^
+^PZ^.,^^A-^,,J^.-^^

+" ^ /"^("T^^P^Z

4 2r+l ^ j , k ^ 2 l \ \

+^PNZ^,,^^c(e,)c(^)

+ ——— E <A'(»T.,) («P-Z+ ———PNZ) .,, .,) ̂  A - ̂  ̂ ) C(^)
^2 i<^2( ' \ \ ^T / / \ 2 7

2 l ' + l ^ k ^ 2 l
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+ u (^ + 1 Tr ["r̂  (°T <?,) (u P^ Z + -"- P^* zW
\ 2 7 V ^T j j

4- -y f /TV 21 +v 21 \
^"^^pN^^v^o^^^TY^^v^^^

+1 y /r^f V V" °T^^ ^\
4 z- \ I ^ •°te, T e ^ j e P e k /4 l < 7 , k « 2 i ' \ \ i= l ' / /

/ , M2 . \ / , U2 . \
^A-^^^A-^^J

+ u- E (r- ( S V^. °T..) e, .,) c(.,)c(e,)
o 2 l ' + l ^ j , k ^ 2 l \ \ i= l l / /

/ / 2 Z \ \y /r pTX I y r^TX 0 \ \
L \1 I L ^ ^ e i j e P e k /

i ^ j ^ i r \ \ i= i / /
2 r + l ^ k < 2 (

^•A-^C(^K

, 1 v / , y2 . \ / , u2 \
+. S ^ ^ ^ - - l \ { e k A - - l ^

^ i «j,t«2(' \ 2 / \ 2 /

('(Vy+JTrKV^)2]^0!^^^)

+ u- Z c (e,) c (̂ ) ((V^)2 + 1 Tr [(V^)2]) ("t c,, ̂  ̂ )
4 2 ! ' + l < j , f c < 2 Z \ 2 /

, U ^ ( , M2 . \ . .
+-^ S (^A--.JC(^)

^/^ i < j ^ 2 r \ 2 /
2l'+l ̂ k^ll

f(Vy+ JTrKV^)2]^0!^ OT^)1^PTYZ+ -^P^U

Proc?/. - Recall that on ^e(jo)» TX has been identified with (TX)^. Under
this identification the connection ^^ preserves the splitting (TX)^ = (TY)y^ © Ny .
Equivalently the connection form ^^ preserve this splitting. On the other hand,
the 1-form A' exchanges (TY)^ and N^.
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If CeEnd(TX)^ is skew-adjoint, the action C" of C on (A^*10'1^)®^ is
given by

(13.88) C— 1 £ <C^,>c(^cO',)+lTr[C].
4 1 ̂  i, j ̂  21 2

From (13.88), we deduce that the action of F^ on (ACT*^ ^X) ^) ̂  is given by

(13.89) 1 ^ (^^^.^c^c^)
4 1 ^ j ,k<2r

+ 1 ^ (T^^e^c^c^)
4 2 r+ l ^ j , k ^ 2 l

+ 1 S < A' e,, e, > c (e,) c (̂ ) + ! Tr [T ]̂.
^ i<j«2i' 2

2 C + 1 « t < 2 1

Also since "r^^O, by (13.86), we have the identity

(13.90) °r^Tv^^pN,

=< / Mp T Y z+ M p N z , [O^TX]fMpTYz+-M-pNz^\.\ yr \ ^T } /
Then (13.87) follows from Proposition 11.4 and from (13.76), (13.88)-(13.90). D

Theorem 13.19. - For any j^eY, M£]O, I], Ze(TgX)^ ^MC/I fAa/
IP^Z) ^ 3e/4M, a^ T--+OO

(13.91) ^2I;(.iA-^,)(V^V)^PTYZ+--PNz)

== ̂  I: (^ A - ̂  ̂  ̂ ^^(MP^Z)

+yr S (^ A - ̂ ..) (^v^vKMp^+o^zl2),

T S ^(ViW«PTYZ-^--P^z)
2C+1 ^2 • \ ^/T /

-T £ ^(v^vK.p^+.yr £ c(^
2r+ i ^/2 - 2 r+ i ^/2
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^V^V^Z^Od^Zl2),

\ l p N 7 | 2 ^.A
Ilrv-^P-z.-P^T'^-^^(v-)2^uPTYz+-^P"^=l-Y

^r

[-/rIc(JPNZ),^^.V-(«PTYZ)]^(«21PNZ|4).

L 72
«'7 rr ^ ^c/i^lP^Zl^g^M.^e/^WwgMoreover for any y^, ue}0, H, Ze(T«X)^ such that \f \Moreover for

identities hold

^{e'.-"-'^^^^''
i \ 2 /

^•92) p,- ^ ^(V^VXUP^Z)^-^?^^?^.

t r bundle £ is trivialized along the curve

^^^^^ ̂  •°the connection"the iden-
tities (13.91) follow by Taylor expansion.

By Proposition 8.13, we find that

ps- ^ ^(V^ V^MP^Z)?^(13.93) P' L /5 '-'"Te. -'vv 2r+i ^/A

=^-^ ^ c^c^e^u^^'-
21

I
2 2l'-H

por2^.1.^2/.o..(.PTYZ)eN y^tl;eP^
to the connection VN along the curve e 0 _^ ^ ^ ̂  ̂ ^^

that ^.vz is ̂ ^^^^T^^^ - have the identific^
^- along the curve fe[0, ̂  ̂  f"p z,, .-'i .LAN^TI. It then follows that,
of holomorphic Hermitian vector^bundles ̂  ̂ ^ ̂  ^ ^ ^j,^^ ^ ̂ ^^ with
under the identification ^pTYz ̂  4yo' Ior " ,^ntitv in (13 92).(̂J..). Using (13.72), (13.93). we get t^seco^d^^ ^ ^

..(̂ e^Y^1;. We'ean^hen uJ foJia (12.54) with Z replaced by P Z,

^-^.VL.V^-Z)?-^^-1-^'^-0-^'

o^,(PTYZ)e(TK
and we find that

(13.94) P- ^z^e
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Now by construction

(13.95) V^°T^=O.

The first identity in (13.92) follows from (13.94), (13.95). D

i) The algebraic structure of the operator JS?3'^0 as u -> 0.

We first describe the behaviour of the operator ^'^° as u -> 0. This is not directly
related to the main purpose of this Section, which is to obtain some sort of uniformity
in MG]O, 1] as T -> + oo. Still the obtained formulas will be illuminating, and will also
fit nicely with the conjugation formulas of Theorem 5.6.

Recall that by (13.54), (13.55), Ay^ vanishes on vectors of N^ ^ and coincides
with A^ on vectors of (TgY)^. Also by (13.60), if U, U'e^Y)^

A,JU)U'=A^U')U.

Using these two facts together with Proposition 13.12 and with the identities (13.64)-
(13.66), (13.87), we find that as M->O, the operator ^'^° converges to an operator
e^^0 given by the formula

(13.96) ^T^-^Zf^TVpN.+VpTV,
z 1 \

1 "
''0,T ^ ^ IV A ^^e, r V P ^ C

+ ]- /rrv^2 -p^A2 P^ ^p^z^- PNZ^ „ \' - S ^ ' ho L "yo" ^r /T ) /

+ 1 /(^x)2 p z P^ p \
i\- ^^A9 i/

- ! < (V™)^ P^ Z, PN e, > - c(APTYgf) Y2 y2 /

+^*f(Vy+^Tr[(VTX)2]') .
^ 2 ^yo

Also as u -> 0

(13.97) ^ | (.• A - ̂  i^ (VtV) (.P-Z+ —— PNZ)
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1 2r

= ̂  (V^V)(^)+ I e1 A (^TY,,pN^V^V)(^)

+ i 0 f«2 fl +1 P^Z P + -i'̂ Vl.
u \ \ ' ' -\ ) )

In (13.94), (13.95), we saw that for 1 < i ̂  21'

(13.98) P^- (^ V^V) (^o) P^ =0.

Also by formula (12.54), we find that

(13.99) P^TYzV^VK^P^

=P S - v l -c ( - JA(<^ , )P T Y Z+JP N V^Yz o T( > , )P^ .

Now for l ^ i ^ l l ' , ifZ6(TgY)^, |Z| ̂  e, (°T e,) (Z) 6 (Tg Y)z. Therefore

(13.100) P^Y^Te.C^A^^Z^A^P^Z.

From (13.99), (13.100), we deduce that

(13.101) P^TYzV^VK.^P^-O.

Using (13.98), (13.101), we get
2 1 '

(13.102) P^- ^ ^ A (V^Y^pNz^V^^VX^P^-O.

Identity (13.96) now plays the role of identity (12.36). Identity (13.97) replaces
the first identity in (12.42). The second identity in (12.43) is replaced by (13.102), the
third identity in (12.43) by the last identity in (13.92).

For u > 0, let Q^ be the operator defined in Theorem 5.6 associated to
the exact sequence of holomorphic Hermitian vector bundles on Y
0 -> TY -^ TX IY -> N -> 0. Using the previous formulas, the second identity in (5.12),
and proceeding as in Section 12, we find that for any T > 0

(13.103) lim Tr, [̂  exp ( - (u Dx + T vY^~|
u-o L \ \ u ) ) \

= f <&TrJNHexp(-G^,lT^2G^T)]ch(^^,^).
JY
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Clearly

T^JNHexp(-G^,lT^2Gl,T)]=TrJNHexp(-^2)].

Then (13.103) is equivalent to

r / / T "̂i
(13.104) lim Tr, NH exp - ̂ uDX+ - V ) )

»-o L \ \ u / /J

= f <D Tr, [NH exp (- ̂ 2)] ch (^ ^).
JY

Of course (13.104) is compatible with Theorem 6.7, since as we saw in (5.15)

(13.105) TrJNHexp(-^2)]=TrJNHexp(-^2)].

The second identity in (5.11), which defines Q\z in terms of the operator SS^z
should also have a clear interpretation. In fact the operators SS\z and ^2 are the
"limits" as u -> 0 of the same family of operators calculated in two different trivializa-
tions. Although the gauge transformation which passes from one trivialization to the
other tends to the identity as u -> 0, the effect of the Clifford rescaling inflates the
gauge transformation to such a point it survives as a non trivial gauge transformation
in the limit. This is the geometric interpretation of identity (5.11) in this very special
situation.

j) The matrix structure of the operator JS? °̂ as T -̂  + oo.

Definition 13.20. — Let Fy^ (resp. F^) be the vector space of smooth
(resp. square integrable) sections of (A (T^ Y) (g) T|)^ over (T^Y)^. Let K^, Ky^0

be the vector spaces of square integrable sections of (A (T^ Y) (§) A (N*) (x) ^)y^,
(A (TJE Y) ® A (N*) (§) ̂ \, over (T^X),,.

We equip F° with the Hermitian product

(13.106) a.a'eF^a.a^f <a,a '>(Z)
JUttY),,/.(TRY)yo

^TY (Z)

(271)-
,dimY

We equip K° with the Hermitian product

(13.107) ^'eK^<^'>=[ <^'>(Z)^^.
•'(TRX)^ H^)
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We now use the notation of Sections 7, 8 a) and 8i). In particular 9^ denotes
the Kahler form of the fiber N^. Set for Ze(TnX)^

P^Z\(13.108) fVZ)=exp(0^-

Here Pyo(Z) is considered as a section of (A (N*) (§) A (N*))y . Recall that
^=(AN*(X)TI)^

Definition 13.21. - Let v|/ be the linear map : oeF0 -> ap^eK^.
Let Ky^0 be the image of F^ in K^°. By Theorem 7.4, \|/ is an isometry from

F,0, onto K;,°.
Let K^°'1, K^0'1' - be the orthogonal vector spaces to K;̂ 0 in K^, K^'0 respecti-

vely. We then have the orthogonal splittings

(13.109)
vO — f, 0 ^r\ y, 0,1
^yo "^yo ^"'yo ->

v~, o —y, o /T\ y, o, i, -
"-yo "-yo ^"^yo

Let p, P1 denote the orthogonal projection operators from K^ on K^°, Ky^0' -L with
respect to the Hermitian product (13.107).

Set

^r=P^°P: ^=P^P^~\ C^=p^P^,
(13.110) D^-P^1^:^; E,,T=P^^<^°^P^; F,^=P^^<^°P^;

G.^P^^0^; H^^P^^o^P^-; I,^=P^^op^.

Then we write the operator J^'^° as a (3, 3) matrix with respect to the splitting
—rt —• rt - —• ^ ' - -/-+,o

So
17-0 —y>0/ ,^17 r ^O, l , - /T^^^ r +,0
^yo"^ ^^yo ^^yo

^u,T BM,T Cy Tc,
F,^3.yo=(13.111) D»,T

GU.T
E,oz; .1 T '">T' y,T ",T

H
IU.Tu,T

By proceeding as in Section 8h), we know that for ue]0, I], as T->+oo, the
differential operator oS?^° has an asymptotic expansion of the form

(13.112) <y3,yo^ y /n Tpfc/2
•^M.T 2^ ^u.k l

k < 4

Therefore as T-^+oo, the operators Ay-p, By ^ • • • have asymptotic expansions
similar to (13.112).

Recall that v was defined in Definition 8.8. We now prove one of the central
results of this Section.
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Theorem 13.22. - For ue]0, I], there exist operators A», B», €„, D^, E, F^ G,,,
Hy, ly .yycA that as T ->• + oo,

A^T-A^+O^); B,T=^/TB^+O(I); C,T=TC^O(^/T);
(13.113) _ W /

D^T=^/TD^+O(I); E«,T=TE+O(^/T); F^^ = TF,, + 0 (^/T);
G«.T=TG^+O(^/T); H^^TH^O^T); I,-r = T2 !„ + 0 (T3/2).

Lef ^y 6e the operator acting on K

(13.114) ^=u^~ ̂ (uP^Z)^^^

+ Z ^^(^V^VKMP^Z)
2 i ' + l ^2 '

+j[^Nz(<pV-)(yPTYZ),V^zV^z(9V-)(MPTYZ)]

( lpN'7 |2\ ' )
-(VpNz^^P^Z) S+i——L)^P^.

2 /J
Then the following identities hold

(13.115) B^^p^-;

C^^P^- ̂ (yP^Z) fl S (e1 A - M2 ̂ (Vi ^ ^(MP^Z)
\M 1 \ 2 / Tei

+ Z ^(V^.^^P^Z))?^,
2C+1 ^/2 • /

D^-p1^?,

E=p±P^(-i-^N+]-\PNZ\2+S\P^pl,

G^\2(uPTYZ)(l ^ (e'^-^i^^WuP^Z)
\u i \ 2 / l

+ E ^(v^.VKyp^z))^
2 i ' + l ^/2 • /

I.^-'-P^^V^+O-cp^P^Mp^Z)?^.
M''



234 J.-M. BISMUT AND G. LEBEAU

Proof, - Using formulas (13.83), (13.87), (13.91), (13.92), we will calculate the
Taylor expansion of the operator JS?^° as T-^+oo, and we will obtain (13.113),
(13.115).

Inspection of (13.83), (13.87) shows that the coefficient of T2 in the Taylor
expansion of ̂ ^° is the operator

(13.116) ^^(^(V^+O-cp^P^^P^Z)?^.
u2

We thus obtain the formula in (13.115) for 1 .̂ The coefficient of T312 maps K^ into
itself. Therefore it can be disregarded.

Observe that if \P^Z\^3s/4u, \e^^(u^Z\ . . ., \e^(u^Z} is an
orthonormal base of No ,,- and so— » y \ j

2 1

(13.117) ^ V^UPTY^A^
2r+ i

If, in the coefficient of T, we eliminate the piece which obviously maps Ky^ into itself,
we then obtain

IN |pN'7|2 \( A N I p N y p \
(13.118) P^O-cp^P^Z)) - — + I " ZJ\ +S P^"

2 2 7

+(p2(^PT YZ)(-A% l ^ ^A-^-^V^^^P^Z)
\ Z U i \ L /

21 r ( p \ I P N 7 2 \+ Z ^(vt.^^p^z)^!1-^?^).2 i ' + i ^/2 l 2 /

By Proposition 7.2 and Theorem 7.4, Ky^ is exactly the kernel of the operator

/ - A N PN7|2 \
(13.119) P^" ———+ I +S )P^" ,

2 2 / 7

which acts as an unbounded operator on K^0'1' ~. Using the first identity in (12.43),
(13.92) and (13.118), we get all the coefficients of T in (13.113), together with the
formulas for C ,̂ E, G^ in (13.115).

We now study the coefficient of /T. This is the most difficult term. In view of
the previous results, we apply on both sides of this operator the operator P^~. In the
sequel, [ , ]+ denotes an anticommutator. We then obtain as the relevant coefficient
of /T the operator ^y given by
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(13.120) y^'^d^^u^Z^^^-J^^^^A

i f 2( r
- ̂ (MP^Z) ̂ ^ [̂ .(..pTY^ "V<pN^,No^pTY^

+ 1 ^ « P^v Z, ["r^ (°T e,)] (u P^ Z) > e,, e, > f^ A - M2 ̂
^ 1 ̂ j , k ^ 2 l ' \ 2 • }

(^ A - ̂ .)+ ^ Z (T^^^^P^Z)^, e,}
\ ^ / 4 2^+1 ̂ j , k ^ 2 l

c (̂ ) c (̂ ) + -1 ^ < A- (°T ̂ ,) (u P^ Z) e,, ̂  >
./z 1 ^ j < 2 (

2 r + i ^ f c ^ 2 f

^ A - ̂  ̂ ) c (^) + « (r^ + \ Tr ["r^]) c0! c.) (M p^ z)1
\ ^ / \ 2 / J-(-

pN ^ (^X o^^)(ypTY^j

+Z (̂  A - ̂ ^^N.^V^VXMP^Z)
1 \ ^ / '

+" S ^^N.^V^.VX^^Z)
2r+l ^/^ l

+j[^Nz(q)V-)(MPTYZ),(^N,^^9V-)(MPTYZ)]

/ |pN7|2 \ - )

-M(VpNz(p2)(MPTYZ)fS+-l————l-^P^.

Formula (13.120) for ̂  can be simplified. In fact:
• By (8.80), we know that for 1 s$ i ̂  21

(13.121) -5 P^0! (?,)(M P^Z+^Z) |, =o8t
=-PNC„pTYz(PTYOTe,(MPTYZ))PNZ,

andsoi f2 / '+ l ̂ i^ll

(13.122) -^PYTe.KMP^+^Z)!^^.
5f
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From (13.122), we deduce that for 2/ '+ 1 ̂  ; <$ 11

(13.123) <PNZ, [PNOT<'..](MPTYZ)>=0.

• Using (13.65), it is clear that for 2/'+ 1 <£ ;• ̂  21

(13124) O^TX(ot.,)(^YZ)=0,v ' / (P^z.rT^T^KMp^z))^.
• From (13.55), we find that if 2 /' + 1 ^ i ^ 2 /

(13.125) A^pTYzC^MP^Z))^.

• Using (13.63), (13.65) and the fact that B^pYTz exchanges ̂  and ^, we get
for 2/ '+1 ̂ «2/

(13.126) P^r^-ce.KMP'^P^O.

• Using the first identity in (12.43) and the first identity in (13.92), we also see
that

(13.127) P^- ^ (e1 A - "2 i,\ ̂ Hz (<p2 V^.V) (uP^Z) P^- =0.
i \ ^ / '

From (13.117), (13.120)-(13.127), we find that ̂  is in fact given by formula
(13.114). Also observe that if 2/'+ 1 ̂  i,j, k ^ 21, then

f / \^0\2\r7 ( \^0\2\ ^N(Zo) /.exp - i °i Vg. exp - ' 0 1 —Nv w = 0,
JN»,,<> \ 2 ) el - Y 2 / (2^)d"nN

03.,.) J,,-(-^)^"P(-^)^-,,

L^^-^)20244"^-^)^'0-
From (13.120)-(13.128), we deduce that

(13.129) p^p=0.

Using (13.114), (13.127), we also get the formulas in (13.115) for B,. and D,,.
Theorem 13.22 is proved. D

Remark 13.23. — It is here time to relate the previous calculations to the
asymptotic formulas (8.57), (8.58) of Theorem 8.18.
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In fact recall that as pointed out in Remark 13.13, our trivialization of
ACT^^X)®^ is compatible with the trivialization of AfT^^X) ® ^ considered
in Section 8 g). The only minor difference is that on a neighborhood ^ of yo in Y,
the fibres of the vector bundle A^^'^X) ® ̂  have been identified to
(ACr^'^X)^^)^ by parallel transport with respect to the connection O^Y defined
in (8.50) along radial geodesies in Y. Also note that G^ y = Fy 1. Using Proposition 8.9
and Theorem 8.18, we find that as T -> + oo

(13.130) G^/TDXGl,T=7TDN+DH+M-dlmYc(v)+o('- l=\

From (13.130), we deduce that as T -> + oo

(13.131) G^/T(DX)2Gl,T=T(DN)2+^T^D^DH+M-dl^c(v)1+0(l).

By proceeding as in (9.69), we find that

(13.132) [D^D^O.

Also using (8.51), we get
21

[D^M]—— ^ B(e.)V,,,
2C+1(13.133)

I - N -dimY , .~| -,
DN,——^—c(v)=V<i,n,Yv.

L ^y j

Using (13.131)-(13.133), we see that as T -> + oo

/ 2l \
(13.134) G^,1T(DX)2G^=T(DN)2+/T - ^ B(^)V^.+V^v, +0(1),

\ 2^+1 /

and so

(13.135) P^G^D^Gl.TP^^TP^D^-)2?^

+^TP^V^yvP^+0(l).

The simplicity of formula (13.114) for ^\ is now entirely explained by (13.135). By a
simple scaling argument, we obtain the corresponding result for ^y, ue]0, 1].

Of course at least when (p^P^Z)^, the whole asymptotic expansion of the
operator ^^° as T -> 4- oo is entirely explained by formula (8.58) in Theorem 8.18.
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We are anyway forced to forget Theorem 8.18 for the moment, because we also
need to understand the cancellations which occur as u -> 0.

k) A family of Sobolev spaces with weights.

Let q be the orthogonal projection operator from (A (Tjg Y) 00 A (N*) (x) ^) on
(A(TSY)(x){expO})^.

Recall that p is the orthogonal projection operator from K^ on Ky^0 and that
^-L= 1 -/?. By an obvious analogue of (8.91), we know that if seK°yo

1 / - | pN7 |2 \

<13-136) ^(z)=^exP(-l^)

q ! exp ( ̂ z^ \s (P^ Z + Z7) dv^ (Z').
^R,yo \ 2 /

Let v|/* be the adjoint of the map \|/: F^ -> K^ defined in Definition 13.21 with respect
to the Hermitian products (13.106), (13.107). Then

(13.137) v|/*=v|/-1/?.

Definition 13.24. - IfZe^X)^, Ue^Y)^, set

(13.138) ^,T(Z)=l+(l+|PT YZ|2) l / 2(p( ' l^PT Yz)

/ pN7 |2 \ l / 2 / ^+ i+j_^n (p(^^pNz
T ) '^^/T-

^ (U)= l+ ( l+ |U | 2 ) l / 2 (p f M U >

The algebra A(T$Y)^ splits into
ir

(13.139) A(T{Y^=© A^T^Y)^
o

This splitting induces corresponding splittings

(13.140)

2 1 '
y° = (^ K'0
^yo w ^'•.yo5

0

21'
po = ̂  po
^yo w ^r.yo*

0
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Definition 13.25. - If^eK,0^, set

(13.141) N^0,0= f ^{g^^^Wdv^W.
^(TRX)yo

Let < » )u.T,yo.o be the Hermitian product on K^ which is the direct sum of the
Hermitian products on the K^'s associated with formula (13.141).

Observe that by (13.136)

Mu.T.yo.O ̂  l^lu.T.yo.O"^" IP ^LT^O.O?

(13.142) IAT,yo,o<C|4^,yo,o,

\P ^L.T.yo.O ^ C|.S-|^T,yo,0-

If i^eR, let K^, Ky^ be the Sobolev spaces of order \JL of sections of
(A(T^Y)®A(N*)®^ (A(TSY)®A(N*)®^ over (T^X)^ If ^eK^, we
write s=s++s~, ̂ ±eK^•^ .

Definition 13.26. - If^eK^ setyo9

T2

H^ 14^ l ^ l 2 = I v'^ I2 + T l n J L < • - l 2

^1.5.1^;); l ^ l u . T . y o . l "i I | u , T , y o . O ' 1 \P s |u,T,yo.O

21'

+T||PNZ|^.-|^,^o+|^|u2,T,,o.O+E|V„^L2,T,,o,0
1

21

, -Lc|2
+T Z K/^T.yo.O.

2r+ i

Then (13.143) defines a Hilbert norm on K^. Let K^1 be the antidual of K^ and let
I |u,T,yo.-i be ̂  norm on Kyo1 associated with the norm | |u,T,yo,i on K^. We
identify K^ with its antidual by the Hermitian product ( , )y,T,yo,o-

We then have the family of continuous dense embeddings with uniformly bounded
norms

K1 —>>1^° -^K~ 1

^yo ^yo ^yo •

Theorem 13.27. - If e e ]0, inf (8o/2, ^/2, &/2)] ^ ^wa// enough, there exists
constants Ci > 0, C^ > 0, €3 > 0, €4 > 0, Tg ^ 1 ̂ cA that ify^o^, ue]0, I], T ̂  To,
/or aw^ 5', s1 e Ky w^A compact support, then

(13.144) Re^ cSfy^0^, .s/y,T,yo,o ^ ^i l^ lu .^yo . i ~^2 I ^ I M . T . V O . O ?
iTm/^ 3 ' 3 ' 0 ? <-\ l < r 1 I d I d| 1111 \ ̂  ^ T tj? t3 /u, T, yo, 0 | ̂  ^3 | tj \u, T, yo, 1 I 13 \u, T, yo, O?

| / (y^^YO c. p' \ | < C I c l I c' I
IV^M.T •39 >3 /u,T,yo,0 | ̂  ^ 4 1 ^ |u,T,yo,l I" |u,T,yo,l-
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Proof. — The proof of Theorem 13.27 is divided into two parts. In the first part,
we construct an operator ^^° which is a "principal part" of ^^° and we prove
that it verifies estimates similar to (13.144). In a second part (which is the most
difficult), we show that for s small enough, ̂ °^ = JS?^° - ̂ ^° is a "small" perturba-
tion of °y^° with respect to these estimates.

In the whole proof the constants C, C. . . are assumed to be positive, and
independent of y^ u, T. They may vary from line to line. Constants which may be
chosen to be also independent of s will be underlined like C, C7, . . .

Theorem 13.22 and its proof will play an essential role in the proof of
Theorem 13.27.

a) Estimates on the operator cSf^0.

We now fix e for the moment. Set

(13.145) ^^-^(l-^^P^Z^L^TYz-^^^P^^EV^^^TY^
L Zr 1

-^^+^^2(\+)2+(l-^)P^)(uPTY+——PffZ\

[ p N y p
+T ! ' P^'+TP^ SP^ ,

2
î ayo = <y3«yo_ cy^'vo
""u^T ~ u.T ~ u.T •

Note the trivial inequalities

|V^»,T|^C; |V,,^|^C; l ^ i ^ 2 l '

(13•146) |V ,̂|̂ ; 2^1^2/.
v

Observe that K^'0, K^'0, and K^'1, K^'1 are mutually orthogonal with respect
to the Hermitian products < , >^,T,yo,o and < . X,T,yo,r Also the OPer2itor ey^0 P^-
serves K^ and K^. To verify the analogue of (13.144) for ^'^0, we can then assume
that s, s ' both lie in Ky^ or Ky^ and have compact support.

If s, s'eK^ using (13.146), the inequalities (13.144) for the operator J?^° are
trivial. Also the constant corresponding to C\ can be fixed independently of s. So we
now assume that s, s ' eKy^.

Let y^ be the operator
ir

(13.147) ^^-IO-CP'^P^Z^L.PTV.-J^^P^Z)^^^^^
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If UeTgY, |U|^3e/4, "TCi (U), . . ., °T^,,(U) span (TRY)^. Using (13.71),
(13.146), we find that

(13.148) Re<^, .X,T,,o,o ^ C ̂  IV^T.^O-C" H^o.o,
i

| lm<^'^,^\_T-,yo,o|^C|^|^T.,,,o,l |s|u,T,yo,0.

| < ̂  ̂ , S \ T, yo, 0 I ^ C | J' |,,_ T^ yg^ ^ | S ' \^ T yy^ i.

Let E be the operator

(13.149) E=- 1 -AN+JP N Z1 2P^+PS-SP^.
2 2

By Proposition 7.2 and Theorem 7.4, we get

(13.150) <E^^X,T,,o.o=<E^^,^.'\,-r,^o+<H^^,^'X,T,,o,o.

Using (13.146) and Cauchy-Schwarz's inequality, we find that, if T is large enough

(13.151) ^Ws,p^\^^c( 1 IV^I^o
\ 2 r + i

+||PNZ|^.|^,„o)-C/|^.|^,„.o.

We will show there exists C" > 0 such that if T ̂  1 is large enough, if seKy^ has
compact support, then

(13.152) Re<E^.,^.>^,^o^C-|^.|^,^o.

To prove (13.152), we may and we will assume that seK^y^ (0 ^ r ^ 11'}. If r=2/ ' ,
then (13.152) follows from Theorem 7.4. So we suppose that 0 ̂  r ^ 11' - 1. We only
need to show that there exist CQ > 0, C" > 0, such that for T large enough

(13.153) Re<(E+Co/Q^ s\^, ̂  C" M^o.o.

Let E'y be the operator

(13.154) E^^-^E+Co/O^'.

Recall that < , ) is the ordinary unweighted L^ Hermitian product (13.107) on K^.
Let | | denote the corresponding norm. Let E^* be the adjoint of E^ with respect to
< , ). In the sequel, E^+E^* is considered as an unbounded operator acting on
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(K^°, | |). Then (13.153) is equivalent to

(13.155)

Now

(13.156)

-(E;+E;*)^C".

21 V ^'^P^i^u.T,(E;+E;*)=E- S
,2r-rz ^ 2r+2 r + i I ^u,T

+ ̂ O^T-^^-T '̂+^-T2^^^).

By (13.146), we find that

(13.157)
21 V s21'^2 c" e{ 6u,T ^ ̂Z ^ e ^ o u , i

-2J'-r
2lf+l gu,T ^

If seK^y^, then by (13.136)

y2i'-r/7\ / |PN7 |2 \

(13.158) g^-r^:T2^(Z)= ̂ .^exp^-I^J

^ f exp (- l^l2) «-r2^) (P^Z+Z'^^Z').
«'NR,yo v 2 /

Also ifUeTgY, Z'o, Ze'eN^y,,, we have

/ |7"|2\1/2 / i ,,7"\

^(U)+( l+- l z ^-) ( p f 1 " ^ )
g.^U+Zo').0"' V T ^ ' V 2 7 T ^

(13.159) gu^^ ^^Y^)
From (13.159), we deduce that

(13.160) ^(U+Zo')
g«,T(U+Zo)

-1 ^
C

^
7"— 7'I ̂ 0 ^0 I?

and so if r < 21'

(13.161)
rr2^-r,g ^ ( U + Z o 7 ) ^ ^_C^(i+[z^_z^)2r-.
/,2r-r/TT-4-7^ /T 1 u u l^(U+Zo) ^
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From (13.158), (13.161), we see that i f 0 ^ r ^ 2 / ' , if^eK,0^

(13.162) f W-rp^^l'-p)s\2dv^^c[ [.l2^.
•'(TRX)y,, T J(TBX)yg

f Wpgl'T-'-P^^dv^^0 ( \s\2d^.
-'(TRX)^ T ^(TRX)yo

Using Theorem 7.4, (13.156), (13.157), (13.162), we get (13.155).
We have thus proved (13.152). Combining (13.151) and (13.152), we find that

for T large enough, for 0 < r| < 1

(13.163) Re<E^,^>,^,o;>Cnf ^ ^e^^w
\2lt+l

+||PNZ|^42^o)+(C''(l-T^)-C' ̂ l/^l^o.o.

By taking T| small enough, we see that for T large enough

(13.164) Re^(Ep±s,p±s\^^C"'(^ ^ |V^|^o,o
\ 2 l ' + l

.LYUpNyl 1 |2 - t -T in - 1 - ^ ! 2 ^
-t-l||r L.\p A ' [ y , T , y o . O ' 1 \P s \ u , T , y o , o j '

Let p, p1 be the adjoints of p, p1 with respect to the Hermitian product
<,\.T.,o.o. Then p, p1 act on K^, as g-w-^ ̂ 2<2^-r\ g-^-r^^^-r,
respectively.

Using Theorem 7.4, we find that if s, s e Ky- have compact support,

(13.165) <B^^^X,T,,o,o=<E^ l^^ l^ /X,T,^o

or equivalently

(13.166) \E^ l^^\^,,o,o=<H^ l^(^-^)^\,T,,o,o•

Using (13.146), (13.161) and integration by parts, we deduce from (13.166) that

(13.167) |T<E^ l^^\^,yo.o|^C^/T|^ l^|,^,yo,o|^LT,yo,o•

In particular, we find from (13.167) that for any a > 0

(13.168) |ReT<E^.,^>^,^o|<^focT|^.|^,^o+i|^|^,^o\
•" \ ^ /
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From (13.150), (13.164), (13.168), by taking a > 0 small enough, we get for T
large

/ 2(
(13.169) |ReT<E.?,^\ ,T,yo,o|^C T ^ IV^^T.yo.o

\ 2 i ' + l

+T ||PNZ|p l^|^T.yo,o+T h^T.yo.o)-^' 1̂  I"2. T, yo.o-

Using (13.146), (13.150), (13.167) and the fact that S and \P^Z\2 P^ are self-
adjoint operators, we also find that i{ s, s eKyg have compact support, then

| lmT<E5,^>y,T, , ,o,o |^C|s | , , ,T. ,yo, lM",T>yo,0>

|T<E^'>„,T,yo,o|^CM..,T,yo,l l s ' l" .T,yo,l•

From (13.145), (13.148), (13.169), (13.170), we finally find that there exists
C'i > 0, €3 > 0, C'3 > 0, C'4. > 0 such that if s, s eKyg have compact support, for T
large enough

Re < ̂ ° s, s >„, T, yo. o ̂  C'i | s |«2 T, yo, i - Q | s |»2 r, yo, o,

(13.171) | lm<^°5,5>«,T,yo,oi^C3|4.T,yo.lM",T^o,0.

K^^^'^T.yo.ol^^l^LT.yo.ll^'LT.yo,!-

&) T/ie operator R^ is a small perturbation of the operator ,̂ 'T0.

We will show that given c > 0, if E€]O, inf(So/2, a/2, b/2)] is small enough, there
exist To S? 1, C > 0 such that if ^eY, ue]0, I], T ̂  To, if s, s eK^ have compact
support

(13.172) K^^^u.T.yo.ol^l^.T.yo.ll^'LT.yo,!

+C(|^ |u,T,yo, l l^ 'LT.yo.O'^ l^ l - .T .yo .O | ^IK.T, yo. l)'

| Im<^OT ; ? ' 5>",T,yo,o |^ c l ; ?LT,yo, l |^LT,yo,0•

Using (13.171), it is clear that the proof of Theorem 13.27 will then be completed.
In the proof of (13.172), the fact that the function ZyC^yo --exp^lZol2^)

lies in the Schwartz space S(NR,^) of the fibre Ng,^ will play a key role. Also observe
that for 1 ̂ ( '^2/ '

(13.173) [Ve.,^-0.

Finally, Theorem 13.22 will play a crucial role in establishing (13.172).
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Note_that if | u P^ Z | ̂  3 s/4, | (u/^/T) PN Z | ̂  3 8/4, then (p ((M/2) P^ Z) = 1,
cpOM^^/T)?^)^. By proceeding as in the proof of Proposition 11.24, we find
that the operators indexed by ;, 1 ̂  i ̂  2 /'

u2 .
(13.174) l\uP^Z\^3^\(u/^T)P^Z\^3^[ei A -——^) .

/ IP^I \ / M2 \
l |upTYz|^3s/4,|(u/^T)pNz|^3e/4^|PT YZ|+———^ j ̂ l A - —— ̂  J

act as a uniformly bounded family of operators on the Hilbert space
(VO | | \
^ yo5 I |y,T,yo,o/'

To prove (13.172), we will consider first the part of^°j, which belongs to e^T^0

and later the part which belongs to oS?^0-^'^0.

1. The contribution ofM^ to ̂ \.

In the contribution of ^^° to ^°p we will consider in succession second
derivatives in the direction of (T^Y)^, in the directions of NR^, mixed derivatives,
and remaining terms.

a) Second derivatives in the directions of (T|( Y) .
Let s/^ T be the operator

(13.175) <,= jL2^PTYZ+ ——P^^-^^P^Z^L.pTv,

-lCp2(.PTYZ+--PNz)SV^o„^TV„^^pN„2 v \/i / 1

+icp2(.P-Z)ZV^,,^,,

Clearly

(13.176) <^= ^((p2^PTYZ+ -^PNZ')-cp2(^PTYZ)^

f T TY - V V 2 ^ - ^ ^ 2 ^ p T Y 7 , M pNy^l^upTYz 2. ^^(upTYz)! ^ l^^ ^ + — — - r Z < 1

2f

^ (VpTYo^^(ypTYz+(u/^T)pNz)-VpTYo^^.(ypTYz))-
i
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By (13.75), (p^P^Z+^/y^P^-cp^P^Z) is nonzero only if \u^Z\ ̂  3e/4.
Recall that £ ^ 6/2. By (13.70), we find that if I M P ^ Z ) ^ 3e/4, then ^l(uPTyZ)=\.
From (13.71), (13.176), we deduce that

(13.177) ^^- l^LpTY+^pN^

21

^(VpTYO,^^pTYz+(«/^T)pNz)-V^TYO,^.^pTYz)).

Also, (p^P^Z+Oyyi^Z) is nonzero only if \uPTYZ\^3s/4, |(M//T)PNZ|^3e/4.
Using (13.146), (13.177) and the previous considerations, we find that

(13.178) l«,T^^>u,T.,o.o|^C£|^|,,T,,o,l|^|u,T.,o,l

4- F" (\ v I Id 4- I v' I I c7 I ^
' ^ Vl 0 |u,T,yo. 1 I" l " , T , y o , 0 - | ° |u,T,yo.O|1 3 lu.T.yo.l79

| lm<^T^ ^>u.T ,yo ,o | ^C |^ |^T ,yo , l \s^ L T, yo.O-

From (13.178), we deduce that ̂  T ^ harmless for the estimates (13.172).

P) Second derivatives in the directions o/N^
Let ja^y be the operator

(13.179) <,T=T(P2(^PTYZ+-^PNZ')

/ 2! 2 \
^"S^No.^^pTYz+^/^DpNz)4 '^]-

Using the identity (13.117), we find that

T r r ^ / ^ p T Y ' y , M PN(13.180) < T- - -<P2 ^P^Z^ -^PNZ
2 \ ^/T ,

21

Z (^N 0^ („ pTY z + (^) pN z, - V^N o^ („ pTY z)).

Clearly if «y, 5'' € Kyp have compact support, then

(13.181) <<T^'>u,T,.o,0=<<T^7W'>»,T,.o.O

+ < <., T /'± ̂  ̂  S' \ T, yo, 0 + < -̂ u. T P1 S, PS' >„, T, yo, 0

+«,T^^^>u,T,yo,0-
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Recall that for l ^ i ^ 2 / ' , PNO^:e,(uP^Z)=0. From (13.146), from
Theorem 13.22 and its proof (especially equations (13.122) and (13.123)) and from
obvious properties of the function Zo eNg yy -> exp (-1 Zy l2^), we find that

(13.182) l<<T/^'X,T,,o,o|<C|4^o,iM",T,yo,o.

Using (13.146), (13.180) and proceeding as in (13.178), we get

(13.183) l«T^^^^'X,T,,o,ol^C£|.L-r,^J.'|^,^i

• ^ (Mu,T,yo,0 \5 \u,'T,yo,l~^\s\u,T,yo,l\s \u,T,yo,o)'

\lm<^JPl^plsr\^^o\^C\s\^^,\sf\^^o.

Using again (13.146), Theorem 13.22 (in particular equations (13.122)-(13.123)) and
elementary properties of the function Zo eN^y^ -> exp (-1 Zo 2/2), we find

(13.184) K^^T^^^X.T^o.ol+K^.T^^^X.T.^ol

<- F (\ r, | \ V ' \ -t- I V I I V ' I ^
^ ^VP l",T,yo. 1 I" |u,T,yo.O I" \u,T,yo,0 | l3 lu.T.yo,!^

From (13.181)-(13.184), we deduce that ^'^ is harmless for the estimate (13.172).

y) Mixed derivatives.
Let e^T be the operator

(13.185) <^= - ^—cp2 (^^74- -^P^

2f

2-< l-^P^Te^uP'^Z+Oi/^/T)?1^)' VPT Y OTel•(MPT YZ+(M/^/T)PNZ)]+•

Recall that for 1 ̂  ̂  2/, ^^(^P^Z) lies in (T^Y)^ or in NR^. By proceeding in
the same way as for the operator J^T? one fi11^ easily that ^'^ is also inoffensive
for the estimate (13.172).

8) The remaining terms in e^^°.

Using (13.128) and proceeding as in (13.166), we find that if s ^ s ' e K y ^ have
compact support, then

(13.186) <^T V,(,PTYZ)^, p s ' X,T,yo,o=^T <^1 V^^^ps, p s ' \,r,y^o

=^/T<V^(^pTYz)^, CP-^)^>«,T,yo,0-

By (13.161), (13.186), we get

(13.187) l<^/TV,(,pTv^^,^>^^^o|<C|.|,^,,o,il^LT,^o.



248 J.-M. BISMUT AND G. LEBEAU

By using (13.128) again, we find easily that if ̂ \ is the remaining contribution of
M^ to ^°r, ̂ '\ is harmless for the estimate (13.172).

2. The contribution of ̂ ^-M^ to ̂ \.

By (13.83), (13.145), the contribution of ^^°-^^° to ̂  is the operator
^Tg^enby

(13.188) ^=cp2 ( r T ̂  (e1 A -^CKeV
\ M 1 \ 2 / ',M i \ ^ -/ ••"

+T Z c(^Vt.V+^(V-)2VMPTYZ+__PNz)
2c+i ^/2 • u } \ ^/T /

+fl-(p2f^PT YZ+-^PNzVTP^SP^+T^P N Z12P^
V \ ^/T A 2 /

| pNy |2
-T ' r ^1 -TP^SP^'.

Clearly

(13.189) ^.T^^E^A-^,)^ ̂ V+T I: ^V^V
2'' / .,2 \ 2l

C(g.)
,, ^ \ " " ' ^ 'ei I ' "te, • • ' ^ /^

> " 1 \ ^ / 2; '+1 ^'2Y1* 1 \ z / 2; '+1 ^'^

-TP^SP^lfMPTYZ+-^PNz)+(p2fMPTYZ+-"=PNZ^
A ^/T ^ ^ ^/T )

/T2 / M \ Ip^l2 \
-^(V-)2 (MPT YZ+ -^pNzl-T^ ^1 P^V\M2 Y ^/T ) 2 y

Take ^, s ' e Kyg with compact support. Then

(13.190) <^,T^^X,T,yo,0=<^,T^^'X,T,yo,0

+<^u,T^^^.y'>»,T,yo,0+<^,T^^^'>u,T,yo,0

+<'^,T^;^'>,.,T,yo,0-

By using the first identity in (12.43), Theorem 13.19, Theorem 13.22 and its
proof and more precisely equation (13.128), and also (13.160), we find that

(13.191) l<^,T^^'>u,T,yo,o|^C|^|^T,,o, i |^LT,,o,0.

Using the first identity in (12.43) and Theorem 13.19, we also find that



COMPLEX IMMERSIONS AND QUILLEN METRICS 249

(13.192)

(uP^Z+——P^z)p±s,p±sl\
\ ,/T / /",T,yo,^ u,T,yo, 0

< C I C I I V ' I
^ — P |u,T,yo> 1 I JM,T,yo,0?

/(p2("T ^ ^v^.V-TP^-SP^-
\ \ 2C+1 ^/^ '

^PTYZ+ -^PNZ^1,,^1,'^

\ /T / /",T,yo,
^

u,T,yo>0

^ v-' | 'y |u, T, yo, 1 | s \u, T, yo. 0-

Recall that (p2 (MPT YZ+(M//T)PNZ) vanishes for | (M/ /T)P N Z| ̂  3e/4. Using
Theorem 13.19, we find that

(13.193) /<p2 (t^PTYZ+ -'^P^z} f T 2 (V-) 2 fyP T Y Z+ ^P'^Z^)
\ \ ^ )\u2 \ ^/T /

-Tl^p^^'y^ ^CS|.L^,J.'L^,,

Using again the first identity in (12.43), Theorem 13.19 and elementary properties
of the function exp (-1 Zo l2/^), we also find that

(13.194) | \ ̂ u, T P8^ P s )u, T, yo, 0 | ̂  C | s \u, T, yo, 0 | s \u, T, yo. 1

| X^u^P s'> Ps X,T,yo.O | ̂  C |5'|y^^Q^o l^ |u,T,yo. !•

For any Z e (T^ X)y^, the operator

(13.195) cp2 ^PTYZ+ -^P^^Z")
\ ^/ /

^(V-)2^PTYZ+-^PNZ')-T
N ^ | 2P^Z P^~

acting on (A (T^ Y) (§) A (N*) (§) y is self-adjoint. Therefore it does not contribute
to Im^^T/^.P'^X^yo.o- In view of(13.190)-(13.195), we find that ̂  is also
compatible with (13.172).
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The proof of Theorem 13.27 is completed. D

1) Estimates on the resolvent of JS?3'^0.

From now on, £ and To ^ 1 are fixed as in Theorem 13.27.
In the sequel, we consider the operator oS?^° as an unbounded operator, with

domain

T)=(vf^V2 IP^^ 7 I2 cc'K'0 Iu tlyelSo9 I1 -I ^^yoJ-

We use notations which are formally similar to the notation in Section 111). In
particular ifAe^(K^) (resp. ^(K^, K^)), ||A||̂  (resp. ||A||̂ ) denotes the
norm of A with respect to the norm | \^r,yo,o on K^ (resp. to the norms
I kT,yo,- l an<^ I kT,yo,l)'

Theorem 13.28. - There exist C > 0 , A > 0 , 8 > 0 such that if

(13.196) U={?ieC, Re^^SIm^-A},

^Me]0, I], T^To,^eY, XeU, ^ r^fo^ (X-JS?^0)-1 ^^, ^CT^ ^ ^
continuous linear map from Ky^ into K^ and moreover

03197) ll^-^0)"1!^0^^^
||(^-^o)-i|[^^l^c(l+|^|)2.

Proo/. - Using Theorem 13.27 instead of Theorem 11.26, the proof of
Theorem 13.28 is the same as the proof of Theorem 11.27. D

m) Regularizing properties of the resolvent of JS?3'^0.

We consider the family of functions/i, ...,/, defined on X with values in [0, 1]
which has been constructed in Section 11 m).

Definition 13.29. - Let ^,T,yo be the family of operators acting on Ky^

(13.198) ^.T^^ 1 ̂  ̂  2/7; p1 V^, 2/ '+ 1 ̂  ̂  2/;

^^^((P^•)^PT YZ+——PNZ^ l , l<^rl.
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For meN, let cS^yo be the family of operators Q which can be written in the form

Q=Qr..Q.; Q^u,T,,o-
For weN, we equip the Sobolev space K^ with the norm || | |^T,yo,m such lhat if
seK^ then

(13-199) W,^=i Z IQ^T.^O.
p=o Q^T.yo

The analogue of Proposition 11.29 is the following result.
Theorem 13.30. - Take weN. There exists C^> 0 such that for any ue]0, I],

T ^ To, yQeY, Qi, . . . , Q^e^T.yo9 ^^ ^^^o Aaz;^ compact support, then

(13.200) |<[Q,, [Q,. . .[Q,, ̂ o]]. . .],, ^\,T,yo,o|
< r^ I c I I c' I
^ ^m 1° |«,T,yo» 1 I " kT.yo.l '

Proof. — We will use the notation and also the organization of the proof of
Theorem 13.27.

a) The case where Q=V^ (1 ^ ; ̂  2F).

We make the key observations that [Q, E] = 0, and also that the properties of the
various operators considered in the proof of Theorem 13.27, which lead in particular
to the third inequality in (13.144), are invariant by translations by elements of
(TRY),,.

b) The case where Q =p1 V^ p1 (2 /' + 1 ̂  ; ̂  2 /).

Clearly

(13.201) ^Q, ^^(cp 2 (V+ ) 2+(l-(p 2 )P^)^PT YZ+-MPNZN )1

T3/2 , / ,y \

=——V,.( (p 2 (V + ) 2 +(l - (p 2 )P^)(KP T Y Z+-^P N Z).
u l \ ^/T )

We then easily find that the operator (13.201) is harmless in the proof of (13.200).
Also

(13.202) [^V^^J^O.

By Theorem 7.4, we find that
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(13.203) [Q, E]=p1 [V^, E]^=P^1 (P^, e,} p1 P^-.

In the estimates which follow, we assume that s, s ' e Ky^ have compact support. Clearly

(13.204) <[Q, TE]., ^X,T,,o,o=T<^ (P^, e^p^^ps}^^

+T<^<PNZ^,>^.^ l^>^^^o.

By proceeding as in (13.165), (13.166), we find that

(13.205) ^(P^^^e^p^s^ps'}^^

=T«PNZ,^>^ l^,(^-^)^/>^^^o.

Using (13.161), (13.205), we get

(13.206) |T<^<PNZ,^>^.,^>„,„o|<C|.L,„J. / |„,„,.

From (13.142), we see that

(13.207) 7T|^<PNZ,^>^.L,,„o<C|.L,„,

By (13.204)-(13.207) we finally obtain

(13.208) l<[Q.TE].,^>„,„o|<C|.L,,„J./|„,„,.
i. e. [Q, TE] is harmless in our proof of (13.200).

Also by (13.128), ;?V^=0, and so

(13.209) [Q, <T]=[V<,-V^-pV^, < ]̂.

Now [V^, ^^T\ ls a scalar second order differential operator which only involves
differentials in the directions of (T^Y^^. Using (13.146) and integration by parts, we
find that [V .̂, e^y y] is harmless for our estimates.

The remaining terms in the right-hand side of (13.209) are also inoffensive. In
fact because of trivial properties of the function ZgeN^^ -^exp (-|Zo l2/^), the
operators V^,/?V^ act as uniformly bounded operators on (K^, | \^r,yo,o). a^
they commute with the V^.'s (1 ^7 ̂  21'). We can then use (13.146) and integration
by parts to take care of the remaining terms in (13.209).

Similarly

(13.210) [Q, <T]-[Ve,-V,^-^V,, <^].

Using (13.146), Theorem 13.22 and its proof (especially equations (13.122)-(13.123)),
we find that [V .̂, ̂  y] ls a second order operator only involving differentiation in
the directions of N^ y^, which is essentially of the same type as ̂ ^ ^h obvious
modifications of the powers of T which appear as factors. By proceeding as in
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(13.180)-(13.184), we find that [V .̂, j<^] is harmless. Using the same properties
of ja^T as before and also the fact that exp (-[Zo|2/2)eS(N^^), we find
that the remaining terms in the right-hand side of (13.210) are also harmless.

Handling the operator [Q, ^'^} is also easy and left to the reader. The commu-
tators of Q with the remaining terms in ̂ ^° can be easily dealt with as before.

Set

^T^'fT ^ ^v^V-TP^-SP^-)
\ 2l'+l ^J^ 3 )

^P^Z+^P^+cp^P^Z+^P^
V ^ ) \ v/T )

(T2 / »/ \ IPN '7 |2 \
^(V-)^.P-z+——pNzj-Tl^Lp^.

Then

(13.212) ^,T=<T+^:T.

Clearly

(13.213) [Q, <T]=[V,,-V,^-^V^ <T].

The operator [V^, cg^} is a matrix valued operator with a coefficient /T. By the
first identity in (12.43) and by Theorem 13.19, the operator P^~[V^^T]P^
vanishes for P^ .̂ By proceeding as in (13.180)-(13.184), we find that i f^ , ^eK^
have compact support

(13.214) K^^Tl^^^T.^ol^Cl. l .^^J^I^,^, .

Using the same arguments as before and obvious properties of the function
exp^lZol2^), we also see that the remaining two terms in (13.213) can be handled
in the same way. Therefore the commutator [Q, ̂  ̂ \ is harmless for our estimates.

Take s, s ' eKy^ with compact support. Then by proceeding as in (13.165)-(13.166),
we find that

(13.215) <[Q,^:T]^^>u,T,yo,0

=^e,P^~^^~P^{p-p)pS'\^^

Using Theorem 13.19 and (13.161), we get
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(13.216) |<[Q,<:T]^^'>u,T,,o,o|^C|^^T,3,o,i|^'LT,^r

On the other hand, we have

(13.217) <[Q,^T]^^l^>u,T,.o,0=<^Ve,^^:T^^^'>u,T,.o.O•

By proceeding as before, we find that

(13.218) |<[Q,^:T]^^^'>u.T,yo.o|^C|^|^T,yo,ll^LT,yo,r

Also

(13.219) <[Q,^:T]^^^'X.T,yo,0

=<P±^e,P^'»'.^P±S,pS'\^^-(plV„p±S,^pS'\^^.

Using (13.146) and integrating by parts in (13.219), we find that

(13.220) |<[Q,^:T]^^^'X,T,,o,ol^C|^LT,,o,i |^LT.yo,r

Finally

(13.221) [Q, ̂  ,.] = [V,. - V,. p -p V,., ̂ ' TJ.

Using obvious properties of the function exp (-jZo)2^), we easily deduce from
(13.221) that

(13.222) \<[Q,^'.^}pls,p±s'\^^\^C\s\^^t\s'\^^,.

From (13.215)-(13.222), we deduce that the commutator [Q, ̂ 7] ls harmless.

c) The case where Q= ^—p1 ((p/;.) (MPTYZ+ "P^);?1 (1 <£./• ̂  r).
u \ ^/T /

In this case

(13.223) ^Q,T^((p2(V+)2+(l-q)2)P^)fMPTYZ+ ——pNz)1=0.
L u \ V1 /J

Also

(13.224) [Q, ̂ ]^1 ^^/T(py;YMPTYZ+ ——P^V ̂ 1^.
L M \ ^/T / J

The operator [^/T'/u^f^uP^Z+^/^P^Z),^ is a first order differential
operator which only involves differentiation in the directions of (Tg Y)yg, which comes
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with a coefficient ^/T. By using in particular (13.161) as in (13.167), we find that
[Q» ^J 1s harmless.

Also

(13.225) [Q, TE]=p1 ^M-^/^AN((p./,)fMPTYZ+ -^P^
L 2 ' V ^/T 7

+T ^ (y,^f,)(up^z+—^z}v3p1.
i=2('+l \ ^/T / J

From (13.161), (13.225), we deduce as before that

|<[Q, TE],, ^'X.T.yo.ol ^C|^|«.T,yo,i kLT,,o,r

Also if s, s ' e Kyg have compact support, then

(13.226) <[Q,<,T]/^'>u,T.yo,o

=(^P^f,(uPTyZ+——PNz}pl^ps,s•\
\ U \ /'T / /u,T,yo,0

Using the fact that <py} vanishes for P^^, (13.146) and integration by parts, we
find that

(13.227) |<[Q, ̂ }ps, ̂ '\,T,yo,o| ̂  C |4,T,,o.i l^ 'kT,yo,r

Also

(13.228) [Q, <,T]= VT frtpy;. fyPTYZ+ "P^V < J
M \L \ ^T / ' J

+^(py;.^pTYz+—pNz^-^(py;.^pTYz+_pNz)

-(py;YMpTYz+—p^^, <.J\

The operator

^[(py,(^pTYz-^—pNz),<,]
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is a first order differential operator only involving differentiations in the directions
of (TgY)yp and a coefficient /T. Also since /, vanishes for P^Z=0, the operators

^p^f,(uP^Z+——PNZ\p,

^(py,(MpT Yz+—pNz\

^^(p./}("PTYZ+——PNZ^

> T Y ' 7 i M t>N'7\

remain uniformly bounded on (K^, | |»,T,yo,o) together with their derivatives in the
variable P^Z. We thus deduce from (13.146), (13.228) that

(13.229) |<[Q, ̂ ]p^, ̂ >»,T,.o,o| ̂  C KT..O,! Hu,T^,r

Also

(13.230) <[Q, <^^ ̂ >= </^l ̂ (P/;-
\ M

^PTYZ+——PNz)^<,^,, '\
\ ^ / l / /u ,T ,yo,0

Since (py} (MPTYZ+(y/y^)PNZ) vanishes for PNZ=0, using the properties of ssl'^
which follow from (13.121)-(13.122) and from (13.180), we deduce from (13.230) that

(13.231) |<[Q,<T]^'>«,T.yo,o|^C|^,K),lMu,T,yo,l-

We now use the analogue of (13.228) with ^y y replaced by s/'^. The operator

^[(py,(^pTYz+—pNz),<,J^ r —j
is a first order differential operator only involving differentiation in the directions of
NR ,yo which comes with a factor T, whose coefficients vanish for P^^, i.e. its
coefficients grow at most like u / T \P^Z\. One then easily finds that

(13.232) / ^ L [ ^ f (uP^Z+ -^P^V < J^, ̂ \^ Z + ^ P ^ , ^ ^ ^ . , ^ )
U L ^ \ ./T 7 ' J A,T,yo,0\ M L \ ^/T / J / ",T,yo,(

^ C PkT.yo,! I5 ' |M,T ,yo . l -
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Because of the properties of fj and of c^y y stated before, the other commutators in
the analogue of (13.228) do not raise any difficulty in establishing the estimate

(13.233) \<[Q,^'\Pl^sf\^,\^C\s\^^,\sf\^^^

From (13.230)-(13.233), we find that [Q, e<^] is harmless.
The commutator [Q, ̂ \] can be handled by the same techniques. In fact the

operator ( / T / u ) [(p /,, ^'^ -r] is a fi^t order differential operator, and each coefficient
has to be analyzed. Details are left to the reader.

By using in particular (13.161) and by proceeding as in (13.215)-(13.222), the
commutators of Q with the remaining terms in ^'^° are easily dealt with by the
same techniques as before.

We still define ̂ '^ <^ as in (13.211). Clearly

f^ (p/, (uP-Z^ ——P^), <J=0,

(13.234) L "_ v ^ / J

[^ Cp/, (u^Z^ ———P^ ̂ T^O.

By proceeding as in (13.213), (13.214) and using the properties of ̂  y and,/} which
were listed before, we find that the commutator [Q, ̂ r] ls harmless. Also the
commutator [Q, ^y] can be dealt with by the same arguments as in (13.215)-(13.222).

We have thus shown that the commutator [Q, J^'^°] verifies the estimate (13.200).

d) Higher order commutators.

It appears from the analysis which has been done before that the commutators
of length one are operators whose matrix and differential structures are roughly similar
to the corresponding structure of ^'^°. One can then iterate the process which was
described before and obtain Theorem 13.30 in full generality. D

If AeJS?(K^, K^), we denote by UlAlU^^ the norm of A with respect to the
norms || \\^,y^ \\ |LT,yo,m' on K^, K^.

Theorem 13.31. — For any weN, there exists /?^eN, C^ > 0 such that ifue]0, I],
T ^ To, .J^Y, ^-eU, the resolvent (X-—^?^0)"1 extends to a continuous linear map
from K^ into K^-"1 and moreover

(13.235) III^-^0)"1!!!^1 ^C^l+l^lr".

Proof. — We first prove (13.235) when m=0. By (13.142), i f^eKyp has compact
support, then for 2 /' + 1 ̂  i a$ 2 /, 1 ̂  j s$ r

(13.236) I^V^^T.yo.o < CIV^^T^O ^ C' H«,T,yo,r
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^-p^f,(uPJYZ+——^Z\pls
u,T,yo,0

^C^- (p/,f^PTYZ+-^PNZ^l^
u \ ^/T / «,T,yo.O

/ /T \
< p' ( V__ | o+ [ _|_ || pN 7 | 1 - | \ ^ (-MI | |
^ ^ \————I" k T . y o . O ' H ^ /^\P s |u,T,yo>0 j ^ v- | •y |u, T, yo, 1'

From (13.236), we deduce

(13.237) II^ILT^o.i^C-l.l^^,.

When m==0, (13.235) follows from Theorem 13.28 and from (13.237).
Using Theorem 13.28 and Theorem 13.30 instead of Theorem 11.27 and Propo-

sition 11.29, the proof then proceeds as the proof of Theorem 11.30. D

n) Uniform estimates on the kernel F^(o&?3'^0).«,T

Theorem 13.32. - For any meN, there exists C > 0 such that ifue]0, I], T ̂  To,
YoeY, then

(13.238) sup (1 +1 Zo |r | F, (J?^) (Zo, Zo) | ̂  C.
Z()6NR,yo

|Zo|^e^T/4u

For any M > 0, m'eN, there exists C > 0 such that ifue]0, I], T ̂  To, .Vo^

(13.239) sup
Z,Z'6(TRX)yo

IP^ZIJP^Z' l^e^
|PNZ|, IP^'I ^E^T/4-u

|a|, la ' | < m'

^lal+la' F r^3 '^^ 7'^ < c'To7 r" ^•^M.T M^ ^J ^ v- •az^z'"

Proof. - We proceed very much as in the proofs of Theorems 11.31 and 12.14.
We take 8 > 0, A > 0 as in Theorem 13.28. Let F be the contour in C

(13.240) r={keC, Re(X)=5Im2(?l)-A}.

By using Proposition 13.10 with c2 > sup (A, 1/45), we find that in the domain F of
C which is limited by F, if MG]O, I], the function Fy(a) and its derivatives exhibit
polynomial decay at infinity and this uniformly in ue]0, 1].
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By Theorem 13.28, we see that if ue]0, I], T ̂  To then

(13.241) F^^)=- f F,(W-J^o)-1^.
2ni Jr

For/?eN, let Py,p(^) be the unique holomorphic function defined on a neighborhood
of F, which is such that

• F^p(^)^0 as X,(=r-^+oo.
• The following equation holds

PP-DH)
(13.242) ">p v / = F, (k).

(p-1)!

Of course, for ue]0, I], Fy p(^) and its derivatives decay polynomially at infinity
in F, and this uniformly in ue]0, 1]. From (13.241), (13.242), we deduce that

(13.243) F,(^)=- f F^^W^-^r2^.
2ni Jr

By Theorem 13.31, we know there exist C > 0, ^eN such that if Qe^ ,T,yo,o?
/ ̂  p, then

(13.244) IIQ^-^^-^II^.^CO+IX^.

By introducing the adjoint operator JSf^°* of °Sf^° with respect to the ordinary
Hermitian product (13.107) on K^ and the corresponding adjoint Sobolev weights as
in the proof of Theorem 11.31, we also find that if Qe^ ,T,yo? ̂  P^ t^len

(13.245) II^-^^-^QII^^^CO+I^I^.

From (13.244)-(13.245), we find that Qe^w Q^^T.yo' /' r ^P^ then

(13.246) l lQ^-^'^-^QH^yo^GO+l^l)2 9-

Using (13.243), (13.246), we deduce that if/, / 'eN, Qe^T,yo,o. Q^<T,yo,o then

(13.247) || QF^ (<^°) Q' Ky, ̂  C.

Let R be one of the operators V^.(2r+ 1 ̂  ; ̂  2/), (^/T/u) (p/^. (^P^Z
+(^T)PNZ). I f Q i , . . . , Q,e^,T,^ set l

(13.248) H=Qi. . .Q^R^

If all the Q,'s are of the form p^V^P1 (2/'+ 1 ̂  ̂  2/), (^T/M)^ (cp/,) (^P^Z
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+ (u/^/T) PN Z) p1 (1 ^ j ̂  r\ it is clear that

(13.249) ||HK^C.

Equation (13.249) still holds if p1 and p are interchanged in (13.248).
If some Q/s are equal to V^(l < f ^ 11'}, we can commute such operators in

order to put them at the very right. We thus express H in the form

(13.250) H=^U,V,,

where the U^s are such that ||Uj|^yQ ^ C, and the V/s are products of operators
Vg. (1 ^7 ̂  2/7). The same result holds if in (13.248), p and p1 are interchanged.

Let <Sy T be the family of operators

(13.251) j2^={V^ 1 ̂  i^2h (^T/^) ((p/,)(^PTYZ+(^T)PNZ), 1 ̂ j^r}.

For /eN, let ^r.yo ^e ^e set °f operators which are products of / operators in
^u,T,yo- ^rom (13.247) and from the previous considerations, we deduce that if/, FeN,
ifQe^^wQ^^T,^^11

(13.252) llQF^T^^Q'll^.o ^ c-

Using (13.252), the proof of Theorem 13.32 continues very much as the proof of
Theorem 11.31. Details are easy to fill and are left to the reader. D

o) The asymptotics of the operator F«(JS?^°) as T -> + oo.

We now will calculate the asymptotics of the operator Fy(Ji?^°), and this
uniformly in ue]0, 1]. The general organization of this Section is closely related to
the proof of Theorem 12.16.

Proposition 13.33. - There exists C > 0 such that if ue]0, I], T ̂  To, .Vo^.
^eU, ifs'eKy^ has compact support, then

(13.253) I^^-^^^^LT^O.O^-^O+I^D'I^LT.^O.

Proof. — By Theorem 13.28, we know that

(13.254) |a-^<')- l^L^^^C(l+|^|)2|^|„,T,,o,-l

^co+lxl)2)^,,,^.
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Now by (13.143)

(13.255) I^^-^^'^I^T^O.O^-^I^-^^^^LT,^!-

From (13.254), (13.255), we get (13.253). D
Set

(13.256)
v.i—vi r^v10

"^yo "^vo ' ' ̂ vo 9

v,l,l^vl /~\ v, 0, J-
"-yo ^yo' '^vo •

Then Ky'1, Ky'1'1 are closed subspaces of K^, which inherit the norm | |u,T,yo, i-
By (13.142), (13.143), the linear map p: seK^ -^ (ps, pls)eK^O © K^0'1 induces

a linear map from K^ into K^1®]^1'1. Moreover p acts in both cases as an
invertible operator, and the norms of p and p~ 1 with respect to the norms | |u,T,yo,o
and | |y T yo i are ^if01™^ bounded.

Let K;,-'1, K;,-1'1 be the antiduals of K;,1, K^1'1. We identify K;,0, K;,051 with
their antiduals by the Hermitian product < , )«,T,yo.o- Let | |u,T,yo. -i9 I l"^,yo. -i ^e

the norms on K^~1, Ky^"1'1 associated with the restriction of | |u,T,yo,i to ^o19

Ky'1'1. We then have the continuous dense embeddings with bounded norm

v, 1 _. y, 0 _. v, - 1
"-yo "-yo ^vo 9

V, 1,1 . V, 0, -L _. V, -1,1
^yo ^^yo ^^yo

The main purpose of the next Proposition is to show that for T large enough,
K^~1, Ky^"1'1 can be considered as closed vector subspaces ofKy^1.

Proposition 13.34. - The linear map p: K^ ->K^° ©K^0'1 extends to a conti-
nuous linear map from Ky^ into K^~1 ©Ky^"1'1. There exists To ^ 1 such that for
ue]0, I], T ̂  To, 3^0GY. ̂  linear ^P P ' ' ^yo1 "^^o"1 eKyo -1"L ^ Avertible, and
the norms of p ^^ p~ 1 m^ respect to the norms \ |u ,T,yo,- i 9 I |u ,T,yo.- i9

I lu'^yo, -i are ^if^^Y bounded.
Proof. - As in the proof of Theorem 13.27, we denote by p, p1 the adjoints of

/?, p1 with respect to the Hermitian product < , \,T,yo.o- By the explicit formula for
p, p1 given in the proof of Theorem 13.27 after (13.164), we find that p, p1 map K^
into itself with a uniformly bounded norm with respect to | I^T.yo.i ' ^ ls now ̂ ^
that p extends by continuity to a linear map from Ky^1 into K^~1 ® K^"1'1.

We claim that for T large enough, the operators p+p1 and p1-^-? are continuous
invertible operators from Ky^ into itself, and that the norms of the inverses are
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uniformly bounded with respect to the norm | |y,T,yo, i- ^n ^act

(13.257) P^P^^-P
p+p^^l+p-p.

Using (13.159), (13.160) and corresponding identities for derivatives, we find easily
that if s, s ' e Kyg have compact support, then

C i ,
\P(P-P)ps\u.r,yo,i <S —-b4,T,yo,r

^
C

\p(p-p)pls\^ ̂ ,i <$ -b^LT.yo,!'
T(13.258)

^(P-P^PS^y^l ^C|/^T,yo,l'

- C
\Pl(P-P)P±S\^y^,^___\PlS\^^,.

Recall that p is an isomorphism from K^ into Ky^1 ® K^1' -L and that the corresponding
norms | |y y y^ i on these two vector spaces are uniformly equivalent. The matrices
of the operators p1 +p or p+p1 acting on K^1 © Ky^' -L are then of the form

n^f 1 )
VTY

0(1)

°(

1+0

'') 1^}
( ' ' »'-^J

(13.259)

It is now clear that for T large enough, p-^-p1 and p-^-p1 act as invertible operators
on K^, and that their norms and the norms of their inverses are uniformly bounded.

The Hermitian product < , )u,T,yo,o extends to a map from K^xK^1 into C,
which is linear in the first variable, and antilinear in the second variable.

Let <T be the linear map from Ky^"1 ©K^"1'1 into Ky^1, which is such that if
(P, y)eK;,-1 ©K;,-1'1, if^K^ then

(13.260) <^ a(P, Y^T^o.o^^1)"1^ PX,T.,o.o

+<^l+;0~l^Y>u,T,yo,0•

For T large enough, a is a continuous linear map whose norm is uniformly bounded.
We claim that a is an inverse of p. In fact p2^?, (^l)2=^l, ppl=0,
p^p^O. Also if seK'y^, p^s^O, and so

(13.261) Pd^^P1) lps=p(p+pl) l(p+pl)s=ps=s.
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Similarly, if ^eK^1'1,

(13.262) pl(p±+prlp±sf=sf.

From the previous considerations, we deduce easily that p ° CT is the identity.
Also if^eK^, aeK^1, then

(13.263) <^°P)(oOX,T,,o,o

=<(pp(p+p±rlp+p±p±(p±-^prlp±)^ a>^,,o,o.
We claim that

(13.264) PP^+P1)'1^^

To verify (13.264), since pl+p is invertible, we only need to show that

(13.265) AP(P+^1)-1^1+/?)=^1+^),

or equivalently that

(13.266) Pp(p-^PlrlPP=PP-

Now (13.266) is an obvious consequence of the fact that pp=(p^-pl)p. Therefore
(13.264) holds. Similarly

(13.267) ^V^+.P)-1^-?1.

From (13.263)-(13.267), we find that C T ° P is the identity.
The proof of Proposition 13.34 is thus completed. D
Of course we can always assume that in Theorem 13.27, To is larger than To, so

that Proposition 13.34 in fact holds with To=To.
Since p, p1 map K^ into itself with uniformly bounded norms with respect to

I |u,T,yo,i ' P^ P1 "^P ^yo1 mto ltse^ wlt^ uniformly bounded norms with respect to
' ' i . Set|u,T,yo. -I*

(13.268)
°K7' ^ — n K " 1

"-ye ~PrLyo
Oy/, -1,1_ ly-l
"-yo ~P ^So •

-yo r yo
-1,1_ ly-

-yo ~P ^So

Then OK^-1, OK^-1)-L inherit the norm | |^T,yo,-r Let ^ be the linear maP
seKy^ -> °ps=(ps, pls)eoKy^l © °K^~1'1. Then op is a continuous linear isomor-
phism and the norms of °p and (°p)~1 are uniformly bounded with respect to the
norm | |u,T,yo,-r

We now identify K;̂  with °K^-1 © °K^-1'1 by °p. Then Proposition 13.34
exactly says that for T ̂  To, p is a linear isomorphism from Ky^1 = ̂ y^"1 ® ̂ y^ lf 1

into KyQ~1 © Ky^"1'1, and that the norms of p and p~ 1 are uniformly bounded.
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Therefore, for T ̂  To, we see that K^~1, K^"1'1 can be safely considered as
closed subspaces of K^\ that K^1 = K^~1 © K'y^~1) 1 and that p = (/?, 7?1) provides the
canonical projection from K^1 on K^"1 and Ky^"1'1. This fact plays a crucial role in
the sequel.

Set

<y _-, <y3.yo „ <y — „ <y3'yo,,-L
f 13 269^ ^^T.I-^^T A ^u.T,2-.P^u,T ^ '

-99 =7rL^3 'yo„ y - ± y^,yo l
^u,^,^ P a£ u,T P'> ^u,T,4.~P ^u.T P '

The JSfy T ^s (1 ^y ^ 4) will now be considered as the matrix components of °i?^°.
Also for T ̂  To, these operators map K^ into K^1.

Proposition 13.35. — There exist C > 0, To ^ 1 such that if ue]0, I], T ̂  To,
^o^Y, XeU, |^| ̂  T1^, ̂  resolvent (k— ^u,T,4)~1 ^^ists, extends to a linear conti-
nuous map from K y ' 1 ' 1 m/o Ky'-1'1, ^^ f5' such that

(i3.27o) iKx-^.^r'U^co+i^i)2.
Proof. — We use the notation of the proof of Theorem 13.27. Let p^^ be the

orthogonal projection operator from K° on Ky'011 with respect to the Hermitian
product < , >»,T,yo,o- Set

(13.271) ^,T,4=^,T<'^1.

Then if s, s ' e Kyp have compact support

(13.272) «^°^^^^\,T,yo,0=<^,T,4^^^^>».T,yo.O.

From (13.272) and Theorem 13.27, it is clear that the operator «S?u,T,4 verifies
estimates similar to (13.144). By proceeding as in (12.76) and in Theorem 13.28, we
find that i f^eU, (^-^,T,4)~1 exists and also that

(13.273) \\('k-S"^rl\\^:ly^C(l+\^\2).

Clearly

(13.274) ^T^-^T^-^T-^) <'-̂ 1.

Therefore if s, s ' e Kyg have compact support, then

(13.275) <(<T,4-^u,T,4)P^^'>,.,T,,,o,0

= < (1 -p1) ̂ 0 p1 s, p1 s ' >„, T, yo, o = <P ̂ ° P1 s, p1 s ' >„, -r, ,„, o.

By proceeding as in (13.165)-(13.166), we deduce from (13.275) that

(13.276) <(^,T,4-^u.T,4)/^/^'>u,T,yo,0
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={^OPLs,(p-p)pLs•\^,.

From (13.144) and (13.276), we find that

(13.277) |<(^,T,4-^,T,4)^^'>,.,T,,o,o|

^C\P^S\u,^,yo,l\(p~P)PLS'\u,^^o,•^•

Now using (13.159), (13.160) and analogue inequalities for derivatives with respect to
U and Zo', we find that

(13.278) |(P-P)/^'LT,,O,I <-^l^'LT,,,o,r

By (13.275)-(13.278), we deduce that

(13.279) ||(^,T,4-^,T,4)||^:T^o ^ -(--^
From (13.273), (13.279), we find that for T large enough, if ^eV, \'k\ ̂  T^8,

(A,-^T,4)~1 ^ists and is such that (13.270) holds.
The proof of Proposition 13.35 is completed. D
In the sequel, we take Tg ^ 1 large enough so that Theorems 13.27, 13.28,

13.30, 13.31, 13.32, Propositions 13.33, 13 .34 and 13.35 are simultaneously verified
for T ̂  To.

If.?eK^,set

(13.280) s^=ps, s±=p±s.

If ^ e U, the equation

(13.281) s^^-^^Y^s'

is equivalent to

(^-^T 1)^I-^T251=5'I I/'11')Q1\ v U . I , ] . / U , l , 2
(13.282) J | , ^ _ w -i^-^

-^u.T.S5 ^V" ' •^u.T^^'3 —" •

By Proposition 13.33, we already know that for T ̂  Tg, X,eU

(13.283) l ^ k T . y o . o ^ — — O + I ^ D ' I ^ L T . ^ o .

Definition 13.36. - I fT^ To, ^eU, let §^ (X) be the operator

(13.284) ^TW^-^T.l-^.T^-^.T^)"1 ^,T,3.
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Proposition 13.37. - There exists C > 0 such that if M(=]O, I], T ̂  To, .VoeY,
^eU, ^ACT

I I ̂ -1 (^\ 11°.o <- r1

(13.285) IKr^lkT^C
||^WU:;o^C(l+|^|)2.

Proo/: - Equation (13.285) follows from Theorem 13.28 and from (13.282). D

Proposition 13.38. - There exists C > 0 such that for any ue]0, I], T ̂  To,
YoeY^eV, ̂ ^T118, then

(13.286) II^^W^T^^-^T^)-1!^0^ ^ -^(1+I^D4.

Proq/: - By Theorem 13.27, o^,T,2 is a uniformly bounded operator from K^
into K^1. From Propositions 13.35 and 13.37, we find that

(13.287) II^^W^.T^^-^.T.J- ' l l .^^o^CO+IXl)4 .

Then (13.286) follows from (13.143), (13.287). D
We now obtain an essential result on three matrix components of the operator

p (CP^^V\
"M^U.T ! '

Theorem 13.39. - There exists C > 0 such that for any ue]0, I], T ̂  To, Yo^.
then

IÎ ^^T:̂ —-

(13.288) Ib^^Pll^o < ——.

II., ft /y3,yo\,,l||0,0 ^ C
ll^^u^u.T -'•? llu.T.yo^'"^-

Pnw/. - The first two lines in (13.288) follow from (13.47), (13.241) and (13.283).
We rewrite (13.241) in the form

(13.289) F^(^o)=1 f ^(^(X-^°)-1^
2ni Jrnft;Hi|<T1/8}

+ 1 f V^W-^r^dk.
27I< Jrn{»,; |X|?T1 /8}
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Using (13.47), (13.282), (13.284), (13.286), we find that

1 F F^)(^-^o)-1^1(13.290) P .
2 Tti Jrn()i;|ll|«T1/8}

Also by (13.47) and (13.197), we see that

1 0,0
F»(W-^3-^)-1^(13.291)

2ni ^ r n { X ; \\\ ? T1/8} ", T, yo

0,0

", T, yo

c^'
C

^

Using (13.142), (13.289)-(13.291), we get the last inequality in (13.288). D
We now use the notation of Theorem 13.22. Observe that E is an unbounded

invertible operator from K'y'^'1> ~ into itself
Definition 13.40. - For u > 0, yo^Y, let E^° be the operator from Fyp into itself

(13.292) S^=vrl(A„-B„E-lD„-C„I„-lG„)v|/.

In view of Theorem 13.22, one easily verifies that E^o is a second order elliptic
differential operator.

To study the last matrix component of the operator F,, (,S?3'^0), we now establish
an important result.

Theorem 13.41. - There exists ae]0, 1/8], C > 0 such that if ue]0, I], T ̂  To,
XeU, |?i|^T°1, then

(13.293) ^u,T,l+^u,T,2(^-^u,T,4)-l^,T,3-^Y^3^0Vk-l^|Ll:T:ylo<
C

yl/4

Proof. — In view of the properties of the function ZpeNg -^exp^lZol2^),
using Theorem 13.22 and by proceeding as in Theorem 13.27, we find that

(13.294) C| <y — A I I 1 . ~ l <
I •i 11, T, 1 •'••ullu.T.yo ^ ^'

By Theorem 13.27 and by Proposition 13.35, we know that for T $s To, ^.eU,
| \ | ̂ T178, then

(13.295)
IIO-^T^r^u.T.all^o.o^CO+l^l)2,

| |^«,T,2^-^u,T,4) - l | | - l ' - l^C(l+|X|)2.

Let .Sf3'^0 be the operator considered in equation (13.145). As we saw in the
proof of Theorem 13.27, the (2, 2) matrix of the operator ^73'^0 with respect to the
splitting K^=K;Q° ® K^0-1 is diagonal. If^%=jS?3^0-^3'^', only ̂ \ contributes
to^T,2and^T,3
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We can expand ^u,j,j according to its partial degree in the differentiation
operators V^ (1 < i ̂  ll'\ i. e.

2

(13.296) ^,= ̂  ̂ ,,
p=o

Also by (13.112), each S'^^j has an asymptotic expansion as T -> + oo of the type

(13.297) ^,TJ= Z ^T"2.
k <4

By (13.87), (13.177), (13.185) ify=2, 3

^•^,=0 if p=2, k^O;
(13.298)

=0 if p=l, k>0.

From (13.295), (13.298), we deduce that i f ^eU, | ^ | ^ T118

(13.299) \\^.T,2 (^-^T^)"1 ^.T.all^T^oM, 1, 3 ||M, l ,yo

^————ll^-^^.^-^.T.sll^^^-^d+l^l)2,

[[ (y0 (^ _ <y \-1 ccl [ |1 , -1
II^M.T^V7" ^•y.T^/ ^u.T.sll^T^o

P P'<^ __ I I <y0 (\ — <y \~1 ll"1 ' -1 < —— (\ A- I \ \\1
^—^ 11°"",T,2 I71 ^u^,^) ||«,T,yo ^ — — ^ ^ 1 1 | A - | ^ '

||^,T,2 C^~^u,T,4) ^u,T,3 \\u^T,yo ̂  C [| (^ — =S?^ ̂  4) -S?M,T,3||

< _ ^ _ | | n — y f1 ^ ||1,1 < ^ n 4.1^ \\2
^ — ^ 1 1 ^ ^u,T,4) ^u,T,3| | ^ — — ^ U ^ I ^ P .

|| (y0 n _ < y \ - i < y ? i ||i.-1 <^ C'\\ <y0 (\ — <y \~111°' -1
|| atu,J[, 2 V" ^u^^^ "^u^, 3 ||u,T,yo - ll M'T.2 v M'T.4/ l|y,T,yo

F r
^ - I I <y0 (\ — (? \-1||1,-1 ^ _^_ /1 i_ I 1 |\2
^ — — ^ I I ^ T ^ ^ «^u,T,4) l |u,T,yo ^ " ^ ^ ' I - P •

By (13.270), (13.294), (13.299) and the properties of the function ZoeN^
->exp(—\Zo\2/T), we see that to prove (13.293), we only need to show that if
ae]0, 1/8] is small enough, i f ^ e U . I ^ I ^ T " , then

II 2 2

(13.300) ^ ̂ T^-^^)'1 Z ^T^72

I I k=0 . k ' = 0

+B,E-1D,+C,I;1GJ^ 1 ^ c
yl/4

u, T, yo
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a) The terms with k=2, k'=2.
By Theorem 13.22, we find that

</?0,2^;p
(13.301) uf2 ^

(y0,2_^
^u, 3 — ^M?

and so

(13.302) T^^^-^^J-^^^T^.P^^-^^J^P^G,.

We now write J^ y 4 as a (2, 2) matrix acting as an unbounded operator on
K^'^K^0'1'- ®K^'°. Using the notation of (13.111), we get

(13.303) ^.T^P^ ¥ufT}
L My, T ^ T J

Then if s = s ' ^ ' + s~, s ' = s ' + + s ' ~, the equation

(13.304) (^-^,T,4)^'

is equivalent to

(X-E^'-F,,^^-,(13.305)
-H^^'+^-L.T)^-^^

If ^eU, the operator ^-I^T ls invertible. More precisely using Theorem 13.27
and proceeding as in the proof of (12.76) or of Theorem 13.28, we get

(13.306) ll^-I.^-^I^^^Cd+l^)2 .

Moreover the principal symbol of the operator JS?^° is scalar, and the operator V2

preserves the splitting E,̂  = ̂  ® ̂ . By proceeding as in the proof of Theorem 13.27,
we deduce that

(13.307) llH^r'^C.

Assume that s" =0. Then if^ eK^ has compact support, we find from (13.305)
that

(13.308) ^^-^Tr'C^+H^").

From (13.270), (13.306)-(13.308), we see that if?ieU, |?i| ^ T^8, then

(13.309) |(X-I,,)-1 H,,.- |̂ ,o < ̂  |(^-I,T)-1 H,,^- L,^,
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^(I+I^I.-LT.O.O

^(^N)2^-^,^)-1^,^,!

^^(l+l^l)41^LT,.o.-l<^(l+l^|)4|.'+LT,.o,0.

From (13.308), (13.309), we deduce that i f ^ e U , | X | ^ T1/8

(13.310) ll^'^-^T.^^P^-^-I.^-^l^.o^^d+IXl)4.

Also using formula (13.115) for ̂ j = G,,, by proceeding as in Proposition 11.24
and in (13.174) and also by using again the fact that exp (-|Zo|2/2)eS(N^t ), we
find that if-yeKyp has compact support, then

(13.311) |^°:3^LT,.o,0^^|^LT,,o.O.

Using formula (13.115) for ^:j=C^ and (13.310), (13.311), we find that if 5leU,
|5l|^T1/8

(13.312) T2!^^^-^,,,,)^-^-!^)-!)^,^^-^^

^T2!!^^^-^^,)-!-^-!^)-!)^^^^^

^(^M)4-

Also

(13.313) ^-L.^^-^-T^J-^^-^^-^I^-r-T^^^-T2^)-1.

Using formula (13.115) for ^j=G^ and the fact that for any weN,
|Zo|'"exp(-|Zo|2/2) is square integrable in Ng^, by formula (13.87) for ^^°
and proceeding as in the proof of Theorem 13.27, we find that if ^ e U, [ 'k \ s$ T^8"

C13 314t \\n — T 2 T ' > ^ — T 2 T ^ - l < y O , 2 | | l , - l -/ /-i u
(l3.Slt) H^u.T 1 ^X/- 1 ly) •^u,3 ||u,T,yo ^ C_3^.

From (13.306), (13.311), (13.313), (13.314), i f^eU, |?i| ^ T1/8, we get

(13.315) T21| ̂ i ((X-I» ,,)-1 -(X-T2 IJ-1) ̂ °;3211^^



COMPLEX IMMERSIONS AND QUILLEN METRICS

^^H^-L,,)-1 (I^-T^J^-T2^)-1 ^0•32||»1,TO

M

CT2
•0,2 | |1,0
M, 3 ||u,T.yo

^CTll^-I^^-^L.T-T^JO-T2^)-1^2!!^,

^C(1+|X|)2 M
'•pl/2'

Also

(13.316) (^-T2!,,)-^ I"^- =^(X-T2IJ-1 ^"y.

From (13.306), (13.316), we find that i f^eU, |X | ^ T 1 ' 8

L-1 1, -1

">T,yo

'0

T2 ^iK^-T2^)-^(13.317) ^u 1 <y0,2
^2- I-2-"-3' ",3

( T -1 \ 0,0 p | 1, | 2 p 2

^T2 ^°'i (X-T2^)-^1-)^^2 ^-1-PL^——.
1 / u.T.yo 1 *

Using (13.301), (13.312), (13.315), (13.317), we find that if XeU, I ^^T^ 8

^^W-(13.318) ||T2^0•i(?l-^,T,4)-l^«o:32+C«I«-lGJ|„l,•-^:^^^(l+l^|)4•

&) T/ie ^rw5' w^A k=2, k' <2 or k <2, k'=2.

Consider again the system (13.304), (13.305). We then find

(13.319) s^^-l^r'^+H^s-),

(X-E„,T-F„,T(X-I„,T)- lH„,T)^-=^-+F„.T^-Iu,T) -^'+•

By (13.307) and its analogue for Fy y, we know that

(13.320) HH^Tir ' -^Cil lF^Tr-^C^ 1 .
u

From (13.270), (13.306), (13.319), (13.320), we get for \eV, |^| ̂  T 1 ' 3

(13.321) |^LT,yo,0<^l^ |u ,T, ,o , l
T

.CM^-^-(l+W^^^.^H^s-^,.^
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-̂ r^i /1 i I ̂  l\2 / ^ I /+ I i ^ I — I \^C(l+|?. |)2 ^ l^^^^o+. l^ |»,T.yo,o h.T2 T'

\s \u,T,yo,0 ̂  ~l—\s |u,T,yo,l

^————(l+ |^ | ) 2 ( |^ ' -LT, .o . - l+ |F" ,T^-I . ,T) - l ^ ' + LT,yo , - l )

^C(l+|^|)2^|.'-|„,,,^o+^|0-I»,T)- l^+LT,.o,o)

^co+l^D^^'-L-r^o+d+lxi)2^!.'^^,^^^

By (13.321), we deduce that if ^eU, | X | ^ T^8

(13.322)
^+LT,.o,o^C(l+|^|)6^|.'+|„,^o+^|.'-|„,,„„oJ

s- LT,.O,O ^ C(l +|^|)4 ̂  l.^ |^,o+ ^1.'- |^,^o).

Using (13.87), (13.91), the fact that ..S^2^^^2 P^ and obvious properties of
the function exp (-1 Zy j2^), we deduce from the first inequality in (13.322) that

(13.323) T^-i^-^T^)"1 Z ^o:3t'Tt'/2)-1 ^ ^^'1
k'=0

0,0 ^
^—(l-^l)6.

u,T,yo V1

Similarly since J^'^P^ ̂ ;^ we deduce from the second inequality in (13.322)
that

(13.324)
0,0 CE a?o, k T^k/l (^ _ a? \ - lT -<y?o ,2 ^ _^_ /i i | ̂  \\6

^14,2 1 V^ ^14,^4^ 1< : :2-M,3 ^ — — — ~ , — — ( L l \ ^ \ ) '

^k=0

From (13.323), (13.324), we find that the terms with k=2, k' < 2 or k < 2, ^=2 are
harmless for the estimate (13.300).

c) The terms with k= 1, ^=1.

Using (13.115), (13.322), we find that in TjS?;^ C^-^T^)"1 ̂ :31, the only
relevant term to be considered is given by

(13.325) T^;21P^^±(^-^u,T,4)-l^lP^^:31

^B^-^a-^^rvp^D,
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Now by (13.319), we find that

(13.326) P^^-^T.J-^P^a-E^-F^-L.T)-1^)-1.

Set

(13.327) J„T(^=^-E„,T)-lF„,Ta-I.,T)-lH,,T.

From (13.326), we obtain

(13.328) P^la-^,T,4)-l^PS-=(l-J,,T(^))-l^-E,,T)-l.

By the analogue of Proposition 13.35 for E^ (with practically the same proof), we
know that if X e U, | X | < T178, then

(13.329) ii^-E.^r^^ca+M)2.
Using (13.306), (13.320), (13.329), we find that if XeU, | ̂  \ ̂  T178, then

(13.330) |J»,T(^-LT,.O.O^——|J«,T(^-LT^,I

^——(l+l^lF^-l.T)-1^,^-!,^,.!

^(l+\\\)2\^-l^)-lH^s-\^^

^JO+IX^IH.^-LT.^-I^JO+I^D'I^LT^O.O.

From (13.330), we deduce that for T ̂  1 large enough, if XeU, | 'k\ ̂  T^8

(13.331) ||(l-J,^^))-i-l||^o^^__

In view of (13.328)-(13.331), we find that if ^.eU, | X | ̂  T^8

(13.332) TllB^P^^^-^T.^^^P^-a-E^^-^DjI^-:^

^^W-J^Wr1-!)^-^)-^^:^

^CTHB^O-J^T^-'-^^-E^^^DJI^0^
_ r^

<C / T l l ^ — F ^ -1110 '0 < I I n — F \-i | |-i , i
^^V 1 ! ! ^ ^T) IkT.yo ̂  — — ^ 1 1 ^ ^T) lkT,yo
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^—(i+|x|)2.

Also

(13.333) (X-E^r'-^-TEr^-E^r^T-TEK^-TE)-1.

Using (13.115), (13.329) we find that i f ^ e U , | X | ^ T 1 ' 8

(13.334) T||B„(^-E«,T)-1(E»,T-TE)(?L-TE)-1DJ|1•-1

^CTll^-E.^r^E.^-TEKX-TE^D.JI1-0

^cyro+l^lKE^-TEKX-TE^D.Jl1--1.

Let Lyp, L^ be the sets of smooth sections of (A (Tg Y) (§) A (N*) (§) y^,
(A (T^ Y) (§) A (N*) ® ̂ ^yo over Ng^. For peR, we also introduce the corresponding
Sobolev spaces L 4 , L—^. We equip L° with its standard L^ Hermitian product. Let
' | be the corresponding norm. Let Ly'° be the finite dimensional subvector space of

-.° A nr* Vt ̂  f^vn Cfl — I 7 IZ/rtl^n .anrl Ipt T '. °' ± ' - ho itc r>rth^(T^nQl inL^'0, A(T^Y)(^{exp(e^-|Zo|2/2)}®Tl, and let L;,0'1-- be its orthogonal in
L^°. Then if T ̂  1, KeV, |X| < T 1 ' 8 , (^-TE)-1 acts on L^0'1- -. If ||(?i-TE)-11|
denotes the norm of (^—TE)"1 with respect to the norm | [ on i ' y ' 0 ' 1 ' ~, then

i-iyQ i l'•\'•Vi 1 ) 'Cy ^"F'. yo I 0| / — / ) '"• ' !» <l11^* lwl- ^o uimuguucii j
L^°. Then if T^ 1, ?ieU, [^[^T 1 7 8 , (?i-TE)-1 acts onL^0'1--. If ||(?i-TE)-1

(13.335) II^-TE)-1!!^^.

By fixing for the moment uP^Z, using (13.114), (13.115), it is clear that the
operator Dy maps L^0 into functions in L which exhibit polynomial decay at infinity
together with their derivatives. Also for any A:eN, E^X-TE^^-TE)"^. If
oeL^0, E^D^oeL^, and so E^-TE^D^oeL^. By a simple property of the
harmonic oscillator, we thus deduce that if aeLy^0, (^—TE)"1 DyO is smooth and
decays polynomially at infinity together with its derivatives. From (13.335), we find
that if P is any differential operator with polynomial coefficients on N|( y^ then if
XeUj^T178

(13.336) IP^-TE^D.al^^la l .

Using (13.336), taking the obvious Taylor expansion of the operator Ey y—TE
as T ̂  + oo and by proceeding as in Theorem 13.27, we find that if ^ e U, | ^ | ̂  T^8

(13.337) IKE.^-T^^-TE)-^,!^^ ^ J.
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Using (13.333)-(13.337), we find that i f X e U , ) ^ ) ^ T 1 ' 8

(13.338) TUB^^-E^^-'-^-T^-^DJI^^-^O+I^I)2.

Finally

(13.339) T^-TE^+E-^E-^-TE)-1.

Using (13.335), (13.336), (13.339), we find that i f ? i eU , |X |^ T^8

C(13.340) KTO-TE^+E-1)^!!,^ ^
^'

By (13.332), (13.338), (13.340), we find that if ae]0, 1/8] is small enough, XeU,
[^I^T^then

(13.341) llTB^P^-^^-^^J-^^P^-D^+B^E^DjI^^o^-^-"pl/4

d) The terms with k < 1 or k' < 1.

In view of (13.322), we find these terms are harmless.
By (13.318), (13.323), (13.324), (13.341), we obtain (13.300). The proof of

Theorem 13.41 is completed. D
Recall that F is the contour in C defined in (13.240). Before we proceed, let us

just say one can easily show that the operator E^° verifies estimates which are very
similar to the estimates (13.144). We may assume that, in Theorem 13.28, 5 > 0 is
small enough, and A > 0 is large enough, so that if ^eU, the resolvent (^-E^o)"1 is
well defined, and also

(13.342) l^vK^-E^)-1 vr^K.o ̂  c'
ll^vKX-E^-i^-^H^^^co+l^l)2,

F^(E^)=1 f F,,(W-E^o)-^.
2ni Jr

Also F^(E^o) has a smooth kernel F«(E^o)(U, U') (U, U'e^gY)^) with respect to
the volume ̂ (U')^)'1""^

We now prove the following essential result.
Theorem 13.42. - There exists C > 0 such that ifue]0, I], T ̂  T() then

(13.343) ||F»(<^o)-^v|/F„(E^)v|/-^||^^ ̂  ̂ .
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Proof. — In view of Theorem 13.39, we only need to show that

(13.344) \\P^(^°)P-P^(S^ r^H^o ̂  ̂

By (13.241), (13.282), (13.284), (13.285), we know that

(13.345) pf^y)p= J- f F»0) §^\ Wdk.
2ni Jr

Now if ^ e r

(13.346) S^W-p^^-•Syr^-lp

^W^T.i+^u.T^-^T^r1^..,-^
-p^E^^-1?)?^^-^)-^-^.

We take ae]0, 1/8] as in Theorem 13.41. Using Proposition 13.10 and also (13.285),
(13.293), (13.342), (13.346), we get

(13.347) -L f F«(WJ:W
/•nl Jrnft; |il| SST"1}-Tnft; |il| ^T"1}

0,0 C-pvK^-s^)-1^-1^)^ <
-pl/4

l",T,yo

On the other hand, by Proposition 13.10, by (13.285), (13.342), we find that for
any ^eN

1 ft n^ ^P-I (\\^\
2

A u V^ w u, T V^ t</v'
71 ; Jrn{3l; |)l| ^T"}

.1- f F,(^v|/(?i-2
27rz Jrn^l^l^T0 1}

0,0 ^

< -a,T«
",T,yo 1

^)-l^-lpdk

(13.348)

l l ^ - ' 1 1 JrotiiiliilSiT1 '}

From (13.344)-(13.348), we get (13.343). D

|o,o
^^

p) Identification of the operator E^°.

If UeB^(0, s), we identify (TY)u, r|u with (TY)^, r|̂  by parallel transport
along the geodesic in Y, te[0, l}->tV, with respect to the connections V^, V11.
Therefore if U e Bj^ (0, e), (A (T^0-1) Y) ® r|)u is identified with (A (T*'0- ̂  Y) ® T))^.
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Using the previous trivialization, we find that the operator (u D^2 now acts on smooth
sections of (A (T*^'1) Y) (x) T^ over B^ (0, s).

Let Gy be the linear map

(13.349) he^-.G^hef^ G^OJ)-/^), Ue(T^Y)^
\ u )

Let S^0 be the operator acting on smooth sections of ACP^'^Y)® T| over
B^ (0, s/u)

(13.350) ^yo = G,-1 (u D^2 G,.

As in (11.51), we find that

(13.351) E^e^CrRY^EndTO^Op.

Let ̂ yo be the operator obtained from ̂ yo by replacing the Clifford variables
c(^)(l ^ i ^ l l ' } by ^ / l ^ / u ) A - (u/^/2)i^. Then E^0 is a differential operator
acting on smooth sections of (A (T^ Y) (x) T|)^ over B^ (0, s/u). Of course S^° also
acts on smooth sections of (A (T^ Y) (X) T|)^ over B^J (0, s/u).

Theorem 13.43. — Over B^J(0, s/2u) we have the identity of differential operators

(13.352) 2;^o=E^o.

Proof. - Clearly, we only need to prove (13.352) for u= 1. In the identities which
follow, the Clifford variables c(^) (1 ^ i ^ 2 l ' ) are replaced by / I e 1 A -^.//2.

As pointed out in Remark 13.13, the trivialization of A (T*^' ̂ X) (8) E, considered
in Section 8 g) is compatible with the trivialization of A (T*^'1) X) (8) £, of Section 13 e).

By the methods used in the proof of Theorem 8.18, we find that as T -»+ oo,
the operator G^\(DX+rTV)G^ y has a Taylor expansion

(13.353) Gr/T^+T^G^- E ^i^T^2.
f c ^ 2

Using Theorem 8.18, and also equations (8.65), (8.71), we obtain the first coefficients
in (13.353)

(13.354) G^,lT(DX+TV)G^T=TV+(PTYZ)+^T(DN+V^NzV(PTYZ))

+DH+M+j^N,^N,V(PTYZ)-di^c(VpTv,)+o[——\
v ^v /

By squaring (13.354), we thus obtain the expansion of the operator
GI-/T (D^TV)2 Gi,T as T ̂  + oo.
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By (13.75), (13.76), for I P ^ Z J ^ E / ^ \P^Z\^e^/T/2, the operators
GI'/T^+TV)^!,,- and .S?̂ ° coincide. If Ze(TnX)^, (P^Zl^e/2 , we thus
find that the asymptotic expansion (13.112) of -S^y is simply obtained by
squaring (13.354).

Let 6 be the operator

(13.355) D=D"+M+ -^N^ ̂ ^(P^Z)- ^^-c^^).

Using (13.354), (13.355), we find that in the asymptotic expansion as T -+ + oo of the
operator G^\ (D^TV)2 G^

• The coefficient ofT2 is (V+)2 (P^Z).
• The coefficient of T312 is the supercommutator

[V+ (P^ Z), D14 + ̂ Nz V (P^ Z)].

• The coefficient of T is given by

(D^ + ̂ Nz V (P^ Z))2 + [V4^ (P^ Z), 6].

• The coefficient of /T is the sum of

[D^^NzV^Z^D]

and of the supercommutator of V^ (P^Z) with a differential operator of order one.
• The constant coefficient is the sum of (D)2, of a supercommutator with

V"^ (P^Z) and of a supercommutator with D^^N^ V (P^ Z).
Let D^" be the restriction of D^ to smooth sections of (A^^'^X) <S>i,~)yo-

Using the previous considerations. Theorem 7.4, (7.23), and comparing with
Theorem 13.22, we easily deduce that

A^pWp,
BI =p[D^' - +^Nz V- (P^ Z), D]P^p1,

Ci^lV^P^Z),^]?^,

(13.356) Dl=/?lP^[DN•-+^NzV-(PTYZ), D}p,

E=plP§- (D^- - +v^Nz V- (P^Z))2 P^^,

G^P^CV^P^Z),^]?,

L^V^P^Z))2.
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Using Theorem 7.4, (7.23), Proposition 8.13 and (13.356), we get

BI =p D (^ - + v — 1 c (J PN Z)\ P^ ̂ ,

Cl=p6v+(PTYz)PS+ ,

(13.357) Dl=p lpS-fDN•-+ ̂ ^-('(JP1^)^,
\ -^/ /

E=p1 P^~ (D^ - + v—1- c (JP^Y P^~ p1,

Gl=P^V+(PT YZ)D/?.

From (13.356), (13.357), we find that

(13.358) A,-B,E-lD,-C,l,lG,=p(D)2p-pDplP^Dp-pDP^Dp.

Now

(13.359) pl=plP^~+P^.

From (13.358), (13.359), we get

(13.360) Ai-BiE^Di-CiI^Gi^D/?)2 .

Since c(VpTYz) is the sum of two operators, one which increases the total degree
in A (N*) (§) A (N*) by one, and the other which decreases the total degree by one,
since exp (6^) is of total degree zero, then, as in (8.46), we get

(13.361) ^(vpTYz);?=0.

Using Theorem 8.21, and (13.361) we find that

(13.362) vlT^D/^D^

From (13.360), (13.362), we find that

(13.363) S^D^2,

which is exactly the identity (13.352) for u= 1. Our Theorem is proved. D
Remark 13.44. — Needless to say, Theorem 13.43 can also be obtained by

completely calculating the operator 3^° and by comparing with Lichnerowicz's formula
for (D^2. In Section 14 d), we will make this calculation in the very degenerate case
where u is equal to zero.
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Let now F,(E^)(U, U7), F,(i;^°)(U, U7) (U, U'e^Y^) be the smooth
kernels of the operators Fy(S^°), F^S;^0) calculated with respect to the volume
element dv^{V)l{ln)^.

Theorem 13.45. — For any ue]0, I], the following identity holds

(13.364) F,(3^)(0, 0)=F,(5:^yo)(0, 0).

Proof. — By Theorem 13.43, the operators S^° and S^0 coincide on
B^J(0, s/2u). As we saw in Section 13e), ae]0, s/2]. Using the analogue of formula
(13.32) and finite propagation speed. Theorem 13.45 follows. D

q) Proof of Theorem 13.6.

For T ̂  To, (13.37) immediately follows from Proposition 13.17 and
Theorem 13.32.

Using Theorem 13.32, Theorem 13.42, and by proceeding as in Section lip),
we find there exists C > 0, 8'e]0, 1/2] such that if ^e]0, I], T ̂  To, ZoeN^^,
|Zo|^£^/T/8^

(13.365) | f 1 ) ' 1 1 ^ F,(J^)(Zo, Zo)
,2n/

^r>(—\r7 l2^ / 1 N^"^ (^

-^J^01^) ^(5^)(0,0),^.

Using (13.364), (13.365), we find that if | Zo | ̂  £^1/8 u
| / i \dimX

(13.366) | ( — \ F» (J^0) (Zo, Zo)

-"•'^(^P.^-XO.O).^-

Let F^yD^2) (y, y ' ) ( y , y eY) be the smooth kernel of the operator F^^uD^)2)
with respect to the volume element dv^ (j'')̂ !!)'1"'̂ . By the analogue of Proposition
11.21, we know that

(13.367) Tr, [F» ((u D^2) (y^, y^)} = (- O^ Tr [[?„ (E^3-yo) (0, 0)]-°"].

Using (13.48), (13.367), we get

(13.368) Tr, [F,, (u D^ (^o, ^o)] = (- Od"nY Tr [[?„ (S^yo) (0, O)]-""].
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From Proposition 8.4 and from (13.368), we find that
[~M p v n ^ — 1 ' 7 |2\ / 1 \dimY -|

(13.369) T r I ""^J 0 1 ) (J-) [F^^XO, Or-J
1— •" \ ̂  TC / _J

-^dimY exp(-|Zo|2) dimN / 1 Y^
- 0) ———^dimN ——2—— [^ ) T^ P" (" D ) ̂  yo)}-

We now use Proposition 13.17, (13.366)-(13.369), and we obtain for T $s To,
|Zo|^e^T/8M

(13.370)
/ \2dimN r /(^) ^"4kd imX1 \dimX / \ 2 d i m N r / ^ ^

^l (^l TrjNHFj.D^Iv

^ "^^ ^ ^o^l^f^o^[v^^n^^))}' [ ^ )
exp(-|Zp|2) dimN / 1 Y^ - _ , _ ^ ,

~ n— -T [m) ^^("^(^'^(^o^o)] ^
c_

T87

Recall that k" (0) = 1. Therefore if | Zy \ ̂  e /T/8 u

(13.371) ^ ( u Z ^ \ ^ ^c'"^!-.v^y v^
From (13.37), (13.370), (13.371), we obtain (13.38) for T ̂  To.

We have thus established Theorem 13.6 when T ̂  To.
On the other hand by local index theory, Tr, [F,. (« D^] = Tr, [Fy ((« D^2)] remains

uniformly bounded for ue]0, 1]. So to prove Theorem 13.6, we only need to establish
the estimate (13.37) in the range 1 ̂  T <$ To. However this estimate easily follows
from the techniques used in Section 12g). We have thus established Theorem 13.6 in
full generality.

The proof of Theorem 6.8 is finally completed.
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XIV - A NEW DERIVATION OF THE ASYMPTOTICS
OF THE ANALYTIC TORSION FORMS

OF A SHORT EXACT SEQUENCE

a) Assumptions and notation.
b) The operator J^ as a (2, 2) matrix.
c) The asymptotics of Tr, [E exp (- ̂ 2)].
d) A formula for the operator 5.
e) A new proof of equation (5.18).

To conclude this paper on a lighter note, we here give a new derivation of
the second half of Theorem 5.9, which concerns the asymptotics of the forms
<D Tr, [exp (- ̂ )] and 0 Tr, [NH exp (- ̂ )] as u -> -r- oo.

This result was first obtained in [B3, Theorem 7.7] by an explicit evaluation of
the considered forms. We here obtain the asymptotics of these forms by using the
techniques of Section 13. The identification of the limit of these forms as ^->+oo
relies on a remarkable algebraic identity, which is proved in Theorem 14.12.

This Section is organized as follows. In a), we introduce our main assumptions
and notation. We then construct from the operator Q^° considered in Theorem 5.6
an operator Jif^P, which we write in b) as a (2, 2) matrix. In c), if E is any matrix, we
calculate the asymptotics of TrJE exp (- ̂ 2)] as T^+oo, by means of a limit
operator 5, which we identify in d). Finally in e), we give a slightly weaker version of
[B3, Theorem 7.7].

An initial version of this Section was written using the operator (g^o instead of
Q^0, which led to slightly more complicate calculations.

a) Assumptions and notation

We make the same assumptions and we use the same notation as in Section 5. In
particular

(14.1) o ^ L - ^ M ^ N - > 0

denotes an exact sequence of holomorphic vector bundles on a complex manifold B,
g^ is a Hermitian metric on M, and ^L, g^ are the induced metrics on L, N.

Definition 14.1. - If^eB, let Ky^ (resp. K^) be the set of smooth (resp. square
integrable) sections of A (T^ B) (§) A (N*) ® A (N*) over the fibre MR^.

We equip K^ with the Hermitian product
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(14.2) k, k-eK^(k, k'^ f 0 k'^Z) -^.
JMR,yg (2 IT)

For any u > 0, the operator ^ ' y o defined in Theorem 5.6 acts on IL .

Definition 14.2. - For T > 0, let FT be the linear map heK -> F^heK , with

pN^
(14.3) F^h(Z)-=h^PLZ+ ^r

Let A1-, A"^, A14 be the Euclidean Laplacians on the fibres of L, M, N. Then

(14.4) A^A^A^

Recall that R^ is the natural action of R'4 on A (N*). Similarly, E^A2 P^ is a
2-form on B with values in skew-adjoint endomorphisms ofN. Let P'^A2?^ be the
natural action ofP'^A2?1^ on A(N*).

Then R^and P1" A2 P^ act naturally on A (T^ B) ^) A (N*) (§) A (N*).
Let e^, . . ., e-n be an orthonormal base of L^yy and let e^i+^, . . ., e^m be an

orthonormal base of N). .,-„^* y\)

Theorem 14.3. - For T > 0, let ^^ be the operator

(14.5) J^Fr^FT1.

Then, the/allowing identity holds

( A1^ IP '^Zl 2 \ 1(14.6) . y = T ( - — + - L — — ^ + S l - - A 1 -
\ 2 2 ) 1

1 1 2l

- .V(pLRM+pLRMpN_pLA2pL)(pLz+(pNz/^+pNRMpNz+ ——_ ^ C (A 6,.) Vg,

- v2 1

-1 (R M -P L A 2 P L +P L R M P N -P N R M P L ) fp L Z+ P N Z ^ 2

8 V ^ )

+-^c(APL(RM+RMPN-PLA2PL)(pLZ+pt^\\

+ R N + p N ^ 2 p N + .TrOT- -Tr[PNA2PN].
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Proof. - From identity (5.12), we find that

(14.7) ^2=-^{A M + 1 ^[ (R M -P L A 2 P L +P L R M P N -P N R M P L )Z | 2

2 i 4 '2 [ 4-
21
V /• / A \ \7 i 1-7

+ ^ E^^f^+^RM+pLRMpN.pNRMpL.pL^pL^
^ 1

~V2 Z^A^Ve.- -^c(APL(RM+RMPN-PLA2PL)Z)}
y2 J

I p N y 2 ^^ -i
+T2j_t_^__+^s^^N+l^^M]

2 2 L J

Then A is a 1-form on B taking values in skew-adjoint endomorphisms of M which
exchange L and N. Therefore

21

(14.8) ^(Ae..))^ Z <A^,>c(<?,)<A^>c(^)
1 1 ^ i ^ 2 l

21+1 ^ j , k ^ 2 m

=- ' ^ <A^., A^>C(^.)C(^)
21+1 ^ j , k ^ 2 m

E (P^^^^^^^c^c^).
2 J + 1 ̂ j,k^2m

Now one easily verifies that

+^Tr[PNA2PN] .

Then (14.6) follows from (14.7)-(14.9). D

b) The operator ^^ as a (2, 2) matrix

Definition 14.4. - If^E. let F^ (resp. F^) be the set of smooth (resp. square
integrable) sections of (A(T^ B)y^ over the fibre LR^.

We equip F^ with the Hermitian product

(14.10) /^eF^a/^f <f.ff>W-^^.
^^yo {<2K)
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Let Qy^ be the Kahler form of the fibre NR y^.
Definition 14.5. — Let (p be the linear map

^-'p^6^)®^).
Let \|/ be the linear map

(14.11) /eF,o^/exp^--lp^zi2^K^.

Let q be the orthogonal projection operator from A (N*) (§) A (N*) on the image
of (p.

Let Ky'° be the image of \(/ in K^. By Theorem 7.4, one verifies that v|/ is an
isometry from F^ into Ky^0.

Let K^051 be the orthogonal space to Ky^ in K^. Let p , p1 be the orthogonal
projection operators from K° on Ky\° Ky' °' -L respectively.

Set

(14.12)
^=p^, ^°,=^^^

^^ =p1 ̂  p, ^% =^ ̂ p\

Then we can write JS?^0 as a matrix with respect to the splitting
-v,o /r\ y,o,i

yo "^yo ^^yoKO _ y^, 0 /T\ y, 0, ±
vn ~ "-vn W ^vn

J^0 ^Mri413) ^yo=\ T'1 T'2(14.1^ ^
L^T.S •^T^-'

By (14.6), J§?^° can be written in the form
2

(14.14) JS^°= ^ ^T^2.
fc= -2

Therefore, for 7= 1, . . ., 4, the operators ^^°. have a similar decomposition.
Theorem 14.6. - There exist operators J5?^°, JS?^° ^cA that as T -^ + oo

yyo = ^yo + o ( ^ \0€ T,I o ^ i ' ^ l ,,_ I?

(14.15) J%=0(1),
^°3=0(1),
^%==T^°+0(^/T).



286 J.-M. BISMUT AND G. LEBEAU

Moreover, the following identities hold

(14.16)
^i = - A- - 1- VRLpLz- - 1 -1 RLPLZ|2+ 1- Tr[R1-],1 2 2 8 ' ' 2

/ A'^' IP^P \
^^V^^^T-

Proof. — By Theorem 7.4, we know that

(14.17) K;,°=Ker(^).

Moreover, using the fact that p1^1^1?1^ takes values in skew-adjoint endomorphisms
of N, we find

(14.18) J^VpNRMpNz^=0.

Also, we have the trivial identity

(14.19) P^R^A^P^P^P1-.

For 1 < i ̂  2/, c(A^) is a 1-form with values in operators which are sums of
operators increasing or decreasing the total degree in A (N*) ® A (N*) by one. Since
exp(6) is of total degree zero, we find that, if 1 ̂  i ̂  2/, pc{^e^p=Q. Therefore

21

(14.20) ^c(A^)V^=0.
i

The same argument shows that

(14.21) /?c(APL(RM+RMPN-PLA2PL)PLZ)^=0.

Also, by proceeding as in the proof of Proposition 8.4, we find that

(14.22)
p1^p=-^^Tr[R^

^^^•^
^pN^2pN^l_^[pN^2pN]

Finally, we have the trivial

(14.23) Tr [R^ == Tr [R1-] + Tr [R^.

Theorem 14.6 immediately follows from Theorem 14.3 and from (14.17)-(14.23). D
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Remark 14.7. - We can also derive Theorem 14.6 by making u=0 in
Theorem 13.22. The fact that ̂  vanishes at u=0 is directly related to the simple
asymptotics of JS?^ and ̂ 3.

c) The asymptotics of Tr, [E exp ( - ̂ 2)]

Let P^(Z, T\ P^O(Z, Z7) (Z, Z'eM^) be the smooth kernels of the operators
exp^S^0), exp(-JS?^0) with respect to the volume element A /̂W11"11 .̂

By (5.11), (5.13), we know that for any T > 0, there exist c, C > 0 such that if
Zo^N^

(1424) |Py(Zo,Zo)|<cexp(-C|Zo|2),
|Pyo(Zo,Zo)|^cexp(-C|Zo|2).

Let E be a smooth section of End (A (N*) ® A (N*)) on B.
Definition 14.8. — The generalized supertraces of E exp (— .S?^), Eexp(—JS?v)

are defined by the formulas

Tr, [E exp (- ̂ )] = f Tr, [EP^ (Zo, Zo)] (kN^ ,
(14.25) JNR (27l)

TrJEexp(-^)]= f TrJEP,(Zo, Zo)] ̂ N^.
JNR (^n)

Clearly

(14.26) Tr, [E exp (- ̂ °)] = Tr, [E exp (- ̂ °)].

Definition 14.9. — Let S^0 be the second order differential operator acting on F

(14.27) S^vl/'-1^0^.

Let Q^QJ, U')(U, U'eLny^) be the smooth kernel associated to the operator
exp^S^0), calculated with respect to the volume ^(U'̂ Ti;)'111"1'.

Definition 14.10. — Let E° be the smooth function on B

(14.28) E^cp-^E^cp.

Theorem 14.11. - There exists 5e]0, 1] such that, as T -> + oo

(14.29) Tr, [E exp (- ̂ )] = E9 Q^o (0, 0) + 0 ( - \
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and 0(1/T5) is uniform over the compact sets in B.

Proof. — By Theorem 14.6, we find that the algebraic structure of the (2, 2)
matrix of JS?^0 as T -> + oo is very similar to the corresponding structure of oS?^° in
Theorem 13.22 when ^+={0}. The analogues of the norms | |y,T,yo,o? | \u,T,yo,i^
defined in (13.141), (13.143), have to be used here, with ^={0},' TI=C, ^=b.'The
only minor difference is that the norms | |o,T,yo,o are norms on a smaller space than
K^. This is a situation we already met in Section 11 o). The proof then proceeds as
the proof of Theorem 13.6, by following the strategy indicated in Sections 13j)-13o)
and in Section 13q). Details are easy to fill and are left to the reader. D

d) A formula for the operator E

If^oG Y, U denotes the generic element of L^ .
We now prove a remarkable identity. Let e^, . . ., e^i be an orthonormal base

ofLg.

Theorem 14.12. — The following identity holds

(14.30) E = - 1 ^ (v , ,+ l <R L U,^,>Y+ l Tr[R L ] .
Z 1 \ 2 / 2

Proof. - Using (14.16), (14.30) follows. D
Remark 14.13. — As explained in [B3, Remark 3.7], the operator in the right-

hand side of (14.30) is a generalization of the Getzler operator [Ge] in local index
theory.

e) A new proof of equation (5.18)

Theorem 14.14. — There exists 5e]0, 1] such that as T -> + oo

(14.31) 0 Tr, [E exp (- ̂ 2)] = E9 Td (L, g^ + 0 ( - \

and (^(l/T8) is uniform on the compact subsets o/B.
Proof. — Using Theorem 14.12 and equation (5.17) (with N== {0}), we find that

(14.32) (^O^^d^R^.

Then (14.31) follows from Theorem 14.11 and from (14.32). D
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Remark 14.15. - Clearly l^l. Also, by Proposition 8.4, we know that
N^==dimN/2. We thus deduce from Theorem 14.14 that as T -»• + oo

(D Tr, [exp (- Q2^)} = Td (L, g1-) + 0 ( - \
(14.33) v /

OTrJNHexpC-^^'^Td^^+O^V

Using (5.15), we obtain the same asymptotics for <I> Tr, [exp (- ̂ 2)] and
0)Tr,[NHexp(-^)].
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