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HYPERGRAPH SYSTEMS
AND THEIR EXTENSIONS (*)

by D. JANSSENS (*) and G. ROZENBERG (2)

Communicated by J. BERSTEL

Abstract. - The notion of a graph is a natural generalization of the notion of a string. Using one
graph (the transition graph ofafinite automaton) one can define a language {the language of a given
automaton). This well-known idea is generalized as follows: the notion of a hypergraph is a natural
generalization of the notion of a graph. Using one hypergraph (equipped with an additional graph
structure) one can define a graph language (a set ofgraphs). Several variants of graph grammars based
on this idea are introduced in this paper together withformalism needed to investigate them and
illustrating examples. The generating power of various graph-language-generating Systems is
compared.

Résumé. — La notion de graphe est une généralisation naturelle de la notion de mot. En utilisant un
graphe {le graphe de transition d'un automate fini) on définit un langage {le langage accepté par
l'automate). Cette idée est généralisée comme suit ; la notion de hypergraphe est une généralisation
naturelle de la notion de graphe. Avec un hypergraphe (muni d'une structure de graphe supplémentaire)
on peut définir un langage (un ensemble) de graphes. Dans cet article on introduit diverses variantes des
grammaires de graphes basées sur cette idée; on donne le formalisme nécessaire pour les étudier, et on les
illustre par des exemples. La puissance générative de divers systèmes engendrant des langages de
graphes est comparée.

INTRODUCTION

As documentée e. g. in [4] and [1] (in particular in [2] and [3]) the theory of
graph grammars is a well-motivated research area. However, this theory is much
poorer than that of the classical "string" grammars. This is due not only to the
fact that the subject is intrinsically more difficult (a graph is a more complicated
structure than a string) but also to the fact that the number of people working in
this area is considerably smaller than the number of people working on string
grammars.

In the present state of the theory, new approaches to defming graph languages
are still needed (as well as in depth research of old approaches). In particular, we
do not have yet the class of graph grammars (and languages) which would
correspond to finite automata (and regular languages). What we mean by this
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164 D. JANSSENS, G. ROZENBERG

correspondance is that (1) one would like to have a very "natural" device to
generale nontrivial languages (as a fini te automaton is), and (2) one would like to
have a class of graph languages that would be as essentialfor the theory of graph
languages as the regular languages are for string languages.

In this paper we present an attempt that could provide a solution of (1) above.
Our approach is methodologically quite analogous to that of defining languages
by transition graphs (of finite automata). The notion of a graph is a natural
generalization of the notion of a string and in finite automata theory one uses one
(transition) graph to define a set of strings (its language). The notion of a
hypergraph generalizes the notion of a graph. In our approach we will use one
hypergraph (equipped with an additional graph structure) to define a set of
graphs (its language).

The aim of this paper is to introducé some basic notions and formalisms
concerning our approach, to illustrate it by examples and to compare several
classes of graph-generating Systems that we introducé. A basic notion
concerning hypergraphs is that of the intersection of its "blocks" (edges); the
génération of graphs in our system is nothing els but gluing given "elementary"
graphs (blocks equipped with graph structure) to each other in a way controlled
by the hypergraph structure. In this way the opération of gluing of graphs
becomes very central for our paper. This opération was used already before in
graph grammars (see e. g. [2] and [3] in [1]). However it seems to us that the basic
idea of the "hypergraph Systems", considered in this paper, is new.

I. PRELIMINARIES

In this section we recall some basic terminology and notation to be used in this
paper.

(1) Let X be a set. Then gP(X) dénotes the set of all subsets of X and Idx

dénotes the identity relation on X.
(2) For a function g from A into B, Im(g) dénotes the range of g.
(3 ) Let A, B, C be sets and let ƒ, g be fonctions from A into B and from B into C

respectively. Then by g o ƒ we dénote the composition of ƒ and g (first ƒ and then

g)-
(4) An unlabelled graph, in the sequel simply called "graph", is a pair

H = (V, E) where Fis afinite nonempty set, called the set ofnodes of H, and £ is a
set of multisets of two éléments from F; E is called the set of edges of H. If H is a
graph, then by VH and EH we will dénote the set ofnodes and the set of edges of H
respectively.

R.A.I.R.O. Informatique théorique/Theoretical Informaties



HYPERGRAPH SYSTEMS AND THEIR EXTENSIONS 165

(5) If H and M are graphs, then H is a subgraph of M if VH g FM and £# £ £M.
H is difull subgraph of M if H is a subgraph of M and:

£»={{*. 3>} I*. )>eKH and{x, j>}e£M}.

(6) I&tX = (Vx, Ex) be a graph and let 7be a subset of Vx. Then Xy dénotes
the full subgraph of X with node set 7

(7) Graphs X and 7 are called disjoint if Fx n F r = 0 .
(8) The âfegree of a graph X is the maximal number of edges, incident to one

node of X.
(9) Let H and M be graphs. A function h from VH into FM is called a (graph-)

homomorphism from H into M if {{h (x), A (y)} | {x, y} G EH } g £M. h is an
isomorphism from H onto M if A is bijective homomorphism from VH onto KM

and A"1 is a bijective homomorphism from VM onto VH. If there exists an
isomorphism from H into M then we say that H is isomorphic to M.

(10) A graph X is called discrete if £ x = 0 . If X is a discrete graph and 7 is a
graph, then every function from Vx into VY is a graph homomorphism from X
into 7

(11) A hyper graph is a system # = ( F, £, ƒ ) where Fis afinite nonëmpty set,
called the set oïnodes of H, E is afinite set. called the set of edges of H and ƒ is an
injective function from E into 0>{V\ such that y ƒ (e)= K; ƒ is called the edge

eeE

function of H. 1ÎH is a hypergraph, then the set of nodes of H, the set of edges of H
and the edge function of H will be denoted by VHi EH and fH respectively.

(12) Let H = (K, £,ƒ) be a hypergraph. By int H we dénote the set
{X |X#Ç) and there exist distinct edges e, e in £ such that / ( ^ ) n / ( ê ) = J }
(mr if is the set of intersections of i/).

(13) Let G be a gra.ph-generating system. Them L(G) dénotes the language
generated by the system G. Two graph-generating Systems G and G are called
equivalent if L (G) = L (G).

(14) In thefollowing, if X dénotes a class of graph-generating Systems (e. g. H
Systems, FDH Systems, etc. ), then by $£ (X) we will dénote the set of languages L
for which there exists a X system G such that L = L(G).

Gluing graphs is the very basic opération used in our paper. Formally it is
defined as follows.

DÉFINITION 1.1: Let A, B and H be graphs and let ƒ be a discrete graph. Let ƒ
and g be injective homomorphisms from I into A and into B respectively. Then
we say that H is the gluing of A and B along I by ƒ and g if H is isomorphic to the
graph (F, E) constructed as follows.
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166 D. JANSSENS, G. ROZENBERG

Let A and B be graphs, isomorphic to A and B such that Vjr\ Vj~0 and let
hA and hB be the corresponding isomorphisms from A into A and from B into B
respectively. Let f=hA o ƒ and g = hB og. Then define:

B and x,

Let A be an isomorphismfrom the graph (F, E) into ƒƒ, \stf = hohA, and let g be
definedbyg(x) = /ïo/ïBforxG F B \ Im(^)andi(x)=/of og'^x^for xelm(g).
Then ƒ and g are isomorphisms from A and B respectively into subgraphs of H. f
and g will be called the natural injections of A into H and B into H
respectively. D

The gluing opération is illustrated by example 1.1.

Example 1.1: Figure 1.1 shows two graphs A and B, together with a discrete
graph /.

Fig. 1.1

Let ƒ and g be injective homomorphisms from / into A and B respectively,
defined by f(v8) = v2, f(v9) = v4, g(vB) = v5 and

H is the gluing of A and B along / by ƒ and g if H is isomorphic to the graph ( V,
E) depicted in figure 1.2.

Figure 1.2: The graph (K, E)

R.A.I.R.O, Informatique théorique/Theoretical Informaties



HYPERGRAPH SYSTEMS AND THEIR EXTENSIONS 167

In the rest of this paper we wili frequently use the set of nodes of I instead of the
graph / itself. The homomorphisms ƒ and g of the above définition are then
simply injective functions from a finite nonempty set into VA and VB.

REMARK 1.1: The gluing of two graphs along a third one is a classical
opération in graph grammars {see, e. g., [2]). An alternative way of defining this
opération is to use the pushout construction as discussed in [2]. We use a
somewhat different notion of homomorphism. However one can easily see that
the set of graphs we consider together with the set of graph homomorphisms we
consider form a cathegory. Then the pushouts in this cathegory (defined
analogously to [2], seeïig. 1.3) correspond to the construction of définition 1.1.

Fig. 1.3.

The following technical notion will be very useful in the sequel.

DÉFINITION 1.2: If Jf is a set of graphs, then a trace over Jjfisa. triple (A, H, g)
such that A is a graph, HeJtf* and g is an injective homomorphism from H into
A. •

II. HYPERGRAPH SYSTEMS

In this section a grammatical device to define graph languages is
introduced-it is very basic for this paper. It is based on hypergraphs. Given a
hypergraph onefirst imposes on its node set an additional graph structure. Then
one uses edges of such a hypergraph as elementary blocks (letters) to build
graphs. The way that these elementary blocks are glued together is controlled
through the structure of the given hypergraph (the way its edges intersect).
Formally such a construct is defined as follows.

DÉFINITION 2.1: A hypergraph System (abbreviated H System) is a System
G = (H, F, ein) wherei/is a hypergraph, Fis a set ofmultisetsof the form {x, y}
with x,yeVH and eïn is an element of EH; e[n is called the initial edge of G. D

Note that (VH, T) is a graph. It is called the underlying graph of the H System
and is denoted by und G.

vol. 17, n° 2, 1983



168 D. JANSSENS, G. ROZENBERG

For eeEH> (und G)e dénotes the full subgraph (und G)/fl(e) of und G. G

DÉFINITION 2.2: Let G = (H, F, ein) be an H System. (A, e, g) is a trace for G if
(4, (und G)e, g) is a trace over 2% = {(tinrf G)2 | e e £ H }. •

DÉFINITION 2,3: Let G = (H, F, ein) be an H System and let (A, e, g), (B, e, g) be
traces for G. We say that (A, e, g) directly dérives (B, ey g) in G, denoted (A, e9

(2.1) B is the gluing of A and (und G)~ along (und G)u by a and P, where a is the
restriction of g to u and p equals Idu, and:

(2.2) g is the natural injection of (und G)~ into B.

Then F dénotes the transitive and the reflexive closure of the relation F. If(A, e,
G c

g) F (B, e, g) the we say that (A, e, g) dérives (B, e, g) in G. •

DÉFINITION 2.4: The language of the H System G = (H, F, ein), denoted L (G), is
defmed by:

L(G) = { M | ((und G),in, ein, I d ^ ) F (M, e, g)
G

where (M, e, g) is a trace for G}. •

REMARK 2.1: Let G = (H, F, ein) be a H System. From the previous définitions it
is obvious that éléments { x, y } of F for which there exists no eeEH with both
x €/H (e) and yefH(e) have no influence on the language defmed by G. Therefore,
from now on we assume that F does not contain such edges. •

Example 2.1: Let G = (H, F, eïn) where:

H = ({vl9'v2,v39V4, vs, v6}, {eu e2i e3}, ƒ)
with:

/(«i)={»i»^2}, f(e2)={v2,v^v^}
and:

- { { v l 9 ' v 2 } 9 { v 2 9 v 3 } 9 { v 3 9 ' v 4 } , { v 4 9 v 2 } 9

{v4>Vs}> {v^ Ve}> { v 6 i - v 3 } } a n d em = e v

R.A.I.R.O. Informatique théorique/Theoretical Informaties
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G is depicted in figure 2.1.

169

Figure 2 . 1 .

A description of the dérivation:

{(und GXin, ein, Id r (ejn

is given in figure 2.2.

9 ( 1 ) ( v 2 ) 9 ( 1 ) ( v 3 )

Figure 2.2.

vol. 17, n° 2, 1983



170 D. JANSSENS, G. ROZENBERG

REMARK 2.2: Observe that in performing a dérivation step in a H System (and
in all Systems to be considered in this paper later on) the number of nodes, as well
as the number of edges, is never decreased.

When deriving a graph in the language of a hypergraph system one uses the
edges of the "underlying hypergraph" as building blocks. The way that those
building blocks are glued together is determined by the way that edges in the
hypergraph intersect. Hence it is natural to consider a system also based on a
hypergraph, in which rather than to follow "consécutive" edges and glue them
according to their intersections, one "follows" the intersections themselves.

DÉFINITION 2.5 : An intersection-based Hypergraph system (abbreviated IH
system) is a system G = (H, F, ujn) where if is a hypergraph, F is a set of multisets
of the form { x9 y} with x, yeVH and u-m is an element of int H; um is called the
initial intersection of G. D

The graph (FH, F) is denoted by und G.

DÉFINITION 2.6: Let G = (ff, F, i*in) be an IH system. A system (A, e, u, g) is an
extended trace for G if (A9 e, g) is a trace over {(und G)e \eeEH) and u is an
element of in t H such that there exists an e in EH with e ̂  e and
fH(e)nfH(ë) = u. •

DÉFINITION 2.7: Let G = (H, F, uin) be an IH system and let (A, e, u, g) and
(£, ê, û, g) be extended traces for G. We say that (A, e, M, g) directly dérives
(B, e9 u, g), denoted (A, e9 w, g) h (B, e, w, g)9 if:

(2.1) B is the gluing of A and (und G)~ along u by a and Id„ where a is the
restriction of g to u, and:

(2.2) g is the natural injection of (und G)~ in B.

The relation h is defmed to be the transitive and the reflexive closure of K If
G G

(A, e, w, g) h (B, e, w, g), then we say that (A, e, u, g) dérives (B, e, ü, g) in G. •
G

DÉFINITION 2.8: Let G=:(H, F, win) be an IH System. The language of G,
denoted L(G\ is defined by:

L(G)= { M | ((und G)e9 e, uin, 1^ (e)) h (M, ê9 u, g)
G

where ((und G)e, e, win, Id^(e)) and (M, ?, M, g) are extended traces for G}. •

RA.I.R.O. Informatique théorique/Theoretical Informaties
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Example 2 .2 : Let G = {H, F , uin) where:

H = {{vuv2;v3iv4;v5}, {ei9 e2, e3},f)

171

with:

and f(e3)={v2;v4;v5},

{v2;v4}, {v2,v5},{v4,v5}} and Kin

G is depicted in figure 2.3.

Figure 2.3.

A description of the dérivation:

<lund G\, eu um, , e2, {o 4 } ,

G G

is depicted in figure 2.4.

REMARK 2.3: Our proofs will be presented somewhat informally. Since the
forma.lism of graph-rewriting Systems we consider in this paper is ra.ther involved
(a situation common to pra.ctically all graph grammars considered in the
literature), in this way (we hope) our proofs are more readable. We hope that our
proofs are rigorous enough so that if necessary the reader can complete them to
very formai (and tedious) proofs.

LEMMA 2.1 : j?(IH)\jSf (H)^Ç).

Proof: Let G be an ÏH System, G = H, F, u^) where H = ([v1,'v2,'v3

= {ï;2ï v3}, and where r = {{ü l s 'i;2}

Then clearly L(G) contains two graphs with only two nodes;-*—- and * •,
and no graphs with only one node. If G = (H, F, ein) is an H System with

vol. 17, n°2, 1983



172 D. JANSSENS, G. ROZENBERG

^ ' ( V j )

9 ( 1 )(v3) 9(1>(v4)

g(3)(v3)

Figure 2 .4 .

L (G) = L (G) then it is clear that (und G )- must be of the form • • This lea.ds to
a contradiction because the graph. .cannot be obtained by gluing (und G)-
and (und Gj^fcr any ës Ej^, because (und G)^.n is a full subgraph of und G. •

LEMMA 2.2: Jïf (H)\JSf ( IH)^0.

Proo/- Let G be the H System (H, r , ein) where:

H = ({vu'v29v39vA}9 {el9 e2}JH)
with:

and where r = i;2}ï {v2;vz}9 {v3, Ü 4}, {^4.^2}} and ^ ^ ê ^ Then the

R.A.I.R,O. Informatique théorique/Theoretical Informaties



HYPERGRAPH SYSTEMS AND THEIR EXTENSIONS 173

language L (G) is the set of graphs of the form (* )

n edges

i triangles

with n ̂  1 and either m = n—\ or m = n.

Now assume G = (H, F, um) is an IH system with L(G) = L(G).

Since the graphs of the form. . are in L (G), u- contains either one node or

two nodes.

First let us assume that win contains only one node. Then since L(G) contains

more than one graph, there exist edges e, e in Ejj such tha t^(e) n/^(e) = uin,

(und G)e is of the form, • and (und G)- belongs to L(G): Now consider a
dérivation:

({und G)e, e, uin, Id^(e)) h (M l9 ë, uin, gx)\- (M2, e, uin, g2)
G ' G

with Mlr M2, gi,g2
 a s described in définition 2.7 then it is easily seen that M2 is

of the form (*) with «^m + 2; a contradiction.

On the other hand, assume that uin contains two nodes. Then consider a

dérivation in G of a graph M of the form •—<^],whichclearly belongs to L(G).

Since all graphs inL(G) that are not of the form •—. o r - — < j have at least five

nodes, and since for every pair of edges e, ?in E^ J« (e) nfïï (̂ ) = în implies that

(und G)e and (und G)- belong to L(G) and hence to L(G\ it follows that there

exist such a pair e, e with/^ (e) nfy (e) = üin, (und G)e is of the form vi L2 and

(und G)-is of the form

Now it is easily seen that the graph M2 obtained by:

((und G)-, ë9 uin, Id^(i)) h (M ls e, uin, g ^ h (M2, ë, uin) g2),
G G

with Ml7-M2, gu êi a s specified in définition 2.7, is not in L(G); a
contradiction. D

THEOREM 2.1: iP(H) an^ ^f(IH) are incomparable but not disjoint.

vol. 17, n°2, 1983



174 D. JANSSENS, G. ROZENBERG

Proof: That JS?(H) and «Sf (IH) are incomparable follows from lemma 2.1
and 2.2. To see that they are not disjoint consider the H System G = (H, T, em)
where:

H = {{vuv2}, {eue2},fH)
with:

and where V = Ç) and em = ex. Let G be the IH system (ift, r,w in) where # = # ,

T = r and iiin = {'!;!}. Then it is easily seen that L(G) = L(G). [More precisely,{ }
L(G) is the set of all discrete graphs].

Although hypergraph Systems and intersection-based hypergraph Systems
were presented as grammatical (thus generative) devices there is a quite close
analogy between those Systems and finite automata defining string languages.
Given the transition graph of a finite automaton one may view this quite
naturally as a hypergraph system where all the edges are of cardinality two.
Following edges in the transition graph of a finite automaton corresponds to
following edges in the multigraph system and so it corresponds to an H system.
On the other hand, following sta,tes (nodes) in the transition graph corresponds
to following intersections in an IH system.

However, this analogy is not complete because in (the transition graph of) a
finite automaton there are two additional components controlling the way it
defines a language. Firstly, transitions are directed, and so if after a transition A
a transition B follows it does not necessarily mean that A can follow B; in other
words, transitions do not have to be "symmetrie". Secondly, certain "places"
(nodes) are distinguished as terminal places and a dérivation following the
transition graph is considered successful only if its last step corresponds to a-
terminal place in the graph. We will now consider these two additional "control
features" within the framework of H Systems and IH Systems. In this way one
can view H Systems and IH Systems as examples of the exhaustive approach to
graph language définition: one takes into the language of a given system
everything the System générâtes (each "intermediate" graph also belongs to the
language). On the other hand the Systems we will consider next may be viewed as
an example of a "sélective" approach to graph language définition: from the set
of ail graphs that a System générâtes one takes into the language of the system
only those graphs that satisfy a certain "filtering condition".

DÉFINITION 2.9: A dire c te d hypergraph system with final edges, abbreviated
GFH system (*), is a system G(H, r , ein9 £fin, C) where base G={H, JT, ej is
an H system, £fm is a subset of EH and C is a subset of EH x EH such that (e, ë) e C
implies thatfH (e) nfH (ë) ̂  Ç>. •

The graph (VH, F) is denoted by und G.

R.A.I.R.O. Informatique théorique/Theoretical Informaties



HYPERGRAPH SYSTEMS AND THEIR EXTENSIONS 175

DÉFINITION 2.10: Let G = (H, F, eïn9 £fin> C) be a GFH system.

(a) (A9 e, g) is a trace for G if it is a trace for base G.

(b) Let (4, e, g) and (B, e, g) be traces for G. Then (A, e, g) directly dérives

(B, e, g) m G, denoted {A, e, g) h (B, e, g), if (e, ê) e C and (4, e, g) h- (5, e9 g)
G base G

The relation h is defined to be the transitive and the reflexive closure of K
G G

(c) the language of G, denoted by L(G), is defined by:

L(G)^{M|((undG)emi ein, ldfo(ein) h (M, e, g)
where (M, e, g) is a trace for G and ee £ r i n}. •

DÉFINITION 2.11: A directed intersection-based hypergraph System wïth final

intersections{&bbrevia.tedGFlHsystem)isa. system G = (H, F, win, 7fin, C) where
base G = (H, F, uin) is an IH System, /ün is a subset of wu H and C is a subset of
int H xint H such that (u, u)eC implies that there exist e l 5 e2, e3 in EH with

/H^ i )n / H ( e 2 ) = uand / H ( e 2 )n / H ( e 3 ) = ü. D
The graph (FH, F) is denoted as und G.

DÉFINITION 2.12: Let G = (H, F, uia, /tin, C) be a GFTH system.

(a) (A, e, M, g) is an extended trace for G if it is an extended trace for base G.
{b) Let {A, e, M, g) and (B, ?, u, g) be extended traces for G. Then (A, e, M, g)

directly dérives {B, è, û, g) m G, denoted (̂ 4, e, u, g) h ( 5 , e, u, g), if (u, u)eC
G

and (̂ 4, e, u, g) h (5, e, w, g). The relation h is the transitive and the reflexive
base G ' G

closure of h .
G

(c) The language of G, denoted by L{G), is defined by:

L(G) = {M | ((uwrf- G)e.n) g, Wm, Idy^ (e.n)) h (M, ?, 5, g)
G

where ((wnrf G)e) e, win, Id^^,) and (M, ê, u, g)

are extended traces for G and ue / f i n } . D

If in a GFH system G^{H, F, ein, £fm) C), £fin = £w, then we omit £fln from
the spécification of G. In this case G will be called a GH system. On the other
hand if G = (H, F, elTïi £fin, C) and C = {(e, e)\et eeEH andfH(e)nfH(è)*Ç)}
then we omit C from the spécification of G and we say that G is a FH
System. Analogously, we defme GIH Systems and FIH Systems. A GIH
System is a GFIH system G~(H, F, uin) Ifin, C) where Iïm = int{H)\ in this
case, 7fin will be omitted from the spécification of G. If on the other hand

C1) G abbreviates "gericht'* which is "directed" in Dutch.
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C= {(«. ïi) | w, ue int H and there exist eu e2, <?3 in EH with fH(ex) n fH(e2) = u
andy H (e 2 )n / H (e 3 ) = ù} then we call G a FIH sjASfem and C is èmitted from
the spécification of G.

Example 2 .3: Let G^(H, T, win, ifm, C) where:

with:

) = { v l 9 ' v l 9

{ v 9 9 v 2 } , { v u v 7 } , {vl9 v 3 } , {v39vB}9

where:

and:

= {(uu u2)9 (M2, M3), (M3, u t)

The System G is depicted in figure 2.5:

Figure 2.5.
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Figure 2.6 depicts the "dérivation séquence":

177

,,, el9 uin, \ e29 u2,

hr

Figure 2.6.

L(G) is the set of graphs of the form depicted in figure 2.7.

We conclude this section with thefollowing observation. Although the graph-
language generating Systems discussed in this section bear a certain similarity to
finite automata defming string languages there are certain important différences
between our Systems and finite string-automata. Since our Systems defme graphs
rather than strings, they are considerably more difficult to analyze. In particular,
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Figure 2.7. - General form of the graphs in L(G). D

certain questions concerning the etïectiveness of defming graph-languages by our
Systems turn out to be undecidable, while the corresponding questions for finite
string-automata are "easily" decidable. Here is an example of such a situation.

THEOREM 2.2: For two arbitrary given GFH Systems G and G, it is undecidable

whether or not L(G) n L(G) is empty.

Proof: We show that a décision procedure for this question yields a décision
procedure for the Post Correspondence Problem.

Let 4 = <<*!, <x2, . . . , aB> and £ = <P1} p2) . . . , p„> be two lists of words
from { 0, 1} + . Since a formai description of the construction is complicated, we
give only an intuitive idea of it.

Firstly, for every word <xt in A (and pf in B) we construct the graph ocU) (P(0

respectively) by coding every occurrence of 1 in the word by a graph . » v

. e. g., to the word 0 1 0 0 1 corresponds theand every 0 by a graph

graph

Assume that the V^ and V$w are pairwise disjoint.

Now for each ocU) let /(aU)) and r(a{i)) dénote the k1eftmost" and the
"rightmost" node of oc(0 respectively. Let /(p(0) and r(p(i)) be defined
analogously. By ^ (0 we dénote the graph (Vé» u V^h E^» u £p(()) (note that V^
and Kp«) are disjoint). Now let vu'v2i v3, v4 be distinct nodes and construct the
graph M by identifying, for 1 tèién, the nodes /(a (0) with vu the nodes /(P(0)
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with v2i r(a}h))withv3
 an (* ^(P(0) with u4. Thus M is of the form depicted in

figure 2.8.

Figure 2.8. - The graph M.

Let ƒ be the discrete graph ({vl9' v2, v3>v4}, 0 ) , let g be the injective function
from {vi9v29v39vA} defined by:

and let M be the gluing of M and M along I by IdK and g, Hence for each
integer i with O^i^n, M contains two copies of Ç(0: a copy ^ ° in which the
nodes corresponding to /(a (0) and /(P(0) are identified with"t^ and v2, and in
which the nodes corresponding to r (oc(i)) and r (P(0) are identified with t?3 and t;4,
and another copy, £$ in the "reverse direction", that is, the nodes corresponding
to /(<x(0), /(p(I)), r (ot(0) and r (p(0) are identified with i;3, v4r9vl and u2 respectively.

Finally, construct the graph M by gluing the graph K =

and M along ƒ by a and p where I is the discrete graph ({ n3, n4 }, 0 ) , a = Idj n^ n^
and p is defined by P(«3) —i>i, $(n4) = v2.

We are now ready to construct the GFH System G=(#, F, ein, £fm C) where H
is the hypergraph (KMf {^0, e*1', e<2), . . . , ^n>, 41*, 4 2 ) , . . . , 4">},/) with:

Aeo) = vk,

f(e{
2

1}) - K t f ï ,

în = e09 E{m = EH\{ e0

and:

where £ , ={e\l\ e?\ . ..,e\n)} and £ 2 = {e2
1 ) , e(

2
2), . . . ,
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The language L{G) consists of the graphs of the form of figure 2 .9 .

Figure 2.9.

With the property that there exists a séquence of indices il9 i2, . • • » h w i t

0 ̂  ij^ n and such that the "upper half' of the graph corresponds to oc^oc .̂. .oc,-k
and the "lower half' corresponds to P^ )3 l2... Pifc.

On the other hand let W be the graph depicted in figure 2.10.

Figure 2.10. - The graph W.

Let G be the GFH System G =(H, F , 7in, £fin, C) where:

H=(VW, {eue2ie3,e4,e5}J)
with/'defmed by:

= { v ^ v 5 , v l 9 v l u v 4 , Ü 8 , v l 0 , v i 2 } 9
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and:

C = {(ei> e*), (eu e4), (e39 e5), (e4, es)9 (e5, e3),

(e5, e4), (e39 e2), (e4, e2), (e2, e3), (e2, e4)}.

L (G ) is the set of graphs of the form depicted in figure 2.9 such that the word,
corresponding to the "upper half' of the graph equals the word, corresponding
to the "lower half' of it.

We conclude that L{G) n L(G)#0 if and only if the instance (A9 B) of the
Post Correspondence problem has a solution. •

Observe that the proof technique can be modified to yield an analogous
theorem for GFIH Systems.

III. OVERLAPPING GRAPH SYSTEMS

In all the Systems considered in the last section one notices the following
phenomenon: even though two intersecting edges of a hypergraph (including
their graph structure) may differ considerably, they always axe identical within
their intersection area. Since in a dérivation step only intersecting edges may be
used, this particular feature implies the following restriction: if X is an
intermediate graph obtained in a dérivation of a graph Y and X contains two
nodes xl5 x2withnoedgeConnectingthem,thenalsoin r(nodescorresponding
to) xx and x2 will have no edge Connecting them. For this reason it seems natural
to consider Systems in which the basic building blocks will be graphs. Some of
these graphs may have common nodes, however the structure of edges on the
nodes common to two different graphs may be quite different. Such Systems are
considered in this section.

DÉFINITION 3.• 1: An overlapping graph system (abbreviated O system) is a pair
G = pf, Hm) where 2tf is a finite nonempty set of graphs and HineJ^; Hin is
called the initial graph of G. •

DÉFINITION 3,2: Let G = (jf, Hm) be an O system. (A9 H, g) is a trace for G if
and only if it is a trace over J^. •

DÉFINITION 3.3: Let G = (jf?, Hin) be an O system and let (A, H, g), (B, H, g) be
traces for G. We say that (A, H, g) directly dérives (B, H, g) in G, denoted
{A9H,g)h(B,B,g),i£:

(1) u~VHnVs*Ç),

(2.1) B is the gluing of A and H along Hu by a and P where a is the restriction
of g to u and p equals Idu, and:

(2.2) g is the natural injection of H into B.
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By F we dénote the transitive and the reflexive closure of the relation K If
G G

(A, H, g) £ (J3, H, g) then we say that (A, H, g) dérives (B, H, g) in G. •
G

DÉFINITION 3.4: The language of the O System G=pf, Hin), denoted L(G), is
defined by:

{ H
"in G

where (M, H, g) is a trace for G}. •

Remark 3.1: If G = (Jf, Hm) is an O System with the property that for each H,
Hin ^andfo reachx , y e F ^ n F^either {x, y} e EHnE^ or {x, 3;}^£Hand
{ x, y } $ Ejj, then G is equivalent in a natural way to the H System G constructed
as follows.

Let K be the hypergraph with VK= \J VHi EK = J^ and for

= VH. Let T= U EB. Then G=(K, r, Htn).

On the other hand, it is easiiy seen that every H System G~(H, F, ein)
gives rise to an equivalent O System (Jf, Hin) where 3#? = {(undG)e\eeEH}
and Hm=(undG)e.n. D

As in the case of H Systems we will now define a counterpart of O Systems
based on intersections rather than on edges.

DÉFINITION 3.5: Let ^ be a set of graphs. Then the set of intersections of Jf,
denoted by int .W. is the set [X| there exist distinct H, H inJf with
A' = r , , n ! ' „#©! . D

DÉFINITION 3.6: An intersection based overlapping graph System (abbreviated
IO system) is a System pf, um) where Jf is a finite nonempty set of graphs
and uin is an element of int Jf. •

DÉFINITION 3.7: Let G = (Jf, uin) be an IO System. A system (A, H, u, g) is an
extended trace for G if (A, H, g) is a trace over 3f and u is an element of int 3tf
such that there exists an H in Jf with u=VHn Vjj. •
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DÉFINITION 3.8: Let G=pf, uin) be an IO System and let (A, H, M, g) and
(By H, M, g) be extended traces for G. We say that {A, H9 M, g) directly dérives

(J3, Hy M, g) in G, denoted (A, Ht w, g) h (B, H, u, g), if:
G

(1) VHnVa = u,
(2.1) B is the gluing of A and H along M by a and Idu where a is the restriction

of g to M, and:
(2.2) g is the natural injection of H in B.

The relation I- is defined to be the transitive and the reflexive closure of K If
G G

(A, H, M, g)£-(B9 H, û, g) then we say that {A, U, u, g) dérives (B, H, M, g)
G

in G. D

DÉFINITION 3.9: Let G=(Jf, uin) be an IO System. The tanguage o/G, denoted
L(G\ is defined by:

L(G) = { M | (H, H, win, Ict ) h (M, H, û, g) where (H, H, win) Id„. )
m G m

and (M, H, M, ̂ ) are extended traces for G}. •

Analogously to définitions 2.9, 2.10, 2.11 and 2.12 one can introducé extra
control features into the framework of O Systems and IO Systems; these control
features correspond to the directed transitions and the final places of finite
automata. The so obtained Systems will be called directed overlapping graph
Systems with final graphs (abbreviated GFO Systems) and directed intersection-
based overlapping graph Systems with final intersections (abbreviated GFIO
Systems) respectively.

This gives rise to GO Systems, FO Systems, GIO Systems and FIO Systems,
analogously to GH, GH, GIH and FïH Systems.

Example 3,1: Let G = pf, ifin, Jffm, C), where jf = {Hl9 H2, H3, H4} with:

Hl=({^U 'V2> V3> V*}> {{V19V2}9 {V3,V4}})9

H2=({vi,v3,v5}, {{vi9vs}9 {v39-v5}9 { iVi>i}}) 9

H3=({V2> V4> ̂ 6> Vl}> {{y2> V*}> {V4> Ve}> {V6> Vl}> { U7, ^ 2 } } ) '

,H4^({V3^5^V6^Vl}^ {{V3> Vs}> {Ü55
 üe}> {V6> Vl}> {Ü7»"»3 }} )>
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= {(H19 H2)9 (Hl9 H3)9 (H29 H4), {H3> HJ}.

In the above we assume that vt #• Vj whenever i #ƒ In this way the intersection
structure is automatically given. We will use this convention throughout this
paper.

The language L(G) consists of the graphs of one of the forms depicted in
figure 3.1.

Figure 3 . 1

REMARK 3.2: As in remark 3.1 it is obvious that every XH System can be
considered as a special form of a XO System where X stands for G, F, GF, GI,
FI or GFI.

In the rest of this section we compare the graph-language generating power of
the Systems considered so far.

We start by investigating Systems based on edges (rather than on
intersections).

LEMMA 3,1 : jg?(GO)\ i f (FO)#Ç>.

Proof: Let G be the GO System G = (Jf, Hm, C) with 3>?={HUH2,H3}
where:

and:

and:
C={(H19H2)9(H29H3)9(H39H1}}.

Clearly, L(G)= {
N o w assume G = (Jf, Jf?in, jff fin) is a F O System with L{G) = L(G). Sincc L\G)

contains graphs of an arbitraryly large size, there exist H, H in J f with
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VHn V„ï<J), and there exist traces (Hm, Hia, Idv ), (Af„ H, g)
"in

and (M2> H,g)for G such that (ffta, fflB, Id„„ )h (M t , tf, #) Ê (M2, H, g) and

This implies however that L (G) contains either disconnected graphs or graphs
of an arbitrarily large degree: indeed, after derivingMi one can choose to glue H;
followed by H. Repeating these two steps an arbitrary number n of times, either
the degree of the resulting graph M is increased each time H is used, or the
number of connected components of M is increased. Since we have (M„ ƒ/,
g) f-(M2, H,g) and He3trmv/c know that there exists traces (M,HJi)

G

and (M, H, h) with (M, H, h) h1 (M, 5 , À). Since H e Jtfrm we see that MeL(G).
G

However, if n ^ l then it is easily seen that M £L{G), a. contradiction. D

LEMMA 3.2: if (GH)\ i f (FH)#Ç).

Proof: This is an easy conséquence of remark 3.2: the GO System G
from the proof of lemma 3.1 can be considered as a GH System,
and thus Jïf (G)eJîf (GH)\jSf (FO). Since J*?(FH)gjS?(FO) we have
L(G)6JS?(GH)\if(FH). n

LEMMA 3.3: <£(FO)\iP(GO)#0.

Proof: Consider the FO System G = (Jf, Hin, JTnJ with M?={HUH2,H3}
where: H.HM^n

H2 = ( { v u v 2 ; v 3 i v 4 r , v 5 } , { { v l i v 2 } , { v 2 9 ' v 3 } 9 { ^ 3 , ^ 4 } , { ^ 4 ^ 5 } } ) »

H 3 = ( { v u v 6 , vly v s } , { { v l 9 v 6 } 9 { v u v 7 } , { v l 9 - ' v 8 } } } 9

H-m = Hx and ^ f i n ^ { i f 2 , H 3 } .

Assume that G = (W, Hin, C) is a GO System with L{G)^L{G). Since the

graph with the smallest number of nodes in L (G) is of the form: .—<^~ Hm must

also be of this form.
However, L{G) contains a graph of the form . , . . • , which clearly

cannot be obtained from Hin in G. D

LEMMA 3.4: <£(FH)\jS?(GH)^0.

Proof: This is again an easy conséquence of remark 3.2: The FO System from
the proof of lemma 3.3 can be considered as a FH System.
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Thus L(G) e j£? ( F H ) \ i f (GO). Since <£(GH)g <£ (GO) we have

THEOREM 3.1: y{GO) and J^(FO) are incomparable bul nof disjoint.

Proof: This result follows easily from lemma 3.1, lemma 3.3 and from the fact
that every O system (3^, Hin) can be considered as being a GO system
{$fy Hiny C) with C={(H H)\H, S e / and VHnVÊïQ)} as well as a FO
system (Jf\ Hin, ^ f i n) with jffin = Jf. D

THEOREM 3.2. i/y(GH) and i^(FH) are incomparable but not disjoint.
Proof: This result follows easily from lemma 3.2, lemma 3.4 and from the fact

that every H system can be considered as being a GH system as well as a FH
system. •

THEOREM 3.3: JS?(H)p JSf (O).

Proof: The inclusion JSf (H) g i f (O) follows from remark 3.1. To prove the
strict inclusion, consider the O System G — (3tf* ,Hm) where 3^={HX,H2} with:

and:

Then clearly L(G) contains only the graphs of the forms • «and . ..
Now assume that G =(H, T, em) is a H system with L(G) = L(G). Then clearly

(u«<i G ) must be of the form . .. Since (und G\. is a full subgraph of und G,
the graph . does not belong to L(G); a contradiction. D

THEOREM 3.4: ^ ( G H ) £ (GO).

Proof: The O system G of the proof of theorem 3.3 can be considered as a GO
system and the same reasoning shows that L(G)$ $£ (GH). D

THEOREM 3 .4 : The diagram of figure 3 .2 holds:

L(GFO)

UFO) (-(GO)

L(GH)
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where we dénote A ->—B if A^= B,A -*—BïïA^ Band^4-^<—,Bif^4 and Bare
incomparable but not disjoint. D

Next we consider Systems based on intersections.

LEMMA 3.5: 2(GIO)\j£?(FIO)^0.

Proof: Let G be the GIO System G = (Jf, uini C) with j f = {Hl9 H2, H3},
where:

H1=({v1,v2},{{v1>v2}}),
H2=({v2,-v3},{{v2;v3}})

and:

Clearly, L(G) is of the form:

Now assume that G = (W9 üin, Irm) is a FIO system with L{G) = L(G). Then

_ G

^ J w» f) where (M, H, u, g) is an extended trace for G and where weJfin.

Now consider the following séquence of dérivation steps:

(H, H, üm, Id^) h(M2, H, üin, ft) h (M3, H, Hn) ft) h (M4> H, win) g4)
G G G

withMl5 M2, M3, M4 ,g l 5g2 ,g3 ,g4 specified as in définition 3.8. From (ƒ/, if,

^ ^ j(j )|1(M, H, M, g) and we/fin it follows that we have (M4, H,
G

G

OS either there is an edge [a, b} in E^ with a e FH and b$ VH or
there is no such edge. In the first case, M4 and M are of degree at least three,
in the latter case M4 and M are disconnected. In both cases, M is not in
L(G); a contradiction. D

LEMMA 3.6:
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Proof: This is an easy conséquence of remark 3.2: the GIO System G
from the proof of lemma 3.5 can be considered as a GIH system. Since

the result follows. D

LEMMA 3.7: S£(FIO)\i? (GIO)^Ç).

Proof: Consider the FIO system g = (jff9 u- Iüü) with:

^ — { H l s H2, H3, HAi H5, H6, H1},

where:

i {{vl9v2}, [v29v3}9 {v3, üi

{v3;v4}, {{v3;v4}}),

Min={{^i}} and 4n={{i;7}}.

Assume that G = ( ^ , ü^, C) is a GIO system with L (G) = L (G). Since for every
pair H, H in Jf with VHnVj^ = î n we have H,HeL(G) and since every graph of
L(G) contains a subgmph of the form ^

1 \ * . S I we know

that every graph H in Jf for which there exists a H in ^f with FH n Vn—um

has a subgraph of thisform. However, L(G) contains the graphs of the form

I> where «^0. If M is such a graph with
3n+l edges

3n-bl>max # VH then it is easily seen that M cannot be derived in G; a

contradiction. •

LEMMA 3.8: if (F IH) \ i f (GIH)#Ç).

Proof: The proof of this lemma follows easily from remark 3.2. The FIO
system of the proof of lemma 3.7 can be considered as a FIH system. Since

), the result follows. D

THEOREM 3.5: if (FIO) and if (GIO) are incomparable but not disjoint.
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Proof: The result follows from lemma 3.5 and lemma 3.7, and from the fact
that every IO system can be considered to be a FIO System as well as a GIO
system. •

THEOREM 3.6: i?(FIH) and $£(GIH) are incomparable but not disjoint.

Proof: This result follows from lemma 3.6 and 3.7 andfrom the fact that every
IH system can be considered to be a FIH system as well as a GIH system. •

THEOREM 3.7: JSP(IH)^if (IO).

Proof: The inclusion follows from remark 3.2. To prove the strict inclusion
consider the IO system G = (^f, uin) where J4f= {Hu H2 } with:

H2=({vliv2}i{{vuv2}})
and:

Then clearly L(G) is the set of all graphs of the forms . . and , . . By an
argument, very similar to that of the proof of theorem 3.3 it follows that

THEOREM 3.8:

Proof: The inclusion follows from remark 3.2. To prove the strict inclusion
consider the GIO system G = (Jf, uin, C) where jf={Ul, H2} with:

Ü2={{vi, v29 v 3 } 9 { { v i 9 - v 2 } 9 { v 2 9 v 3 } 9 {v^Vj^
uin={v1;v2}

a n d :

C={(u1Q,um)}.
Then L(G) is the set of all graphs of the form:

..A.
Now let G = {H9 F, win, C) be a GIH system with L{G)=L{G\ Since L(G)

contains the discrete graphs with two nodes, either um has only one node or it has
two nodes. In the latter case there exists an edge e in E^ with F^{e)~um. This

means that (und G)e is of the form . .. and that no graph of the form /l\ can
be derived in G; a contradiction. In the case that um contains only one node, there
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e x i s t e d g e s el9e2,e3 i n Ejfsuchth&HundG)^ i s o f t h e f o n r u . w i t h {n2} = w i n :

and (win, fii(e2)nfn(e3))GC.

is easily seen that the discrete graph with 3 nodes can be derived in G. [Gluing

first (und G\2 and {und G)ei and then gluing (und G)fii and the resulting graph.]

On the other hand, if fe(e2)\J^(e1) ^ <& then by gluing (und G)Ê2 and (und
G)ei one clearly dérives a graph that is not in L(G). Hence all possible cases lead
to a contradiction. D

THEOREM 3 .9 : The diagram of figure 3 .3 holds:

L(GFÏO)

l(FIO)

i(FIH)

L{GI0)

L(GIH)

MIH)

Figure 3 . 3 .

where we dénote A->—B ifA^B, A •
incomparable but not disjoint. •

-B ifA^B andA-^x—B if A and B are

IV. FINITE GRAPH-AUTOMATA

Although there is an analogy between intersections in Systems we consider and
states in finite automata, this analogy cannot be pushed too far. When one
considers stades (nodes) in the transition graph of a finite automaton as
intersections (of edges) then these are very simple intersections: they consist of
one node only. In our Systems we may have intersections of arbitrary cardinality
between arbitrary many edges (graphs). This implies that in gênerai if an
intersection involves m edges (graphs) then the pairwise intersections of these
edges are not independent. To remove this obstacle we will equip our Systems
explicitly with states—a state being now an abstract entity remembering a
spécifie information about the dérivation performed so far. As usual, we will
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consider Systems with a finite number of states only. Such Systems are defined
formally as follows.

DÉFINITION 4.1: A finite graph automaton, abbreviated FGA, is a system
si = (E, Q, q0, F, p, 8) where E is a set of graphs such that no two éléments of E
are isomorphic. E is called the alphabet of sé\

Q is a finite nonempty set, called the set of states;
q0 is an element of Q, called the initiai state;
F is a subset of Q, called the set of final states;

p is a function from Q into the set of all discrete graphs ; and 5 is a function
from Q x E such that for each (q, H) in Q x E, ô (#> # ) is a finite set of éléments
of the form (q, yin, Yout) where qeQ and yin, Yout a r e injective homomorphisms
from p(q) into H and from p(q) into H respectively. 5 is called the transition
function. D

Observe that in the above we do not require 5 to be a total function.

DÉFINITION 4.2: Let si = (E, g, q0, F, p, 8) be a FGA. A triple (A, q, g) is a trace
for se if (A, p(#), #) is a trace over {p(q)\qeQ}. D

DÉFINITION 4.3: Let ^ = ( E , g> ô» f » P» §) b e a F G A a n d l e t (̂ > »̂ ^) a n d

(S, ^, g') be traces for si. {A, q, g) directly dérives (B9 q, g), denoted by (A, q,

g) h (B, q, g), if there exists an H in E such that:
se

(1) there exists a triple (q, yin, yout) in 8(ç, if),
(2.1) B is the gluing of 4̂ and H along p(#) by g and yin, and:
(2.2) g equals hojout where h is the natural injection of H into B.

By h we dénote the transitive and the reflexive closure of h-

If we have (A, q, g) \~ (B, q, g) then we say that (A, q, g) dérives (B, q, g) in
se

si. D

DÉFINITION 4.4: Let jtf =(E, Q, q0, F, p, ô) be a FGA. The language of siy

denoted L{sf) is defmied by:

= {M\(p(qo)i q0, Idp(?o)) h(M9q9g)

where q e F and (M, q, g) is a trace for se}. •
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192 D. JANSSENS, G. ROZENBERG

Example 4 . 1 : Let st = (L9 Q, q09 F, p, 5) where:

Z={HUHZ}9

Hi = ({vl9 v2;v3}, {{vl9'v2}, [v2;v3}9 {v^v

H2 = ({vuv2;v3;v4}, {{vl9'v2}9 {v2;v3}9 {v3,

p is defined by:

p(<7o) = ( { « i } , 0 ) , p(gx) = ({nl9 n29 n3}, 0 ) , p(<?/) = ({« i} , 0 )

and ô is defined by:

8(ql9 H2)={(ql9 {{nuv4l (n29vx)9 (n3,v3)}^{(nuv4l (n29v2), ( «3 ,^

and ô is undefined on the rest of Q x E.

The séquence of dérivation steps:

qf, g^)
sé V sf

is depicted in figure 4,1.

We conclude this section by demonstrating that fmite graph-automata
generalize both GFO Systems and GFIO Systems.

THEOREM 4.1: For every GFO System G there exists an equivalent F G A J / .

Proof: Let G = {Jt?9 Hin, jr f in) C) be an arbitrary GFO System and let
Jdf={Hu H2, . . . , Hn} with 11^ = H t. Let S be a set of représentatives of the
isomorphism classes of ^ . Hence E contains no two éléments that are
isomorphic to each other. For each H • in Jf let i ï ; dénote the representant in E of
the isomorphism class of Ht and let ht dénote the corresponding isomorphism
f romH, into Ht. Let Q = {qtj\ VHi {J VHjï®} u {q0}. Let p($0) = ({i>}, O)
and for each ^ I j f e g \ { ^0 } let p(^0) be the graph (VHi n VHj, 0 ) .

ô is defined as follows:

(1) For eachy such that {Hu Hj)eC, let(qlj9 Yins Yout)eö(^o» ^1) w n e r e Yin is
an arbitrary injection of p(qo)mÈ1 and yout is the restriction of hx to KJïi n Ffl .

(2) For each f, j9 k such that (Hi9 Hj)eC and KH.n K H t # 0 , let (qjk, yin,
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Tout) eö(#ij> Hj\ w^ere yin and yout are the restriction of hj to VHi n VHj and to
VHJ ^ Vnk respectively.

Finally let F={qJk\qJkeQ and Hjetf^} and let J / = (Z, Q9 q0, F, p, 5).
We show that L(G) =

hr

Figure 4 . 1

Let (A, H,-, ^i ) and (5, if -, g2) be traces for G and assume that {A, Htg^\ \- (B,
G

HJ,g2).Letg] be the restriction of g{ to VH n FH and let B bethegluingof A and
Hj along KH. n KH. by g t and the restriction of hfio VH, n VHj, (Hence there exists
an isomorphism ji from B into B.) Let k be such that qjkeQ. Then it follows
from the construction of ô that we have (A9 qij9 g j h (B, qjk, g2) where g2 is the
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restriction to p(c/jk) of\iog2oh~1. On the other hand, if (A9 qip qx) and(B, qjk9

g2) are traces for sé such that (A, qip g1)\-(B9 qjk9 g2) then it is easily seen that

there exist traces (A9 Hh g1 ) and (£, Hp g2)for G such that (A9 Ht, gt ) h {B, Hp
G

Ei)> Si is the restriction to VH_ n VHj ofg1 and there exists an isomorphism uTrom

B into B such that g2 is the restriction to p{qjk) of [i o g2 o hj1.

We conclude that for each graph M we have that there exists an integer k^n

and a trace (M, qjk9 g) for se such that (p (q0), q09 ld(gj h (M, qjk9 g) in n + 1 steps

if and only if there exists a trace (M, H,-, g) for G with (Hin, Hin9 ldv ) h (M> HP
i n G

g) in n steps. The resuit now easily follows from the définition of F. D
THEOREM 4.2: For every GFIO System G there exists an equivalent
Proof: Let G = (Jf\ uin, 7fm, C) be an arbitrary GFIO System and let

ffî = { H u H 2, ..., Hn], Let Z be a set of représentatives of the isomorphism
classes of Jf. For each Ht in 3<F let Êi dénote the representant of the class of H(

and let hi dénote the corresponding isomorphism from Ht into H{. Let:

F={gij\VatnVHeIrm}

and let p be defined by:

ô is defined as follows:

(1) For each ij9 k such that VHi n VHj =uin and (uin, VHj n VH) e C, let (qJk9 yins

Yout)e5(^0s Hj) where y^ and yout are the restrictions of*,, to um and VHjn VHt

respectively.

(2) For each i, j , k such that (VHinVHj, VHjnVHk)eC, let ( ĵfc5 yin,
Yout)^8(^i^ Hj) where y^ and yout are the restrictions of hj to VHc\ VHj and
VHj n VHk respectively.

Let J / = ( S , e » * o » ^ P'8)-
We show that L(jtf) = L(G).

Let (̂ 4, H i5 rx, gi ) and (B, Hj-, r2, g2) be extended traces for G and assume that

(A9Hi9rl9g1)t-{B9Hj9r29g2)' L e t ^ be the restriction of gx Xor1 and let B be the
G

gluing of A and Hj along FH; n VH, by g t and the restriction of H} iorv (Hence

R.A.I.R.O. Informatique théorique/Theoretical Informaties



HYPERGRAPH SYSTEMS AND THEIR EXTENSIONS 195

there exists an isomorphism (i from B into B.) Let k be such that qjk e Q. Then it

follows from the construction of 5 that we have (A, qtji g^ ) h (B, qjk, g2) whereg2

is the restriction to p{qjk) of \iog2ohjx.

On the other hand, if (A, qip g^ and (B, qjki g2) are traces in sé such that

Ĉ s Qip Si) l~ CB> #/*> £2) t n e n i* is easily seen that there exist extended traces (A,

G

the restriction to rt ofgx and there exists an isomorphism ji from B into B such
that g2 is the restriction to p{qjk) of \iog2ohj1.

We conclude that for each graph M we have that there exists a trace (M, qjk, g)
for sé such that (p (qo)9 q09 Id(^)) h (M, #jk, g) in « +1 steps if and only if there

exist a graph HeJ>f, traces (H, uin, Idu.n) and (M, M, g) with w = VHj n Fŵ  and (H,
Mms Idui ) l~ (M> w, g) in n steps. The resuit now easily follows from the définition

ofp1. D

V. DISCUSSION

Starting from the observation that the notion of a hypergraph generalizes
the notion of a graph, we have shown that if one equips a hypergraph with an
"ordinary" graph structure, then this hypergraph naturally defines a family of
graphs (a graph language). We have presented hère a number of Systems defining
graph languages. The major objective of this paper was to introducé aformalism
adequate to discuss these Systems, to illustrate them by examples and to compare
the classes of languages they generate.

As far as the comparison of the generative power of the Systems is concerned,
the basic missing results are the following.

(i) For the edge-based approach we do not know whether the inclusion
J§?(GFH)CJ5?(GFO) is strict.

(ii) For the intersection-based approach we do not know whether the
inclusion J5f(GFIH)gL(GFIO) is strict.

(iii) We do not know whether the inclusions ^ ( G F O ) g i f (FGA) and
£e (GFIO)gj^(FGA) are strict

In our opinion four majo: relationships to be considered are the following
relationships between the edge-based approach and the intersection-based
approach.
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196 D. JANSSENS, G. ROZENBERG

(i) The relationship between J>f(H) and <£ (IH).
(ii) The relationship between $£(O) and 5£(IO).

(iii) The relationship between if (GFH) and J^(GFIH).
(iv) The relationship between if(GFO) and if (GFIO).
Theorem 2.1 settles (i). We are not able to settle (iii) and (iv) and (ii) is settled

by the following result.

THEOREM 5.1: 5£{O) and if (IO) are incomparable but not disjoint.

Proof: To show that if ( O ) \ i ? (IO) ̂  Ç) the argument of lemma 2.2 can be
used. To see that <£ (IO)\j^(O)^Ç) consider the IO System:

G = pf, uin) where jf={Hl9H2}
with:

H 1 = ( { v l 9 - v 2 9 - v 3 9 v 4 } 9 { { v l 9 v 4 } 9 { v 2 i v 4 } , { v 3 ; v 4 } } \

H2 = ( { v 4 ; v 5 i v 6 ; v 1 } , { { v ^ 9 v s } 9 { v 5 9 v 6 } 9 { v ^ v ^ } } )
and:

Win=K}-

Then clearly L(G) contains the graphs of the forms •—<^" (a)

and - (b), and the graphs in L(G) that are not of thisform

have at least 7 nodes. It follows that if G=(^f, Hin) is a O System with
L{G) = L(G) then Hin is of one the forms (a) or (b). Both cases lead to a
contradiction since a graph of theform (a) cannot be derivedfrom a graph of the
form (b) and vice versa. That if (O) and if(IO) are not disjoint follows from
theorem 2.1 and remark 3.2. n
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