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LATTICE PATH COMBINATORICS AND A DOMINANCE APPROACH 
T O THE TWO-SAMPLE PROBLEM 

T. V. N A R A Y A N A , M. SUDHAKARA RAD and G. N. P A N O Y A 

INTRODUCTION 

The theory of domination was initiated by one of the authors (1955 a) 
independently of Landau (1953) who studied necessary and sufficient 
conditions for a score structure in tournaments. Dominance theory was 
developed by several authors, notably G. Kreweras (1965), and a more general 
definition and theory useful in a large variety of "lattice pa th" problems is now 
available. In his study of Smirnov tests, G.P. Steck (1974) has obtained a 
determinantal expression for rank dominance when the null hypothesis is not 
true. Uniting the work on dominance of combinatorists and statisticians, 
competitors to some standard non-parametric tests may be obtained following 
the suggestion of Narayana (1974) re. statistical inference. We thus obtain 
a refinement of the Smirnov test for the classical two-sample problem. Tables 
of dominance profiles of the refinement to the Smirnov test and a new 
dominance test for Lehmann alternatives are given for levels up to 10 % and 
4 < m , n < 8. Some examples and power calculations are also included. 

1. THE DOMINANCE THEOREM AND ITS SPECIAL CASES. 

The following theorem, which can be proved by the same combinatorial 
technique introduced by Narayana (1955 b) represents the most general form 
of the dominance theorem. 
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Definition 

Let a = (alf. . . , ^ ) a n d b — (bl,.. .ybn) be two vectors of non-decreasing, 
non-negative integers satisfying 

Then vector ^ dominates vector 6, written 6 < a 

Theorem (G. Kreweras, 1965) 

Let 0 < bx < b2 < . . . < 6„ and 0 < ^ < a 2 < . . . < an be two sets 
of integers satisfying bt < at. Let ^ = (slf . . . , snj) j = 1 , 2 , . . . be a set 
of vectors satisfying the inequalities 

0 < . . . < snj ; fy<fy < < at U = 1 , 2 , . . . ; i = 1 , . . . , n). (1) 

If |(6,<2 ; r ) | denotes the number of r x n matrices [sf/.] satisfying (1), then 
for r = 1 , 2 , . . . 

1 ( 6 ,a ;r)l = I I C ^ I I = d e t Cj,r) (2) 
« x n 

where 

c f = ("<• - + ' ) or q> = + r ) 0 ) 

and 

a • P ,fy>z 

\ 0 if y < Z or Z < 0. 
Geometrically, if a particle moves in n-dimensions from the lattice point 

b_ = (bl , . . . , bn) to a = (ax , . . . ,an) stopping at r intermediate points 
satisfying (1), we count in how many different ways this is 

possible. 

Proof. The proof by induction follows essentially Narayana (1955) and is 
omitted. 

Special Cases 1° The case r — 1 was rediscovered by Steck (1969) and an 
alternative form follows as a special case of Steck (1974). 

2° When 6 = 0, r = 1, we have one-sided dominance and a formidable 
number of papers dealing with this case are available in the literature. The 
determinant (2) which reduces to 
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(V) r-r1) O 

Dn = (4) 

(-; •) 
is important for us in this paper.Given (a1 , a2 , . . . , a„) a program for evaluat­
ing Dn , a2 ,..., an) was kindly made available by S. W. Smillie. 

3° Many other special applications to lattice paths with diagonal steps, ballot 
problems (see for example [2]0 ara available but we do not discuss them in 
this paper, although they are relevant for ties in the two-sample problem. 

2. A DOMINANCE APPROACH TO TESTING 

The Smirnov two-sample problem in the continuous case was "discretiz-
ed" by B.V. Gnedenko (see [1] pp. 70-71) connecting the refined Kolmogorov-
Smirnov theory to the combinatorial theory of lattice paths. Given two 
independent random samples, say, xx , x2 , . . . ,xm from a population with 
distribution function (df) F(x), and y1 ,y2,---,yn horn a population with 
(df) G (x), we rank the two samples together and obtain a Gnedenko-path. 
This is a lattice path from (0 , 0) to (m , n) whose kth step is one unit horizon­
tally or one unit vertically according as the kth value in the combined ordering 
is a x or a y. Let /z;- (vt) be the horizontal (vertical) distance between the 
>>-axis (x-axis) and the path (see Fig. 1). If Rt < R2 < . . . < Rm and 
Sj <S2 . . . < Sn denote the ranks (in the combined ordering) of x's and 
y's then (see also Fig. 1) it can be easily seen that 

Rt = v,. + i , 1 < i < m \ 

S^hj+j , \<j<n (5) 

- Rt<rt , \<i<m<>Si>sJ 9 !</<,!,) 
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where 

{rt , . . .rm} and {st , . . .sn} 

are complementary sets in {1 , 2 , . . . m + n}. The proof of the last relation 
in (5) may be found in [12]. Now it is evident that a given path can be 
described in terms of any one of the integer sets of R/s , Sf's , v/s or hj's. For 
convenience we describe a given path by the vector (ax a2 , . . . , a n ) where 
dj = m - hj, K j < n. Clearly 0 < ^ < m and a path 
a lies above another path J? if and only if a dominates p. From (5) it is 
also clear that rank domination (in terms of (Rl , . . . Rm)) is equivalent 
to the corresponding path domination. Also, it is worth noting that the set 

/ m + n\ 
of all ( ) paths form a distributive lattice with the partial order 

v n ' 
introduced by the dominance relation. Various other interesting duality 
relations between lattice paths are available in the literature - the interested 
reader is referred to a forthcoming monograph by Narayana. 

There are several nonparametric tests for testing the null hypothesis 
HQ : F = G under the continuity assumption. We refer to Hajek [3] for an 
elementary exposition of these tests. Here we propose a new class of tests 

/ m + n\ 
based on the dominance number Dn. Consider the set of all ( J lattice 

n ' 
paths from (0 , 0) to (m , n) as the sample space. Given any fixed path ,a, the 
sets of paths of the form {b : b < a) and {b : b > a} with or without equalities 
are defined as Gnedenko-Feller (GF) regions. Any test procedure, which uses 
such regions or unions of such regions either as critical regions or as acceptance 
regions is defined as a dominance test (D-test). Note that all D-tests are 

^ / m + n \ 
nonparametric since all ^ j lattice paths are equally likely under i/ 0 .Also, 
since path domination is equivalent to rank domination any D-test is also a 
rank test (not necessarily linear in ranks). 

We illustrate a D-test procedure involving one GF region only. For testing 
HQ : F = G against Hx : F > G, an appropriate D-test consists of the GF 
critical region defined by {b : b <&}. The critical path c will depend on the 
level - if a is the level, then the number of paths dominated by c_ should 

r / r a + n\ "I 
not exceed J a j ; of course, for any lattice path a, the number 
of paths dominated by a is equal to Dn given by (4). In Table 1 we present 
5 % critical paths ( 5 < r a , f t < 1 0 ) for the above test procedure. Also 
presented in Table 1 are the critical values and number of paths for the 
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Wilcoxon-rank-sum test (U-test) for comparison. It is interesting to note that 
£ m (m + 1) 

U = Zd R{ is equal to the area under the path, namely , 
1 = 1 2 

ax + a2 + . . . + an. 

Example 1 (Hajek (1969) p. 70). Two independent random samples of 
m = n = 10 are drawn from two normal populations with n1 — 500, o = 100 
and / i 2 = 580, o = 100 respectively. The data is given below (the values are 
rounded off to the nearest integers). 

x's : 458, 620, 552, 327, 406, 733, 430, 498, 505, 558 

y's : 746, 599, 690, 502, 425, 556, 491, 642, 622, 533 

we shall illustrate both the t/-test and D-test for testing 

HQ \ i±x = /x2

 v s H\ Mi < M 2 - The combined ranking of x's and y's is as 
follows : 

x x y x x y x y x y 
327 406 425 430 458 491 498 502 505 533 

x y x y x y y y x y 
552 556 558 599 620 622 642 690 733 746 

U-test : U = 86 - 171 X ) = 3 1 . since the 5 % point Al0 (from Table 1) 

is 27, we accept H0 at 5 % level of significance. In fact it is easy to find that 
p (U < 31) = 0.083 and p (U < 31) = 0.072. Consequently the £/-test accepts 
H0 at 5 % level of significance irrespective of randomization. 

D-test : From Table 1, the 5 % critical vector is 122347788 (shown in Fig. 2) 
with corresponding Dn value 9193. Since the observed Gnedenko path, 
111234568, is dominated by the critical vector (see Fig. 2), the null hypothesis 
is rejected at 5 % level. The actual level attained is 9193/184756 = 0.0497. 

Note : It should be pointed out that critical paths given in Table 1 are not 
necessarily the best - they are given only for illustrative purpose. However, 
ZMests attain better (or more) levels than the Wilcoxon test since the partial 
ordering of paths by Dn is finer than the partial order introduced by area 
under the path. The problem of finding the best dominance test for a given 
problem is open. However, in the following Section we obtain some dominance 
tests which possess good properties in the case of Lehmann alternatives. 
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Figure 1 

Figure 2 

Note : 5 % critical path corresponding to the path 1 2 2 3 4 7 7 8 8 is shown in Fig. 2 by 
broken lines - the path represented by solid lines is the observed path 1 1 1 2 3 4 5 6 8 
(initial zeros omitted) . 
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Note : Initial zeros of paths are omitted for convenience, for example 1 1 2 2 = 0 1 1 2 2 since 
the number of elements in the path vector is exactly n — 5. 

3. A REFINEMENT OF THE SMIRNOV D+ (m, ,i)-test. 

Let Fm and Gn be the sample distribution functions of x's and y's 
respectively. The Smirnov statistics are defined as 

Z) + ( m , n) = sup [Fm (x) - Gn (*)], D'(m , n) = sup [Gm (x) - Fn (x)l 
x x 

D (m , n) = max {D + (m , n), D~~ (m , n)}. 

In what follows we confine our attention to D+ (m , n) which is appropriate 
for testing H0 : F = G against Hx : F (x) > G (x) for at least one x. The 
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rejection region for HQ against Hx is defined by 

— D+ (m,n)>sj (6) 

where sa depends on the level and d = (m, n), the greatest common divisor 
of m and n. As is well known (see for example [11]) 

mn D+ (m , n) = sup {(m 4- n) i — mR^ 

so that, we have 

; < sa = \Ri> , 1 < i < m (7) 

Recalling our remarks that rank domination is equivalent to the corresponding 
path domination, we see from (6) and (7) that actually the acceptance regions 
of Z) + (m , n) test are indeed GF regions and hence D+ is a dominance test. 

Note that for fixed m, n there are only finite number of levels attained 
by D* (m, h) test and not every path can be a possible boundary path (of 
the acceptance region) of D+ (m, «>test because of the restriction (7). 
If we can interpose a path in between two Smirnov boundary paths given 
by (7), then we can define a new dominance test. Let (m , n) be the 
critical region (in the set of all lattice paths) defined by the acceptance regions 
of D*(m,n) plus the acceptance regions defined by the new boundaries inter­
posed between Smirnov boundaries as above. Suppose two adjacent Smirnov 
boundaries ( m , n fixed) are given by a' = (a\ , . . . , an) < a = (a1 ,. . . , an) 
with 2 at > 2 a ' I . 4- 1. It immediately follows that there is at least one path 
sandwiched between a and a . Among such intermediate paths we pick say 
aS1}. . . which satisfy the relations 

a{o)< a(i) < m m m < a ( P ) < f l ( p + D \ 

" « ~ " (8) 
2, a¥> = £ ap-Q + 1 for 1 < / < p + 1 

J = l i = l 

where we have set aM = a , a(p+l^=a. The interposed paths satisfying 
(8) together with the Smirnov boundary paths constitute 1ST -boundaries defin­
ing a A^(m , n) test. The reason why we insist on (8) is to get nested sets 
of critical regions. The following proposition shows that the test always 
refines the D+ test when m = n > 2. 

Proposition 1 (i) For m n,N + (m , n) can be obtained from ( n , m) by 
duality, (ii) For n>2,N+(n,n) is a true refinement o f D + (n,n). (We 
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conjecture N+(m, n) is a true refinement of D* (m, n) if and only if 
d = (ra, n) > 1, otherwise Z ) + , 7V+ coincide.) 

The duality referred to in the proposition is as follows: If ( ^ , . . . . ,an) 
is in N* ( ra , n) then the dual path in N* (n , ra), for m ^ n, consists of 
n-an O's, an -an_x I s , . . . , ax - 0 ms. For example 0011 e N+ (4, 3 ) ; the 
dual path in N* (3, 4) is (0 0 2). As seen from part (ii), any A t t e s t refines 
the Z) +-test ; however such a refinement is not generally unique — the choice 
of refinement will depend on the alternative. We present in Table 2 a A t t e s t 
procedure suitable for Lehmann alternatives. It should also be pointed out 
that similar refinements for D~(m,n) and D + (ra , n) procedures can be 
constructed as above — but we will not do this here. Power considerations 
are postponed to Section 4. 

4. DOMINANCE TESTS AGAINST LEHMANN ALTERNATIVES. 

Alternatives of the type G (x) = Fk (x) with k > 2 integral are known 
as Lehmann alternatives (following Lehmann (1953)) and they are found 
to be appropriate in some biological and other problems as noted by Shorack 
(1967). For any fixed value of k, Lehmann has in principle described uniformly 
most powerful (UMP) tests for testing F = G against G — Fk, but they are 
tedious from the application point of view even for k = 2. Here we remark 
that by using Lehmann (1953) equation (4.5) it is easily seen that if a 
dominates b, Lk (b) > Lk (a), where Lk is the probability of a path when 
G = Fk is true. It immediately follows that every UMP critical region is a 
union of a finite number of GF regions. Hence it is possible to approximate 
UMP tests with GF critical regions. As it is fairly easy to make power calcul­
ations when a small number of GF regions is involved, we propose a test 
DLk (2) for the case k = 2 and compare its power with the powers of 
Wilcoxon and other tests. The feature of DLk (2) which is attractive is that 
at most two GF regions are involved in the critical region and it can be 
considered as an approximation to the UMP test. We describe below the 
method of construction of DL2 (2) ; this method can be extended for 
k > 2 as well, but we shall not give the details here as asymptotic properties 
are being studied. 

To define DL2 (2) we start off with the two nested sequences of paths, 
where each path consists of n elements ; 
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Table 2 
^ - b o u n d a r i e s (of acceptance region) with number of paths in the critical region 

Note : Starred paths are the interposed boundaries. 
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Table 2. (contd.) 

I # i V + (m , w) 
Boundaries , . . , 1 . 

of (m , n) m = 5 m = 6 m = 1 m — 7 m = 1 m = 8 m = 8 
« = 4 « = 5 n = 4 n = 5 « = 6 « = 5 n — 1 

1 1 1 1 1 1 1 1 
2 5 6 5 6 7 6 8 

12 9 11 11 12 13 13 15 
13 18 25 20 26 33 27 42 
23 27 41 35 46 58 51 78 
24 51 - - 81 

123 55 - 66 78 - 105 
124 83 69 94 126 106 180 
134 130 182 151 280 
135 - 204 
234 238 380 
235 

1234 455 
1235 620 
1245 812 
1345 1008 

Total paths 126 462 330 792 1716 1287 6435 

m = 6 n = 4 m = 6 n = 8 m = 8 n = 4 

Boundaries # paths Boundaries # paths Boundaries # paths 

1 1 1 1 1 1 
2 5 2 7 2 5 

12 10 12 14 3* 15 
13 19 13 34 13 21 
23 31 23 64 14* 40 
24* 47 123 91 24 55 

124 139 25* 86 
134 209 
234 289 
235* 384 

1235 454 

Total paths 210 Total paths 3003 Total paths 495 
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0 . . . 01 , 0 . . . Oil , , 01 . . . 1 , 1 . . . 1 (P , ) 

0 . . . 02 , 0 . . . 0 1 2 , , 0 1 . . . 12 , 01 . . . 13 ( Q , ) 

For i > 1 define P i + 1 , Qi+l recursively by 

Pi+l=A+ 1 . - - I . , Qi+i = Q, + 1 . . . 1 

and let P = (P1 ,P2 , . . . ) = ( ? ! , p 2 , . . . ) , 

where pj , p 2 , . . . , are the individual paths in Px , P2 , . . . , in that order ; 
similarly Q = (Ql , Q2 , . . .) = (qx , q2 . . .). Then the GF regions of DL2 (2) 
are defined by 

0 0 , 0 . . . 01 , 0 . . . 011 , q. U p for i > 1, 

where p.. is the element of Pf which satisfies 

L2 {pii)> L2 (<7,.)andZ,2 ( f t / + 1 ) < L2 (qt). 

In Table 3 the dominance profile of DL2 (2) only for m = n = 6 is 
presented ; complete tables for 4 < m , n < 8 are available with the authors. 
We close this paper with some power comparisons. 

Power Comparisons : For Lehmann alternatives the exact powers of GF 
regions can be computed by using a closed formula, recently obtained by 
Steck [12]. Using Shorack [10] we have made randomized power comparisons 
between the Wilcoxon and DL2 (2) tests (under Lehmann alternatives) for 
4 < m , n < 8. It is found that DL2 (2) is slightly uniformly better than 
the Wilcoxon test and the power increase ranged from 1 % to 5 %. Some 
examples are given for illustration : 

Wilcoxon DL2 (2) 

m =n = 6 .3796 .3999 

m = n = 8 .4451 .4664 (a = .1 in all cases) 

m = 8, ,i = 5 .3816 .3911 

In the case of refined Smirnov test power comparisons showed that the 
A t t e s t is uniformly better than the Smirnov test (Z)+-test) at the usual 
levels of significance for 3 < m < n < 10. In Table 4 the randomized powers 
of D+ and N+ tests are presented for 3 < m < n < 10. The power increase 
is about 10 %. 
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Table 3 

Dominance profile of DL2 (2) for m = n = 6 

GF Region Level 
0 1 
1 2 

11 3 
11 U 2 4 

1111 U 12 7 
11111 U 112 9 

111111 U 1112 11 
111111 U 11112 12 
111122 U 11113 23 
111122 U 111113 24 
112222 U 111123 36 
122222 U H 1 2 2 3 42 
222222 U 112223 46 
222222 U 122223 48 
222233 U 122224 84 
222333 U 222224 95 
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Table 4 

Randomized power of Smirnov and refined Smirnov tests 
against Lehmann alternatives G = Fk, k = 2, 3. 
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