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CONTRIBUTIONS TO THE THEORY OF TOURNAMENTS 

PART I 
THE COMBINATORICS OF KNOCK-OUT TOURNAMENTS 

par 

T. V. NARAYANA et J. ZIDEK 

SUMMARY 

The combinatorics of repeated round-robin tournaments has 
been studied in detail by statisticians interested in paired compari­
sons, as well as by mathematicians as a branch of graph theory . 
Although it has long been surmised that repeated knock-out tourna­
ments could represent an alternative to repeated round-robin tour­
naments, very few results on the combinatorics of knock-out tour­
naments are known. In this paper, we introduce a class of random 
knock-out tournaments and study their elementary combinatorial 
properties. No effort is made in Part I to study the statistical or 
combinatorial aspects of repeated knock-out tournaments. Indeed, as 
will be apparent early in this paper, the systematic study of knock­
out tournaments without repetition is best done with a high-speed 
computer to yield explicit numerical results. The statistical aspects 
are covered in Part II , while Part III deals with the numerical 
and computational aspects e. g. results of simulation comparing re­
peated knock-out and round-robin tournaments. 

1. INTRODUCTION 

Random knock-out tournaments - apart from the classical case 
of n = 2* (t = 1,2, . . . ) players - have not been studied very often 
in the literature. A convenient summary, including bibliographies of 
known results, is provided by the recent books of David [2] and Moon 
[5 1 One widely known elementary result is sometimes posed as an 
exercise in introductory textbooks on probability (cf. Tucker [ 6 ] p . 
18) : 

(*) à paraître dans Revue Roumaine de mathématiques pures et appliquées, 1969. 
(**)en préparation. 
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n = 2* players of equal strenght play a knock-out tournament , 
being randomly paired off in each round. What is the probability 
that two given players A and B meet in some round of the tour­
nament ? The answer 2/n could be obtained by noting that (n-1) 
matches are played and any one of the Q ) P a i r s formed from n 
players is likely to play in a match. 

Variants of the idea that a knock-out tournament has (n-1) 
matches i.e. (n-1) losers and a winner, each loser requiring one 
match to be "knocked-out", have appeared early in the literature . 
An example is the identity attributed to Mendelsohn by Moon ([5] 
p. 49, where an amusing exercise of Chisholm is also presented) ; 
namely, prove 

- • 
where [x] denotes the greatest integer < x. 

Starting from this well-known idea, we shall define in Section 
3, a class of random knock-out tournaments and study their combi­
natorics systematically. As a preliminary, a detailed discussion of 
the classical case is undertaken in Section 2. The two final sections 
are devoted to a brief comparison of tournaments (including an in­
vestigation of certain important special cases) and some concluding 
remarks. 

Before proceeding to the study of the classical case i. e. n = 2t 

players of equal strength, we formulate our basic model. The mo­
del chosen is one where just one of the players A (say) has a 
probability p of winning against each of the other (n-1) players 

Bi (i = l , . . . ,n- l ) , who are of equal strength. We shall assume , 
implicitly, that p > 1/2, although most, if not all our formulae, 
are valid for all p, 0 ^ p ^ 1. This assumption expresses in sim­
plified form the idea that a superior player is present. It is rele­
vant to point out that, apart from the mathematical tractability of 
this model, it represents the important case of a single outlier. In 
comparing selection procedures for choosing the best object, this 
model provides a suitable basis for comparison ; we shall investi­
gate in Part III whether this model represents a realistic approxi­
mation, at least in the qualitative sense, to more general models 
satisfying strong stochastic transitivity. 

2, THE CLASSICAL CASE 

Owing to its importance, we derive in detail the results for 
the classical case, where n = 2t players of equal strength (i. e , 
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p = 1/2) are matched off randomly against each other in each round . 
After the first round, 2 t _ 1 losers are discarded and the process is 
continued until a single winner emerges. 

Let denote the probability that a given player A plays 
exactly i rounds in this tournament. Clearly R* = 0 for i > t . 
As a preliminary to applying the inclusion - exclusion principle, we 
denote by respectively, the probabilities that A meets 
exactly B x,. . . , BA and that A meets B x , . . . , Bi in the tourna­
ment. Of course Î 1 includes the case where A meets Blt . . .Bi 
and perhaps others during the tournament. Clearly, to the geometric 
distribution 

Ri, =-|r (i < t) ; 

(1) 
T>t _J_ 
nn - 2 t _ 1 * 

In''1-' is immediately obtained from the Rn ; indeed, as the i op­
ponents of A are equally likely to be any one of the ( n ^ ) com­
binations, we have 

p[i] = 1 n <+) • 
n

 2 > ( n

i : 1 ) ' 
(2) 

p[t] 1 

The I^1 are now obtained from the P J 1 - ' by analogy with the in­
clusion and exclusion principle. Alternatively, if A meets Bu . .. , 
Bi and v additional players, these v additional players can be 
chosen in J" "̂ ways from the remaining players (v = 0 ,1 , . . . , 

t-i). 
Noting that these cases are mutually exclusive, an appropriate 

application of the theorem of total probabilities yields, 

TV) »> 

Substituting from (2) into (3), we have after an elementary simpli­
fication the relation connecting and Ri, namely 
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* - ( T ^ T ) £ Hi-

where by definition, = 1 ^ = 0 for i > t in the classical case , 
Clearly the equations (4) may be considered as n simultaneous 

equations for the P1 in terms of the R*. Inversely, given the Pn* 
if the R1 were unknown, we could solve for the R*. Indeed the 
inverse of the matrix of coefficients of R̂  in (4), is well known 
[cf. 3, p. 100 for a similar proof], and we obtain 

* - T <-» * - (t: y c t v ) № 

Of course Rn = I*1 = 0 for i > t in the classical case. 
We have stated equations (4), (5) generally, since they may be va­
lidated for all random tournaments of our basic model, as defined 
in the next section. 

We return now to the classical case where A has probability 
p ^ 1/2 of defeating any Bi. Since the Bi's are of equal strength 
it is evident that equations (4), (5) continue to hold by the same 
"symmetry" arguments used as before. 

However, now 

Rn = p w q for i = l , . . . , t - l 

(6) 
K = P = p t - 1 q + p*. 

(Note : If A wins t - 1 rounds, he is assured of playing in the 
final round). Substituting these values in (4), we have, in the clas­
sical case with general p, 

C r V . ' • - . • • > • ( ! ) . o 

where 

V«0 

Now 

V-0 V ± ' v « l V / 1 
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Using 

f D - f T ' i - C ; . * ; 1 ) 

we obtain, for i ^2, from the last two equations 

' I j p . » - - P ' < ) . , 9 , 

Comparing the quantity in brackets with (8) we obtain, for i ^ 2 , 

G ! > - p*G> ( 1 0 ) 

1 _ p t 

Since x t = —̂ —̂ - tpfc we are able to obtain Xi recursively and 

hence f̂ 1. 

Indeed 

. ¿ 1 * 1 - 1 « - G V - S - ( ' 2 ) P - . 

and by induction, 

*t = £ J P 1 " 1 (i - P*> - p { ( ì ) ^ " 2 + O ^ P 1 - 3 - • • + ( ¿ 1 ) ^ ] \ - ( ! > ' • 

( i i ) 

Thus, from (7) and (11), we have explicit expressions for P„l : 

( n ; 1 K - ( ! r ^ - ( l o H l

I ) t - - - ( i ^ ) ( f ) ' " ] 

(i = l , . . . , t ) . (12) 

When p = q, the expression for simplifies, using n = 2* . 
We then have, 

( V ) * - s [ » - £ ) - ( ì ) - • - ( , . . ) ] 

In particular, we obtain from (12), 

p ' - J L z _ £ l ( 1 3 ) 
F" " q(n - 1) ' ( l 6 ' 
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2 2 1 which naturally reduces to —^y - —, when p = —. 

As a conclusion to this section, we make one further remark 
about IJ1 which will be valid for random tournaments in general . 
Clearly E(R), the expected number of rounds that A plays in 
the tournament, equals (n -1 )Pn. Letting n = pfc be the proba­
bility that A wins the tournament, we obtain as a reformulation 
of (13) : 

n + q E(R) = 1. 

3. RANDOM KNOCK-OUT TOURNAMENTS 

When n is not a power of 2, say n = 2* + K, 0 < K < 2fc , 
it is usual in the literature [2,5] to reduce the number of players 
to 2t by matching 2K players randomly in a preliminary round. 
Motivated by this idea, we define for every integer n > 2, a ran­
dom knock-out tournament with n players as a vector of positive 
integers (mt, . . . , mk) satisfying : 

m1 •+- . . . + mk = n - 1, mk = 1. 
2mj ^ n. (14) 

2mi £ n - m1 - . . . - nii.! (i ^ 2). 

A tournament defined by the vector (m l t. . . , mk) is played as fol­
lows. On the first round 2ml players, chosen at random from n, 
are paired off randomly. The remaining n - mj players have a bye 
for this round. The nij pairs yield m1 losers who are eliminated 
from the tournament. We are then left with a tournament of n-mj 
players, with vector (m2, . . . , mk). This inductive rule is well de­
fined for n > 2, since in the case n = 2 there is a unique tour­
nament of one round. 

We indicate here a few examples of tournaments, which have 
been studied in the literature and are of special importance in the 
applications. For any n = 2t +• K, (0 ^ K < 24) we designate by 

Tj : the tournament with vector mt

 n + — ~ J 

t" 1 t-2 

T2 : the tournament with vector (K, 2 , 2 , . . . , 1) 

T3 : the tournament with vector ( 1 , . . . , 1). 
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When K = 0, both Tl9 T2 reduce to the classical case ; while if 
K 4 °* Tj, T2 consist of (t + 1) rounds. Of course, T3 always 
consists of (n-1) rounds. It is convenient to set 

nx = n, ni = n^ - rni_1 (i ^ 2) ; (15) 

so that nt is the number of players at the start of round i 
(i = 1 k). 
Further, let 

Pi = -^p, Qi = 1 - Pi (i = l , . . . ,k) ; (16) 

so that pi is the probability that a specified player, among the ni 
qualified for round i, does not get a bye in the round. Finally 
from (14), nk = 2 so that pk = 1. 

We emphasize once again that we are studying the model where 
one player A has the probability p of winning in a match against 
each of the other equally strong Bu . . . , B n . 1 # Let n = II (n, m1 , 

mk) denote the probability that A wins the tournament (m^ 
. . . , mk) where the mA satisfy (14) Also, let us suppose we are 
given the vector 

Rn = (Ri, . . . ,Rn) = R(n,mt, . . . ,m k ) 

where R̂  represents the probability that A plays exactly i 
rounds. As £ Rn = 1, E(Rn) = ̂  iRn represents the expected 
number of rounds played by A in the tournament. The above de­
finitions lead us to the following theorem. 
Theorem 1. The probability II = 1̂ , that A wins the tournament 
(mu . .. , m*) is given by 

n = (PjP + qx) (P2P + q2) . . . (Pk.iP + qk.̂ p. (17) 

Further 

n + q E(Rn) = 1, where q = 1 - p. (18) 

Proof. We prove both results by induction. Let us assume that (17) 
is true for oil tournaments with (n-1) or less players, since 
it is clearly true for all tournaments with n = 2, 3, 4 players. The 
inductive hypothesis assures us that 

n„2 = n(n2,m2, . . . ,m k ) = (p2p + q2). . . (pk.iP + qk.j)p (19) 
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where p2, q2, . . . , p^.p qk_ x are defined by (16). Now player A can 
survive the first round of (m l t . . . , mk) in two exclusive and ex­
haustive ways, namely 

a) playing and winning round 1 with probability pp1 

b) having a bye with probability q1# 

An elementary theorem of probability gives 
TIn = (Px P + q^Tl^ (20) 

and using (19) the proof is complete. 
A similar inductive proof establishes (18) with the help of the 

recursion similar to (20) : 

EtR^) = pxq + p tp tE(Rn2) + 1 ] + q!E(Rn2). 

Of course E(R„2) clearly refers to the tournament (m2,. . . , mk) . 
We restate (17) informally as follows : Let us suppose we 

multiply out the R. H. S. of (17), yielding 

n = b k - 1 p + bk_2p2 +. ..+b 0pk = b'w, (21) 

where 

b = (bk. l f . . . , b0) 
/ 2 k\' (22) w = (p, p2, . . . , pk). 

Now, given that A wins the tournament, let B k - i be the probabi­
lity that A receives exactly k-i byes in the course of the tour­
nament (i = 1, . . . , k). Since the conditional probability that A wins 
the tournament given that he has received k - i byes is p1, we 
have 

II = Bk*! p + . . . . + Bo pk. (23) 

Comparing (21), (23) B k - i = bk_i, (i = l , . . . ,k) ; so that bk_ { , as 
defined by (21), is indeed the conditional probability that A re­
ceives exactly k - i byes, given that A won the tournament. By 
an exactly analogous argument, R̂  may be split up into the ex­
clusive probabilities that A plays i rounds and wins the tour­
nament or that A plays i rounds and loses. Since the details 
are obvious, we state 
Theorem 2. Let c_ = (ck - 1, . . . , c0) where 



11 

ck_x = 1, c k .i= 1 - b k - j (i ^2). (24) 
j«i 

Then 

Ri = (P 1 \.i + P i - 1 q ck.i). (25) 

Remarks ; 1. Theorem 2 enables us, with the help of a computer, to 
calculate R n explicity for any tournament. 

2. Summing over all i = 1, , . ,k on both sides of (25) 
we have 

1 = IT + q/p c'w. (26) 

Comparing (26) and (18) 

E(RJ = ± c'w. 

From the obvious relations 

n + n* (n - 1) = 1, E(Rn) + (n - 1) E(R*) = 2(n - 1) 

where n*> E(R*) are, respectively, the probability of any Bi 
winning the tournament, and the expected number of rounds played 
by Bi, we have 

E ( R n ) " p(n-l) ' 1 1 " (n-1) ' 

Clearly 

n* + q E(R*) = 2q. 

Finally, let P,J, Q£ denote respectively the probabilities that A 
meets B^B^. . . , and Bi and (Bi or B 2 or . . . B4) in the 
tournament. By the usual arguments involving inclusion and exclusion, 
the following relations hold : 

Theorem 3. 
P i 1 n " ^ V W i + v \ (28) 

= ( V ) V - ° 1 

Q n = 2 ( - D v + 1 P r ( v ) ; (29) 
v-i 
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the reciprocal relations are also valid : 

- 1 > , v * " ( ? : ' x 1 » • > 

V-l v * 

Remembering R̂ , IJ1 are zero for i > k for any tournament 
(m^ . . . , mk), the above equations yield explicit numerical results 
with the help of a computer. 

4. A COMPARISON OF TOURNAMENTS. 

In this section we give explicit results or recurrence relations 
for the Rn, for some special tournamants, of interest in the 
applications, as a preliminary to a brief comparison of knock-out 
tournaments in general (as defined by (14)). Apart from the tourna­
ments Tlt T2, T3, introduced in the last section, we consider 
one further example, which will prove to be of particular impor­
tance in the applications, labelled T4. A study of T4 also per­
mits us to further generalize our definition of random knock-out 
tournaments, although we shall not do so explicitly. 

For any n > 2, the tournament T4 is played according to 
the vector (1 ,1 , . . . , 1), with the further restriction that the win­
ner of any round automatically plays in the succeeding round. Thus , 
after a pair, drawn at random, plays in the first round, one of the 
remaining (n - 2) bye players of round 1 meets the winner in round 
2, and so on. While this tournament does not satisfy the definition 
(12), clearly Theorems 2, 3 apply. We have only to set b0 = 2/n , 
bj = . . . = bn_2 = and Theorem 1 holds for T4 if restated as 
(21) ; of course equation (17) is wrong in the context of T4 and 
the fc^ cannot be interpreted as the coefficients of p1 in the 
expansion of (17). 

We consider for illustrative purposes Tl9 as the details are 
similar for the other tournaments. For n > 4, let n = 2 + K 
with 0 ^ K < 2 l . It is easily seen that 

R* 1 = pRn for i = l ,2 , . . . , t + 1, 

and 
I 

R2n = q. 
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From (28), 
-pi 1 v R1*VA + V\ 

1 i i " 

Using ( \ t V ) =(X v ̂  X ) + C + v ~ 1 ) i w e h a v e f o r 1 > 2 

Now each sum within the brackets can be simplified using (28) once 
again. By an easy simplification of (32), we have the following re­
currence relation for i > 2 : 

A similar argument yields for i > 2 

P i . í l L Í r ^ n ^ l p , . 1 + Í ^ l i V l (34) 
*2n-l - p n - l ^ [ n - i n ^ + n 

These recurrence relations were obtained by Capell and Na-
rayana [1] by a direct but longer combinatorial argument. Theorem 
3 provides a simple derivation of many similar results ; if n is 
a power of two in (33), i.e. in the classical case, the explicit va­
lues (12) of Pn are immediately deduced. 

A short summary of explicit values or recurrences for Rn, 
IJ1 are provided for the tournaments T2, T3, T4 below. The re­
sults can be verified by combinatorial arguments directly, but the 
use of Theorems 2, 3 simplifies the details considerably. 

Tournament T2 

TT 2K t . 2 - K t 
n = F T " K p m + F T K p • 

Rn = P1"1 q (i - 1 t - l ; 

n t 2K t-i n ^ 2* - K,ui . 
R. = p q + p ; 

n n f n 



14 

t.i 2K t 
= — P . 

n = ( 2 P + n - 2) n - 1 
n! 

Rn+1 = | P Ri-, + ( l " f K - î (i = 1 , . . . , n - 2) ; 

Rn = q. 

Explicit results for IJ1 appear to be cumbersome (if not im­
possible), but numerical results are easily obtained with a compu­
ter. 

The interested reader is referred to [4] for further details. 

Explicit results are possible in this case. 

= ± p ( l _ ^ ) + l p n - 1 . 
n V 1 - p/ n 

Ri = P 1 - 1 q — + 2 ^ ( 1 < n - i), Rr 1 = P " - 2 - . 
n n n '* n ^ n 

In the rest of this section, we shall assume 1/2 ^ p ^ l,so 
that a stronger player A is present. We let nt(p) (i = 1,2,3,4) 
be the probability that A wins the corresponding tournament Tt , 
and state our results for all n ^ 4, since for n = 2, 3 only one 
tournament is possible. 
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Theorem 4. For any tournament with n ^ 4 players, and any (fixed) 
p, lying in the open interval (1/2, 1), 

n2(p) > IJi(p) > n3(p) > n4(p). 

Strict inequality holds between n2(p), TÎ p) for all n for 
which the tournaments Tlt T2 are different i, e. n is not of the 
form 2t or 2M(2fc - 1), M being a positive integer. 

As the details of the proof are quite elementary though tedious , 
we restrict ourselves to stating the definition of descendant of a 
tournament, which is a useful tool in comparing tournaments. 

Let T = (mlt , , , , mk) be a tournament vector for n 
players and for some i < k, let mi = m/ + m1/, where mj , 
m" are positive integers. Then the tournament with vector Tf = 
(mu . . . , miml? m[, mV, m i + 1, . . . , mk) will be called a first-stage des­
cendant of T, 

From Theorem 1, it is immediately verified that n(T) > 
n(T!) for fixed p in (1/2, 1), Since it is fairly obvious how to 
define second-stage (and further) descendants of T, and that 
(1,1, . . , ,1) is a descendant of every random knock-out tournament 
defined by (12), one part of our theorem follows easily. We refer 
to [4] for a complete proof of our theorem, and for a comparison 
of random knock-out tournaments with a stronger player present. 

5. CONCLUSION. 

We mention briefly some combinatorial problems arising from 
our work on random knock-out tournaments as defined by (12). 

1/ For any tournament (mu . . . , mk), let us consider QJ , 
where Qn is the probability that A meets Bi or B 2 or . . . 
Bi during the course of the tournament and is given by (29). Clearly , 
when p = 1/2 i.e. for a random knock-out tournament with all 
players of equal strength. 

Qn = - | and Q^1 = 1 . 

Further from the definition of Q,,1 

Q1. < q i n a = i . . . . . n - 2). 
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Given any real number x in (0,1), and any tournament vector 
(mp . . . , mk) of n players, there exists clearly a unique integer 
i = i (x, mu . . . , mk) say, such that 

Qn"1 < y * Qn (i = l , . . . , n - 1). 

Surely it is natural to define Q° = 0. When p = 1/2, and x = 1/2 so 
that i(l/2, m p . . . ,m k ) corresponds to the "median", we have 
found by computer for all n < 256, the remarkable result that 

i(|, m p . . . ,m k) = { ^ J ^ L } (35) 

where I n *} represents the smallest integer ^ n \ Although 
presumably, (35) may be established by cumbersome arguments i. e . 
for large n for example, and the results for small n verified 
by computer, no proof has been found by us. We thus prefer to 
treat (35) as a conjecture, a special case of the more general con­
jecture : 

i(|i ; mv . . . , m k ) = ( 3 6 ) 

independently of mu . . . , mk. 
2 / Our development, enables us by computer at least, to pro­

pose principles for solution to the following payoff problem, a spe­
cial case of which was suggested to us by Moon. 

Let us suppose that n players participate in a random knock­
out tournament, and it is decided that every player who plays in a 
round receives one dollar, and there is a bonus B, for the win­
ner of the tournament. The n players decide before hand that one 
amongst them has probability p > 1/2 of beating each of the others 
who are supposed to be of equal strength. What should be a fair 
value of the bonus B ? 

One principle, which might be proposed for the value of B 
is that it should be such that the strongest player receives appro­
ximately the same expected amount, whatever random tournament 
(12) is chosen for the play-off. In the simple example chosen , 
Theorem 1 implies that B = 1/q, and irrespective of the tournament 
chosen, A's expected gain is 

IIB + E(R) = —+ E(R) = —. 
q q 

However, for different types of payoffs (not to speak of different 
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principles of bonus) this problem appears to be of some practical 
interest and is being studied by H. Morin. 

3/ We finally remark that if T(n, k) represents the number 
of tournament vectors (m^. . . , mk) with n = 2t + K players 
0 < K < 2*, then clearly. 

T(n, k) = 0 for k t 

except for T(n.t) = 1 for n = 2*. 

Numerical values for T(n, k) can be obtained for k> t + 1, using 

T(n, k) = T(n - 1, k - 1) + T(n - 2, k - 1) + . . . + Tfj^^J, k - 1) 

A short table of values of T(n, k) is presented. 

\ k ^ 2 3 4 5 6 7 8 9 

3 1 
4 1 1 
5 2 1 
6 2 3 1 
7 1 5 4 1 
8 1 6 9 5 1 
9 6 15 14 6 1 

10 6 21 29 20 7 1 
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