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STRING TOPOLOGY FOR STACKS 

Kai BEHREND, Gregory GINOT, Behrang NOOHI & Ping XU 

Abstract. — We establish the general machinery of string topology for differentiable 
stacks. This machinery allows us to treat on equal footing free loops in stacks and 
hidden loops. We construct a bivariant (in the sense of Fulton and MacPherson) 
theory for topological stacks: it gives us a flexible theory of Gysin maps which are 
automatically compatible with pullback, pushforward and products. Further we prove 
an excess formula in this context. We introduce oriented stacks, generalizing oriented 
manifolds, which are stacks on which we can do string topology. We prove that the 
homology of the free loop stack of an oriented stack and the homology of hidden loops 
(sometimes called ghost loops) are a Frobenius algebra which are related by a natural 
morphism of Frobenius algebras. We also prove that the homology of free loop stack 
has a natural structure of £F-algebra, which together with the Frobenius structure 
fits into an homological conformai field theories with closed positive boundaries. We 
also use our constructions to study an analogue of the loop product for stacks of maps 
of (n-dimensional) spheres to oriented stacks and compatible power maps in their 
homology. Using our general machinery, we construct an intersection pairing for (non 
necessarily compact) almost complex orbifolds which is in the same relation to the 
intersection pairing for manifolds as Chen-Ruan orbifold cup-product is to ordinary 
cup-product of manifolds. We show that the hidden loop product of almost complex 
orbifolds is isomorphic to the orbifold intersection pairing twisted by a canonical class. 
Finally we gave some examples including the case of the classifying stacks [*/G] of a 
compact Lie group. 

Résumé (Topologie des cordes des champs différentiels). — Nous construisons un cadre 
général pour traiter la topologie des cordes des champs différentiels. En particulier, 
ce cadre s'applique aussi bien aux lacets libres d'un champ qu'aux lacets fantômes, 
champs d'inertie. On construit une théorie bivariante (au sens de Fulton et MacPher­
son) pour les champs topologiques et on en déduit l'existence de morphismes de Gysin 
compatibles avec les opérations standards: produits, produits fibres, recollements. Par 
ailleurs on démontre une formule d'excès pour les fibres normaux sur des champs dif­
férentiels. On définit une notion de champs orientés, qui généralise celle de variétés 
orientées, qui sont les champs sur lesquels on dispose des opérations de la topologie 

© Astérisque 343, SMF 2012 



iv 

des cordes. En particulier, on démontre que l'homologie du champ des lacets libres 
d'un champ orienté ainsi que l'homologie de son champ des lacets fantômes sont mu­
nies de structures naturelles d'algèbres de Probenius. De plus le morphisme naturel 
entre ces champs de lacets est un morphisme d'algèbres de Frobenius. Par ailleurs, 
on prouve que l'homologie du champ des lacets libres est muni d'une structure de 
BV-algèbre compatible avec la structure d'algèbre de Frobenius au sens où ces struc­
tures sont extraites d'une théorie homologique conforme des champs à bords com­
pacts. On applique également nos techniques pour étudier un analogue du produit 
de Chas-Sullivan, ainsi que des opérations puissances compatibles, sur l'homologie 
des champs de morphismes des sphères dans un champ orienté. Notre cadre permet 
aussi de construire un produit d'intersection pour les orbifolds quasi-complexes (non-
nécessairement compacts) qui est, en un sens, le dual de Poincaré du produit de Chen 
et Ruan. On démontre de plus que le produit à la Chas-Sullivan des lacets fantômes 
d'un orbifold quasi-complexe est isomorphe au produit d'intersection tordu par une 
classe naturelle. On étudie plusieurs exemples, notamment le cas du champ [*/G] 
classifiant d'un groupe de Lie compact. 
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INTRODUCTION 

String topology is a term coined by Chas-Sullivan [14] to describe the rich algebraic 
structure on the homology of the free loop manifold LM of an oriented manifold M. 
The algebraic structure in question is induced by geometric operations on loops such 
as gluing or pinching of loops. In particular, H.(LM) inherits a canonical product and 
coproduct yielding a structure of Probenius algebra [14, 20]. Furthermore, the canon­
ical action of S1 on LM together with the multiplicative structure make if#(LM) 
into a i?K-algebra [14]. These algebraic structures, especially the loop product, are 
known to be related to many subjects in mathematics and in particular mathematical 
physics [2, 13, 19, 23, 59]. 

Many interesting geometric objects in (algebraic or differential) geometry or mathe­
matical physics are not manifolds. There are, for instance, orbifolds, classifying spaces 
of compact Lie groups, or, more generally, global quotients of a manifold by a Lie 
group. All these examples belong to the realm of (geometric) stacks. A natural gener­
alization of smooth manifolds, including the previous examples, is given by differen-
tiable stacks [8] (on which one can still do differentiable geometry). Roughly speaking, 
differential stacks are Lie groupoids up to Morita equivalence. 

One important feature of differentiable stacks is that they are non-singular, when 
viewed as stacks (even though their associated coarse spaces are typically singular). 
For this reason, differentiable stacks have an intersection product on their homology, 
and a loop product on the homology of their free loop stacks. 

The aim of this paper is to establish the general machinery of string topology for 
differentiable stacks. This machinery allows us to treat on an equal footing free loops 
in stacks and hidden loops. The latter are loops inside the stack, which vanish on the 
associated coarse space. The stack of hidden loops in the stack X is the inertia stack of 
X, denoted AX. The inertia stack AX —> X is an example of a family of commutative 
(sic!) groups over the stack X, and the theory of hidden loops generalizes to arbitrary 
commutative families of groups over stacks. 

In the realm of stacks several new difficulties arise whose solutions should be of 
independent interest. 

First, we need a good notion of free loop stack LX of a stack X, and more generally 
of mapping stack Map(Y,X) (the stack of stack morphisms Y —• X). For the general 
theory of mapping stacks, we do not need a differentiable structure on X; we work 
with topological stacks. This is developed in [51] and is discussed in Section 5.1. The 
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issue here is to obtain a mapping stack with a topological structure which is functorial 
both in X and Y and behaves well enough with respect to pushouts in order to get 
geometric operations on loops. For instance, a key point in string topology is the 
identification Map(51 V S ^ X ) = LX xx LX. Since pushouts are a delicate matter in 
the realm of stacks, extra care has to be taken in finding the correct class of topological 
stacks to work with (Section 1.6 and [52]). For this reason, we restrict our attention 
to the class of Hurewicz topological stacks. These are topological stacks which admit 
an atlas with a certain fibrancy property. Without restricting to this special class 
of topological stacks, S1 V S1 would not be the pushout of two copies of S1, in the 
category of stacks. 

A crucial step in usual string topology is the existence of a canonical Gysin homo-
morphism Hm(LM x LM) —> H0_d(LM xMLM) when M is a d-dimensional manifold. 
In fact, the loop product is the composition 

(0.0.1) flp(LAf)® HJLM) 

Hp+q(LM x LM) Hp+q-d(LM XM LM) Hp+q-d(LM), 

where the last map is obtained by gluing two loops at their base point. 
Roughly speaking, the Gysin map can be obtained as follows. The free loop man­

ifold is equipped with a structure of Banach manifold such that the evaluation map 
ev : LM —• M which maps a loop / to / (0 ) is a surjective submersion. The pullback 
along ev x ev of a tubular neighborhood of the diagonal M — > M x M in M x M yields 
a normal bundle of codimension d for the embedding LM LM —• LM. The Gysin 
map can then be constructed using a standard argument on Thorn isomorphism and 
Thorn collapse [21]. 

This approach does not have a straightforward generalization to stacks. For in­
stance, the free loop stack of a differentiable stack is not a Banach stack in general, 
and neither is the inertia stack. In order to obtain a flexible theory of Gysin maps, we 
construct a bivariant theory in the sense of Fulton-MacPherson [30] for topological 
stacks, whose underlying homology theory is singular homology. A bivariant theory is 
an efficient tool encompassing into a unified framework both homology and cohomol-
ogy as well as many (co)homological operations, in particular Gysin homomorphisms. 
The Gysin maps of a bivariant theory are automatically compatible with pullback, 
pushforward, cup and cap-products (see [30]). (Our bivariant theory is somewhat 
weaker than that of Fulton-MacPherson, in that products are not always defined.) 
Our bivariant theory applies in particular to all orbifolds. Further we gave an excess 
formula allowing to compute Gysin maps for relative regular embeddings. 

In Section 8.3 we introduce oriented stacks. These are the stacks over which we are 
able to do string topology. Examples of oriented stacks include: oriented manifolds, 
oriented orbifolds, and quotients of oriented manifolds by compact Lie groups (if the 
action is orientation preserving and of finite orbit type). A topological stack X is 
orientable if the diagonal map X —> X x X factors as 

(0.0.2) X - ^ W - ^ £ - ^ X x X , 
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where 9t and <£ are orientable vector bundles over X and X x X respectively, and 9t —> <£ 
is an isomorphism onto an open substack (there is also the technical assumption that 
<£ is metrizable, and X —• <£ factors through the unit disk bundle). The embedding 
9t —> <£ plays the role of a tubular neighborhood. The dimension of X is rk9T — rk <£. 

The factorization (0.0.2) gives rise to a bivariant class 6 G H(X —• X x X), the 
orientation of X. 

Sections 10-15 are devoted to the string topology operations, focusing on the Frobe-
nius, I?F-algebra and homological conformal field theory structures. The bivariant 
formalism has the following consequence: if X is an oriented stack of dimension d, 
then any Cartesian square 

2) 3 

X 
A 

XxX 

defines a canonical Gysin map A!: ff.(3) —• #.-<*(?))• For example, the Cartesian 
square 

LXxxLX LXxLX 

X 
A 

XxX 

Gives rise to a Gysin map A!: Ht(LXxLX) —> H._d(LXxxLX), and we can construct 

a loop product 

* : H.(LX) ® # , ( L £ ) - • F ._d(L^) , 

as in 0.0.1, or [14, 20, 21]. 
We also obtain a coproduct 

.5: H.(LX) 
i+j=»—d 

Hi(LX) ® HALX). 

Furthermore, LX admits a natural 5x-action yielding the operator D : H,(LX) —• 
H9+x(LX) which is the composition: 

H.(LX) 
Xüü 

H.+iiLXxS1) i/#+i(LX), 

where u G Hi(S1) is the fundamental class. Thus we prove that (i7#(LX),*,S) is a 
Frobenius algebra and that the shifted homology (if#+d(LX),*, D) is a 2?F-algebra 
[7]. Using Sullivan's chord diagram [20] and our formalism of Gysin maps given 
by the bivariant theory, we extend the previous B V and Frobenius structure into 
a homological conformal field theory (in the sense of [25, 56]) with closed positive 
boundaries (said otherwise non-unital and non-counital) in Section 14. Roughly, this 
means that to any compact Riemann surface E with only closed boundaries (with 
say n incoming ones and m outgoing ones), and such that any connected component 
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of E has a positive number of both incoming and outgoing boundary components, 
and to any class a in the homology of the mapping class group of E, we associate 
an operation /xa : H(LX)®n —> H(LX)®m compatible with the glueing and disjoint 
union of surfaces. 

Since the inertia stack can be considered as the stack of hidden loops, the general 
machinery of Gysin maps yields, for any oriented stack X, a product and a coproduct 
on the homology Hm(AX) of the inertia stack AX, making it a Probenius algebra, 
too. Moreover in Section 12.4, we construct a natural map $ : AX —• LX inducing a 
morphism of Probenius algebras in homology. 

In Section 15, we explain how to adapt the loop product to the case of spheres spaces 
Map(5n,X). We obtain an analogue of the loop product, called the brane product, 
and also study power maps Xk : ff#(Map(Sn,X)) —> ##(Map(Sn,X)) induced by the 
degree k maps Sn —* Sn. We show that for n > 2, the maps Xk are maps of algebras 
with respect to the brane product. 

In Section 16, we consider almost complex orbifolds (not necessarily compact). 
Using Gysin maps and the obstruction bundle of Chen-Ruan [17], we construct the 
orbifold intersection pairing on the homology of the inertia stack. It is in the same 
relation to the intersection pairing on the homology of a manifold as the Chen-Ruan 
orbifold cup-product [17] is to the ordinary cup product on the cohomology of a 
manifold. 

The orbifold intersection pairing defines a structure of associative, graded commu­
tative algebra on H°Th(X) for any almost complex orbifold X. As a vector space the 
orbifold homology H°rh(X) coincides with the homology of the inertia stack AX, but 
the grading is shifted according to the age as in [17, 27]. 

In the compact case, the orbifold intersection pairing is identified with the Chen-
Ruan product, via orbifold Poincaré duality. 

We also prove that the loop product, hidden loop product and intersection pairing 
(for almost complex orbifolds) can be twisted by a cohomology class in H9 (LX x % LX) 
or Hm(AX Xx AX), satisfying the 2-cocycle condition (see Propositions 10.11, 11.3, 
and 16.7). The notion of twisting provides a connection between the orbifold intersec­
tion pairing and the hidden loop product. In fact, we associate to an almost complex 
orbifold X a canonical vector bundle Q% 0 $1% over AX x % AX and prove that the 
orbifold intersection pairing, twisted by the Euler class of 9x © is the hidden 
loop product of X. 

Parallel to our work, the hidden loop product for global quotient orbifolds was 
independently studied in [35, 46]. Furthermore, a nice interpretation of the hidden 
loop product in terms of the Chen-Ruan product of the cotangent bundle was given 
by Gonzalez et al. [35]. A loop product for global quotients of a manifold by a finite 
group was studied in [46, 47]. Also purely homotopical techniques to study string 
topology of classifying spaces of Lie groups have been recently developed in [16]. 

We close this introduction by remarking that our construction of string opera­
tions for stacks can in fact be extended to generalized (co) homology theories other 
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than singular. For instance, in view of the Freed-Hopkins-Teleman's work [29], using 
if-theory may lead to interesting consequences. In the case of manifolds, Cohen and 
Godin have already considered such generalization in [20]. 

The key point in extending our theory to other (co)homology theories is to cast such 
a (co)homology theory as part of a bivariant theory. Once this is done, the formalism 
developed in Section 7 applies to produce the desired Gysin maps, and these in turn 
give rise to string operations. The main input needed to make the construction of the 
Gysin maps is to produce an orientation class 8 in the bivariant cohomology of the 
diagonal X —• X x X, and this is done by making use of appropriate Thorn classes 
(Definition 4.1) for the given (co)homology theory. 

Conventions 

Topological spaces. — All topological spaces are compactly generated. The cate­
gory of topological spaces endowed with the Grothendieck topology of open coverings 
is denoted Top. This is the site of topological spaces. 

Manifolds. — All manifolds are second countable and Hausdorff. In particular they 
are regular Lindelof and paracompact. 

Groupoids. — We will commit the usual abuse of notation and abbreviate a 
groupoid to [Xi =3 XQ]. A topological groupoid, is a groupoid [X\ =4 XQ], where X\ 
and XQ are topological spaces, but no further assumptions is made on the source 
and target maps, except continuity. A topological groupoid is a Lie groupoid (or a 
differentiable groupoid) if XI,XQ are manifolds, all the structures maps are smooth 
and, in addition, the source and target maps are surjective submersions. 

Stacks. — For stacks, we use the words equivalent and isomorphic interchangeably. 
We will often omit 2-isomorphisms from the notation. For example, we may call mor-
phisms equal if they are 2-isomorphic. The stack associated to a groupoid [Xi =3 XQ] 
is denoted by [XQ/XI], because we think of it as the quotient. Also if G is a topolog­
ical group acting on a space X, we denote the stack associated to the transformation 
groupoid [X x G =4 X) by [X/G]. 

Our terminology is different from that in [52]. The quotient stack X of a topological 
groupoid [XQ/XI] is called a topological stack in this paper, where as in [ibid.] these are 
called pretopological stacks. If the source and target map of [XQ/XI] are local Hurewicz 
fibrations, then we say that X is a Hurewicz topological stack; see Section 1.4. 

Warning 0.1. — In Sections 10,12.2, 13, 14 and 15, unless otherwise stated, the (base) 
stack X will always be assumed to be a Hurewicz stack (see Definition 1.6). Note that 
all differentiable stacks (which are our main interest) are Hurewicz (Example 1.2). 
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(Co)homology. — The coefficients of our (co)homology theories will be taken in a 
commutative unital ring k. All tensor products are over k unless otherwise specified. 

We will write both H(X), Hm(X) for the total homology groups 0 Hn(X). We use 
the first notation when we deal with ungraded elements and ungraded maps, while we 
use the second when dealing with homogeneous homology classes and graded maps. 

Similarly, in Section 7, we use respectively the notations H(X —> 2)) and H*(X —• 2)) 
for the total bivariant cohomology groups when we want to deal with ungraded maps 
or with graded ones. 

A 2-commutative (respectively, 2-Cartesian) diagram of stacks will simply be re­
ferred to as a commutative (respectively, Cartesian) diagram. 
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CHAPTER 1 

TOPOLOGICAL STACKS 

We review some basic facts about topological stacks. More details can be found 
in [52]. 

1.1. Stacks over Top 

Throughout these notes, by a stack we mean a stack over the site Top of compactly 
generated topological spaces with the standard Grothendieck topology. This means, 
a stack is a category X fibered in groupoids over Top satisfying the descent condition, 
see Appendix A for more details. Alternatively, we can think of X as a presheaf of 
groupoids over Top which satisfies descent. 

We list some basic facts about stacks. 

1. Stacks over Top form a 2-category in which 2-morphisms are invertible. There­
fore, given two stacks X and 2), we have the groupoid Hom(2),X) of morphisms 
between them. In the case where the source stack 2) = T is a topological space, 
we usually use the alternative notation X(T) for the above hom-groupoid. This 
is sometimes referred to as the groupoid of T-valued points of X. 

Although in practice one may really be interested only in the category of 
stacks which obtained by identifying 2-isomorphic 1-morphisms, the 2-category 
structure can not be ignored. For example, when we talk about fiber products 
of stacks, we exclusively mean the 2-fiber product in the 2-category of stacks. 

2. The 2-category of stacks has fiber products and inner horns, so it is Cartesian 
closed. The 2-fiber product X X 3 2) is characterized by the property that, for 
every topological space T, its groupoid of T-valued points is given equivalent to 

£ (T)x3(T)2) (T) . 

Given stacks X and 2) be stacks over Top, the inner horn between them, called 
the mapping stack Map(2),X), is defined by the rule 

T e Top H o m ( T x 2 ) , X ) . 

Note that we have a natural equivalence of groupoids 

Map(2),£)(*) :Hom(2),£), 
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where * is a point. The mapping stack has the exponential property. That is, 
given stacks X, 2), and 3, we have a natural equivalence of stacks 

Map(3x2),X) Map(3,Map(2),X)). 

3. The category of topological spaces embeds fully faithfully in the 2-category of 
stacks. This means, given two topological spaces X and Y, viewed as stacks via 
the functor they represent, the hom-groupoid Hom(X, Y) is equivalent to a set, 
and this set is in a natural biiection with the set of continuous functions from 
X to Y. 

This way, we can think d>f a topological space as a stack. 
This embedding preserves the closed Cartesian structure on Top. This means 

that fiber products of spaces get sent to 2-fiber products of the corresponding 
stacks, and the mapping spaces (with the compact-open topology) get sent to 
mapping stacks. 

4. The embedding of the category of topological spaces in the 2-category of stacks 
admits a left adjoint. That is, to every stack X one can associate a topological 
space, together with a natural map n: X —* Xmod which is universal among 
maps from X to topological! spaces. (That is, every map from X to a topological 
space T factors uniquely thorough 7r.); see [52], Section 4.3. 

The space Xmod is called the coarse moduli space of X and it should be thought 
of as the "underlying space" of X. 

In particular, the underjying set of Xmod is the set of isomorphism classes 
of the groupoid X(*), wheie * stands for a point. In other words, the points 
in Xmod are the 2-isomorphJsm classes of points of X, where by a point of X we 
mean a morphism x: * —> 3p. 

The underlying set of j the coarse moduli space of the mapping stack 
Map(2), X) is the set of 2-isomorphism classes of morphisms from 2) to X. 

5. To a point x: * —> X of a stack X there is associated a group Ix, called the 
inertia group of X at x. By definition, Ix is the group of 2-isomorphisms from 
the point x to itself. An element in Ix is sometimes referred to as a ghost or 
hidden loop; see ([52], Section 10) since its image under the map X Xmod is 
constant. 

The groups Ix assemble into a stack AX —> X over X called the inertia stack. 
The inertia stack is defined by the following 2-fiber square 

AX X 

A 

X 
A 

X x X 

and will be studied in more details in Section 11. 
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1.2. Morphisms of stacks 

A morphism / : X —• 2) of stacks is called representable if for every map T —> 2) 
from a topological space T, the fiber product T X j ) 3t is a topological space. This is, 
roughly speaking, saying that the fibers of / are topological spaces. 

Any property P of morphisms of topological spaces which is invariant under base 
change can be defined for an arbitrary representable morphism of stacks. More pre­
cisely, we say that a representable morphism / : X —> 2) is P, if for every map T —> 2) 
from a topological space T, the base extension fr'- T x<y X —^ T is P as a map of 
topological spaces; see ([52], Section 4.1). 

This way we can talk about embeddings (closed, open, locally closed, or arbitrary) 
of stacks, proper morphisms, finite morphisms, and so on. 

We say that / : X —» 2) is an epimorphism, if it is an epimorphism in the sheaf 
theoretic sense. In the case where / is representable, this is equivalent to saying that 
every base extension fa of / over a topological space T admits local sections. 

1.3. Transformation groupoids 

Let G be a topological group acting on a topological space X. We define the 
transformation groupoid [X x G =3 X] of this action as follows. As the notation 
suggests, the space of objects is X and the space of arrows is X x G. The source map 
s: X x G —• X is the first projection and the target map is the action X x G —> X. 
The composition of arrows is induced from the multiplication in G. 

More generally, we can associate a transformation groupoid to a groupoid T = 
[Ti =4 To] acting on a space X. Here, X is equipped with a base map p: X —• To which 
we have suppressed from the notation. As the notation suggest, the transformation 
groupoid [X x Ti =t X] has X as its space of objects. The space of arrows is 

XxTx :=XxTo Tu 

where Ti —• r0 is the source map. As above, the source map s: X X r 0 1 \ —• X is the 
first projection and the target map is the action X Xr0 Ti —• X. The composition of 
arrows is induced from the composition in T. 

There is a natural map of groupoids 

[ I x r ^ I ] ^ [Tx =t r0]. 

On the level of objects, it is given by p: X —> TQ . On the level of arrows it is given 
by the second projection X xro Ti —• Ti. 

1.4. Topological stacks 

A topological stack ([52], Definition 7.1) is a stack X over Top which admits a 
representable epimorphism p: X —> X from a topological space X. Equivalently, X is 
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equivalent to the quotient stack [XQ/Xi] of a topological groupoid [Xi =4 X0]. This 
quotient stack, by definition, is the stack associated to the presheaf of groupoids 

T » [X!(T) =t X0(T)]. 

This stack is equivalent to the stack of torsors for the groupoid [X\ = t X0]; see ([52], 
Section 12). The groupoid [Xi = t X0] is recovered from the atlas p: X —• X by 
setting XQ := X and X\ := X xx X. Under this correspondence between topological 
stacks and topological groupoids, morphisms of stacks correspond to Hilsum-Skandalis 
bibundles. 

An important example to keep in mind is the case of a topological group G acting on 
a topological space X. The quotient stack of the associated transformation groupoid 
[X x G =4 X] is denoted by [X/G]. For a topological space T, the groupoid [X/G](T) 
of T-points of [X/G] is the groupoid of pairs (P, (p), where P is a principal G-bundle 
over T, and <p: P —• X is a G-equivariant map. In the case where X is a point, the 
corresponding quotient stack [*/G] is called the classifying stack of G. Its groupoid 
of T-points is precisely the groupoid of principal G-bundles over T. There is a natural 
morphism of stack [X/G] —• [*/G]. 

We can repeat this discussion with G replaced by a topological groupoid V. The 
quotient stack of the associated transformation groupoid [X x Y =3 X] is denoted 
by [A"/r]. It comes with a natural morphism of stacks [X/T] —> [TQ/TI]. 

We list some basic facts about topological stacks. 

1. Topological stacks form a full sub 2-category of the 2-category of stacks over 
Top. 

2. The 2-category of topological stacks is closed under fiber products. It, however, 
does not seem to have inner horn objects. That is, it does not seem to be the 
case in general that the mapping stack Map(2),X) of two topological stacks X 
and 2) is a topological stack. This is the case, however, if 2) is the quotient stack 
of a groupoid [Yi =4 lo] such that YQ and Y\ are compact topological spaces; 
see Proposition 5.1. 

3. The stack associated to a topological space X is topological. It is, in fact, equiva­
lent to the stack associated to the trivial groupoid [ 1 = ^ 1 ] . Thus, the category 
of topological spaces is a full subcategory of the 2-category of topological stacks. 

4. Let X = [XQ/X\[ be the quotient stack of a topological groupoid [X\ =4 XQ]. 
Then, the coarse moduli space Xmod of % is naturally homeomorphic to the 
course quotient space of the groupoid [Xi =4 XQ], In particular, the coarse 
moduli space of the quotient stack [X/G] is the orbit space X/G of the action 
of G on X. The coarse moduli space of the classifying stack [*/G] of G is just a 
single point. 

5. For a point x: * —> X of a topological stack X, the inertia group Ix is naturally 
a topological group. The inertia stack AX is a topological stack, and the natural 
map AX —> X is representable. 
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6. Every morphism T —• X from a topological space T to a topological stack X is 
representable. 

1.5. Substacks of a topological stack 

Let X be a topological stack. A representable morphism i: 2) —> £ is called an 
embedding if for every map T —> X, with T a topological space, the base extension 
iT: T x%%) —> T is an embedding of topological spaces (that is, %T maps T 2) 
homeomorphically onto a subspace of T). In this case, we say that 2) is a substack 
of X. We can similarly define open, closed, and locally closed substacks. With a slight 
abuse of notation, we often use the notation 2) C X for a substack. 

Let p: X —• X be an atlas for the topological stack X, and let [Xi =3 A ] be 
the corresponding groupoid presentation. Then, taking inverse image via p induces 
a bijection between substacks 2} C X and invariant subspaces Y C X. Under this 
bijection open (respectively, closed, locally closed) substacks of X correspond to open 
(respectively, closed, locally closed) subspaces of X. 

Given a family of substacks 2)a of X, we define their intersection f]a 2)a to be the 
largest substack of X which is a substack of all of 2)a. The union [ja 2)a is defined 
similarly. The intersection and union of substacks always exist. In fact, if p: X —» X 
is an atlas for X, then the intersection f}a %)a corresponds to the invariant subspace 
f]a Ya of X. The same goes with the union. 

Given a substack 2) of X, we define its closure 2) to be the smallest closed substack 
containing X. The interior 2)° is defined to be the largest open substack of X contained 
in 2). The complement 2)c of a substack 2) C X is the largest substack of X whose 
intersection with 2) is empty. Given two substacks 2) and 3 of X, we define the 
difference 2) — 3 to be the substack 2) f l 3C- All these exist, are well-defined, and can 
be constructed by taking the corresponding invariant subspaces of an atlas p: X —> X. 

1.6. Hurewicz topological stacks 

As we will see in Section 1.7, in order to have nice gluing properties for maps into 
a stack X, we need to assume X is a Hurewicz stack. This will be needed later on 
when we work with loop stacks. We recall the definition of a Hurewicz stack. 

A Hurewicz fibration is a map having the homotopy lifting property for all topo­
logical spaces. A map / : X —• Y of topological spaces is a local Hurewicz fibration 
if for every x € X there are opens x G U and f(x) G V such that f(U) C V and 
f\u —> y is a Hurewicz fibration. The most important example for us is the case of 
a topological submersion: a map f:X-+Y, such that locally U is homeomorphic 
to V x En, for some n. 

Dually, we have the notion of local cofibration. It is known ([57]), that if A —> Z is 
a closed embedding of topological spaces, it is a local cofibration if and only if there 
exists and open neighborhood A cU C Z such that A is a strong deformation retract 
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of U. If A —• Z is a local eofibration, so is A x T —> Z x T for every topological space 
T. Moreover, the following result is essential for our purposes ([58]): 

Given a commutative diagram, with A - > Z a local eofibration and X —• Y a local 
fibration 

A X 

Z - Y 

then for every point a € A there exists an open neighborhood ZF of a in Z, such that 
there exists a lifting (the dotted arrow) giving two commutative triangles 

A! X 

Z' Y 

where A! = A n Z'. 

Definition 1.1. — A topological stack X is called Hurewicz if it is equivalent to the 
quotient stack [XQ/X\] of a topological groupoid [X\ =3 -Xo] whose source and target 
maps are local Hurewicz fibrations. 

Example 1.2. — A topological space is a Hurewicz topological stack. Every substack 
of a Hurewicz topological stack is a Hurewicz topological stack. The topological stack 
underlying any differentiable stack is a Hurewicz topological stack. In particular, any 
global quotient [M/G] of a manifold by a Lie group is a Hurewicz topological stack. 

1.7. Pushouts in the category of stacks 

The following generalizes ([52], Theorem 16.2). 

Proposition 1.3. — Let A-+Y be a closed embedding of Hausdorff spaces, which is a 
local eofibration. Let A —• Z be a finite proper map of Hausdorff spaces. Suppose we 
are given a pushout diagram in the category of topological spaces 

A < Y 

Z ZVAY 

Then this diagram remains a pushout diagram in the 2-category of Hurewicz topological 
stacks. In other words, for every Hurewicz topological stack X, the morphism 

X(ZVA Y) X(Z)xx(A) X(Y) 
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is an equivalence of groupoids. 

Proof. — Let us abbreviate the pushout by U = Z WA Y. 
The fully faithful property only uses that X is a topological stack and that U is 

a pushout. Let us concentrate on essential surjectivity. Because X is a stack and we 
already proved full faithfulness, the question is local in U. Assume given Z —» X and 
Y —* X, and an isomorphism over A. Let [Xi =4 XQ] be a groupoid presenting X, 
whose source and target maps are local fibrations. 

Let us remark that both Z —> U and Y —> U are finite proper maps of Hausdorff 
spaces. Thus we can cover U by open subsets C7"», such that for every i, both = UiDZ 
and Yi = YC\Ui admit liftings to XQ of their morphisms to X. We thus reduce to the 
case that we have Z —• XQ, Y —• XQ, and A —> X\. Next, we need to construct the 
dotted arrow in 

A Y 

XX - XQ 

We can cover Y by opens over which this arrow exists, because A —• Y is a local 
eofibration and X i —> Xo a local fibration. Then for a point u e U we choose an open 
neighborhood in U small enough such that the preimage in y is a disjoint union of 
sets over which the dotted arrow exists. Passing to such a neighborhood of u reduces 
to the case that the dotted arrow exists. Then there is nothing left to prove. • 

1.8. Orbifolds as topological stacks 

The most familiar examples of topological stacks are the orbifolds. An orbifold, 
by definition, is a topological stack which can be covered by open substacks of the 
form [X/G], with G a finite group. Any orbifold is the quotient stack of an étale 
groupoid [Xi =3 XQ]. Recall that being étale means that the source (hence also the 
target) Xi —» XQ is a local homeomorphism - in particular, an orbifold is a Hurewicz 
topological stack. Moreover, it can be shown that the diagonal map X\ —> XQ X XQ 
is a closed map (with finite fibers). In fact, the converse is also true in the locally 
connected case. Namely, the quotient stack of a locally connected étale groupoid 
whose diagonal map is closed with finite fibers is an orbifold (see [52], Propostion 
14.9). 

We should point out that there is some inconsistency in the literature about ter­
minology: in the definition of orbifold, some authors assume that the action of G 
on X is generically free. For this reason, and by analogy to their algebraic geometric 
counterparts, in loc. cit. the term Deligne-Mum ford has been used instead of orbifold. 
The orbifolds for which the above generic freeness condition is satisfied are sometimes 
called reduced orbifolds. 
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Although every orbifold X is locally the quotient stack [X/G] of a finite group 
action, this may not be the case globally, i.e., X may not be good. (For a characteriza­
tion of good orbifolds in terms of their fundamental group see [52], Theorem 18.24.) 
It is known, however, that a reduced differentiable orbifold X can always be globally 
written as a quotient stack [X/G], where G is a Lie group acting with finite stabilizers 
on a manifold X. This is not known to be the case for general orbifolds though. 

Orbifolds clearly form a small subclass of all topological stacks. For instance, every 
point on an orbifold has finite stabilizer group, and this is not true for an arbitrary 
topological stack. The simplest example of a topological stack which is not an orbifold 
is the quotient stack [*/G], where G is any topological group which is not finite. 

1.9. Geometric stacks 

In this paper we will encounter other types of stacks as well. A differentiable stack 
is a stack on the category of C°°-manifolds, which is isomorphic to the quotient stack 
of a Lie groupoid. Every differentiable stack has an underlying topological stack that 
is Hurewicz. If the Lie groupoid [X\ =3 XQ] presents the differentiable stack X, the 
underlying topological groupoid presents the underlying topological stack. Often we 
will tacitly pass from a differentiable stack to its underlying topological stack. For 
more on differentiable stacks, see [8]. 

An almost complex stack is a stack on the category of almost complex manifolds, 
which is isomorphic to the quotient stack of an almost complex Lie groupoid, i.e., a 
Lie groupoid [Xi =t Xo], where XQ and X\ are almost complex manifolds, and all 
structure maps respect the almost complex structures. Every almost complex stack 
has an underlying differentiable stack and hence also an underlying topological stack. 
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CHAPTER 2 

HOMOTOPY TYPE OF A TOPOLOGICAL STACK 

2.1. Classifying space of a topological groupoid 

We recall the construction of the (Haefliger-Milnor) classifying space BX and the 
universal bundle EX of a topological groupoid X = [X1 =3 X0] from [53]. 

An element in EX is a sequence (£OAJO, £IOJI, . . . , £nan,.. .), where E R are 
such that s(ai) are equal to each other, and ti E [0,1] are such that all but 
finitely many of them are zero and = 1. As the notation suggests, we set 

(t0ao,tiai,...,tnan,...) = (t'0a'0, t[a[,..., t'na!n,...) if ti = t'i for all i and ai = a-
if ti # 0. 

Let ti: EX —> [0,1] denote the map (toao,tiai,... ,tnan,...) i-> U, and 
let cti: ^ ( 0 , 1 ] —• i? denote the map (to^Cb ¿1^1, • • • » ^ n ^ n ? • • •) ^ a*- The topology 
on i£X is the weakest topology in which t~1(0,1] are all open and U and oti are all 
continuous. 

The classifying space BX is defined to be the quotient of EX under the follow­
ing equivalence relation: two elements (to^o, • • • > ^ n ^ n 5 • • •) and (t^ag, ^a^, • • • > 
£^a^, . . . ) of J&X are equivalent, if £i = £̂  for all i, and if there is an element 7 G XL 
such that = 704 . (So, in particular, t(oti) = ¿(0^) for all i.) 

2.2. Classifying space of a topological stack 

Many facts about topological stacks can be reduced to the case of topological spaces 
by virtue of the following. 

Theorem 2.1. — For every topological stack X, there exists a topological space X to­
gether with a morphism (p: X —> X which has the property that, for every morphism 
T —•> X from a topological space T, the pullback TxxX^Tisa weak homotopy 
equivalence. 

A topological space X with the above property is called a classifying space for X. 
A classifying space for X can be constructed by taking the classifying space -BX of 
a groupoid X = [Xi =3 X0] whose quotient stack is X (see [53], Theorem 6.3). The 
above theorem implies that the classifying space of a topological stack is unique up 
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to a unique isomorphism in the weak homotopy category of topological spaces (i.e., 
the category of topological spaces with weak homotopy equivalences inverted). 

In the case where X = [X/G] is the quotient stack of a group action, the Borel 
construction X XQ EG is a classifying space for X. Here EG is the total space of the 
universal principal G-bundle in the sense of Milnor. 

2.3. Paracompactness of the classifying space 

In many applications, it is important to find a classifying space for X which is 
paracompact. There are various conditions on a groupoid [X\ =4 XQ] which guarantee 
that the fat realization of the nerve of [X\ =4 XQ] is paracompact. The following is 
one. 

Definition 2.2. — A topological stack X is called regular Lindeldf if it is equivalent 
to the quotient stack [XQ/XI] of a topological groupoid [X\ =3 XQ] such that X\,XQ 
are regular Lindelof spaces. 

The proof of the following proposition will appear elsewhere. 

Proposition 2.3. — If X is a regular Lindeldf stack, there exists a classifying space 
for X which is a regular Lindeldf space, in particular paracompact. 

Remark 2.4. — Every differentiable stack is regular Lindelof and hence has a para­
compact classifying space. 

2.4. (Co)homology theories for topological stacks 

Theorem 2.1 allows one to extend every (generalized) (co)homology theory h to 
the 2-category of topological stacks. For instance, let us explain how to define h(£, 21) 
for a pair (X, 21) of topological stacks. 

Choose a classifying space <p: X —> X, and let A := ip~x%. It follows that the pair 
(X, A) is well-defined in the weak homotopy category of pairs (i.e., is independent 
of the choice of a particular classifying space X). So, we can define /i(X,2l) to be 
h(X,A). It can be easily verified that this construction is functorial in morphisms of 
pairs. 

The cohomology theory thus defined on topological stacks will maintain all natural 
properties that it had on spaces. For example, it will be homotopy invariant (in 
particular, it will not distinguish 2-isomorphic morphisms), it will satisfy excision, it 
will maintain all the products (cap, cup, etc.) that it had on spaces, and so on. 

In the case where X = [X/G], we will recover the usual G-equivariant (co)homology 
of X defined using the Borel construction. That is, h([X/G]) h(X xG EG). 

Every (co) homology theory for topological stacks which is invariant under weak 
equivalences is induced from one on topological spaces. This is due to existence of a 
classifying space ip: X —» X (Theorem 2.1) which forces the (co)homology of X to be 
equal to that of its classifying space X. 

ASTÉRISQUE 343 



2.6. SINGULAR H O M O L O G Y A N D C O H O M O L O G Y 11 

2.5. Eilenberg-Steenrod axioms for topological stacks 

We recall the Eilenberg-Steenrod axioms for a homology theory, formulated in the 
context of topological stacks. Let Hn be a sequence of functors from the category 
of pairs (3t, St) of topological stacks to the category of abelian groups. (By a pair 
(X,2l) we mean a topological stack X and a substack 21.) This sequence is equipped 
with natural transformations d: Hi(X, 21) —> ^ _ i ( 2 l ) , called the boundary maps. The 
Eilenberg-Steenrod axioms are the following: 

1. Homotopy. If / , # : (X, 21) —> (2), 93) are homotopic as morphisms of pairs of 
stacks (in the sense of [52], Definition 17.2), then they induce the same map 
on Hn for all n. 

2. Excision. Let (X, 21) be a pair of topological stacks. Let il be a substack of X 
such that the closure of il is contained in the interior of 2t. Then, the inclusion 
map (X — il, 21 — il) (X, 21) induces an isomorphism in homology. 

3. Dimension. Hn(*) = 0 for all n ^ 0, where * is the one point space. 
4. Additivity. For any collection { X a } of topological stacks, Hn(]JaXa) = 

Hn(Xa) 
5. Exactness. For every pair (X,21) of topological stacks, the maps i: 21 —• X and 

j : (X, 0 ) —> (X, 21) induce a long exact sequence 

> tfn(2l) ^ Hn(X) ±+ tfn(X,2l) #n_i(2l) — • • • . 

In the case of singular homology with coefficients in an abelian group A, we have 
Hn = 0 for all n < 0 and Jff0(*) = A. 

2.6. Singular homology and cohomology 

We will fix once and for all a coefficient ring and drop it from the notation consis­
tently. 

Singular homology and cohomology for spaces extend to topological stacks. The 
singular (co)homology of a topological stack X can be defined to be the singular 
(co)homology of its classifying space, as we saw in Section 2.4. Alternatively, but 
equivalently, we can define singular (co)homology as follows [6]. 

Let X := [X\ =4 XQ] be a topological groupoid presentation of X. Let XP = 
X\ x x0 — ' x x0 X\ (p-fold) be the space of composable sequences of p arrows in the 
groupoid X. It yields a simplicial space X% 

(2.6.1) . X2 ^ X\ i XQ . 

The singular chain complex of X% is the total complex of the double complex 
C#(X#), where Cq(Xp) is the linear space generated by the continuous maps Aq —> Xp. 
Its homology groups Hq(X9) = Hq(Cm(Xm)) are called the singular homology groups 
of X. The singular cochain complex of X* is the dual of C9(X9), i.e., it is the total 
complex of the bicomplex Cp(Xq). It gives rise to singular cohomology groups of X. 
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These groups are Morita invariant (i.e., they only depend on the quotient stack 
[Xo/Xi]). In fact, they are naturally isomorphic to the (co)homology groups of the 
quotient stack X = [XQ/XI] defined in terms of a classifying space of X (see Sec­
tion 2.4). 

This above definition of singular (co)homology extends to pairs (X, 21) of topolog­
ical stacks in the obvious way and, again, it coincides with the definition in terms 
of classifying spaces. In particular, Eilenberg-Steenrod axioms are satisfied and we 
also have cup products. These (co)homology groups coincide with the usual singular 
(co)homology when (X, 21) is a pair of topological spaces. In the case when X = [X/G] 
is the quotient stack of a topological group action, with 21 C X the substack associated 
to an invariant subspace A C X , i?(X,2l) is the G-equivariant (co)homology of the 
pair (X, 21). 

The Kiinneth formula also holds for singular (co)homology of topological stacks. 
We only formulate the cohomology version but the homology one holds as well (with 
the same proof). 

Proposition 2.5 (Kiinneth formula). — In the case of field coefficients, singular coho­
mology of topological stacks satisfies Kiinneth formula. That is, we have an isomor­
phism of graded groups 

iT(X,2l ) <g> iT(2),93) ^ Hm(X x 2),X x 93 U21 x 2)). 

Proof. — Like other properties of singular cohomology, this is proved by choosing 
classifying spaces X —» X and Y —» 2) and pulling back everything along X x Y ~^ 
X x 2 ) . • 

Remark 2.6. — When the coefficient is only a ring, there are still natural cross-
product homomorphisms tf*(X,2l) <g> # • ( ? ) , 93) H*(X x 2),X x 93 U 21 x 2)) in 
cohomology and in homology as well H.(X, 9L)®H.($), 93) -> # . (Xx2) ,Xx93U2lx2) ) 
(the later being further a monomorphism). As for the proof of Proposition 2.5, this 
can be seen by choosing classifying space or, alternatively, by working directly with 
the singular (co)chain complexes of associated groupoid presentations. 

Proposition 2.7. — Let X be a topological stack and 21,93 C X substacks. Then, we 
have a cohomology long exact sequence 

> Hn-l(%,%n<B) #n(X,2tU<B) tfn(£,<B) -> tfn(2l,2ln<B) HN+1(X, 21U 53) • • • . 

Proof — By Excision #n(2l,2l n 93) ^ #n(2l U 93,93). The result follows from the 
long exact cohomology sequence for the triple (X, 21U 93,93). • 

The following less standard fact is also true about H. 

Proposition 2.8. — Let 21 93 e—• X be closed embeddings of topological stacks. Sup­

pose that X is regular Lindeldf . Then, there is a natural product 

Hm(X, X - 93) (8) Hn(93,93 - 21) iïm+n(X, X - 21) 

which coincides with the cup product if 93 = X. 

ASTÉRISQUE 343 



2.6. SINGULAR H O M O L O G Y A N D C O H O M O L O G Y 13 

Proof. — One uses the fact that the classifying space is paracompact (Proposi­
tion 2 .3 ) . It is a general fact (for instance see [43]) that if F is a sheaf over a 
paracompact space X and Z C X is closed, then lim T{U,F) —> T(Z,F), where U 

UDZ 

is open. Then the result follows from the same argument as for topological spaces in 
[30], Section 3 . • 
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CHAPTER 3 

VECTOR BUNDLES ON STACKS 

We begin with the definition of a (representable) vector bundle on a stack. 

Definition 3.1. — Let X be a (topological) stack. A real vector bundle on X is a rep­
resentable morphism of stacks € —* X which makes <£ a vector space object relative 
to X. That is, we have an addition morphism <E x % (£ —» <£ and an 3R-action 3R x € —> (£, 
both relative to X, which satisfy the usual axioms. A complex vector bundle is defined 
analogously. 

A linear map between two vector bundles is defined in the obvious way. Vector 
bundles on X and linear maps between them form a category. (Notice that since a 
vector bundle <£ is representable over its base X, we only get a category and not a 
2-category.) 

There are alternative ways of defining vector bundles over a stack X as we will see 
in the next proposition. All definitions are equivalent to the one given above. 

Proposition 3.2. — The following three definitions for a vector bundle on a stack X 
are equivalent to the one given in Definition 3.1, in the sense that the corresponding 
categories of vector bundles over a given stack X are naturally equivalent as linear 
categories: 

1. A vector bundle on X is a representable morphism of stacks <£ —> X such that, 
for every / : £ / — » X with U a topological space, the pullback Eu —> U is endowed 
with the structure of a vector bundle. Here, Eu := /*<£ = U ^. 

Eu 
€ 

U 
f 

X 

We also require, for every a: V —• U, that the natural isomorphism 

<pa: ( / o a ) * e - a * ( / ' € ) 

be a bundle map. 
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16 C H A P T E R 3. V E C T O R BUNDLES ON STACKS 

2. A vector bundle on X is assignment of a vector bundle Eu —> U to every 
morphism f:U—>X from a topological space U, together with isomorphisms 
(fa: a*Ejj —* Ey of vector bundles, for every 2-commutative triangle 

V 
a u 

a 
\ 

9 f 

X 

We require the isomorphisms <p to satisfy the cocycle condition 

<Paob = Wb° (b*(pa) 

for every pair of composable triangles a and b. (Note the abuse of notation: the 
vector bundle Eu also depends on f, and the isomorphism cpa also depends on 
the 2-morphism a.) 

3. LetX = [s,t: X\ = t Xo] be a groupoid presentation for X. Then, a vector bundle 
on X is an X-equivariant vector bundle. Recall that an X-equivariant vector 
bundle consists of a vector bundle E over Xo, and an isomorphism ip: s*E —» 
t*E of vector bundles over Xi such that the three restrictions oftp to X\ Xx0Xi 
satisfy the cocycle condition. 

Proof. — We briefly explain how to go from one definition to the other. 
Let <£ —» X be a vector bundle in the sense of Definition 3.1. It is clear that the 

pullback vector bundles Eu satisfy the conditions of (1). 
To go from (1) to (2) is obvious. 
Given a vector bundle in the sense of (2), we obtain a vector bundle Ex0 on XQ 

corresponding to the quotient map p : Xo —> X. It follows from the cocycle condition 
on (2) that this is an X-equivariant bundle. 

Finally, given an X-equivariant vector bundle E, we define (E to be the quotient 
stack of the groupoid [Ei =4 E0], where E0 := E and E\ := s*E = X\ xXo E. 
The source map E\ —> EQ is the projection map pr2 : Xi Xx0 E ^ E0. The target 
map is pr2 oip. It is easy to verify that (£ is a vector bundle over X in the sense of 
Definition 3.1. • 

3.1. Operations on vector bundles 

The standard operations on vector bundles on spaces (e.g., direct sum, tensor prod­
uct, exterior powers, and so on) can be carried out on vector bundles on stacks mutatis 
mutandis. This is more easily seen if we think of a vector bundle as in Proposition 3.2 
(2). In this case, we simply perform the desired operation simultaneously on the Eu, 
for varying U, and the resulting family of vector bundles, say Fu, will give rise to a 
vector bundle 5 on X. 

In view of Proposition 3.2 (3), operations on vector bundles on X correspond to 
operations on X-equivariant vector bundles. 
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3.2. TANGENT, NORMAL, AND EXCESS BUNDLES 17 

Similarly, we can define a metric on a vector bundle. More precisely, a metric on <£ 
is the same thing as a compatible family of metrics on Eu, for varying U. Given a 
presentation X = [X\ =4 XQ] for X, a metric on <£ is the same thing as an invariant 
metric on the X-equivariant vector bundle E. (The latter simply means a metric on the 
vector bundle E over XQ such that the isomorphism ip : s*E —• t*E is an isometry.) 

Example 3.3. — Let X be a paracompact topological space (say, a manifold) and G 
a compact Lie group acting on it. Set X := [X/G]. Then every vector bundle 6 on X 
admits a metric. In fact, metrics on (£ are in bijection with G-invariant metrics on the 
vector bundle E := p*<£ over X. (Here p: X —• X is the quotient map.) 

3.2. Tangent, normal, and excess bundles 

The main examples of vector bundles we encounter in this paper are tangent and 
normal bundles. In this section we explain how they are defined. 

3.2.1. Tangent bundle. — Let X be a differentiable stack and choose a differ-
entiable groupoid [X\ =4 XQ] presenting it. Taking tangent bundles gives rise to a 
new differentiable groupoid [TXi =t TXQ]. The quotient stack [TXo/TXi] is denoted 
by XX and is the tangent bundle of X. The base maps induce a groupoid morphism 
[TXi =4 TXQ] —• [X\ =4 XQ]. After passing to quotient stacks, this induces a mor­
phism of stacks XX —> X which we regard as the base map of I X . It is not hard to 
see that, up to isomorphism of stacks over X, XX is independent of the choice of the 
groupoid presentation. The tangent bundle XX is functorial in the obvious sense. 

Example 3.4. — Let X be a differentiable orbifold. Choose a presentation for it by 
a smooth étale groupoid X = [s,t: X\ =t XQ]. The tangent bundle TX0 of X0 is 
naturally X-equivariant because the two pullbacks s*(TX0) and t*(TXo) are both 
naturally isomorphic to TX\. The corresponding vector bundle on X is the tangent 
bundle of X. 

Warning 3.5. — The above example shows that, when X is a differentiable orbifold, 
the tangent bundle XX is indeed a vector bundle in the sense of Definition 3.1. This, 
however, is not the case for arbitrary differentiable stacks. This is seen by observing 
that the fiber XXX of the map XX —> X over a point x in X is not a vector space in 
general. In fact, the map XX —• X may not even be represent able. 

NOTATION: when X is an orbifold we use the notation TX for the tangent bundle. 

Example 3.6. — Let G be a Lie group, and let X = BG = [*/G] be its classifying 
stack. Let g be the Lie algebra of G. Then, %BG = B(g xi G), where G is acting on g 

by the adjoint action. The fiber of the base map %BG —• BG over the point * —• BG 

is Bg =[*/$]. (Here, g is regarded as a group via its vector space addition. The stack 
Bg = [*/g] is a simple example of a "2-vector space.") 
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18 C H A P T E R 3. V E C T O R BUNDLES ON STACKS 

As indicated in Example 3.6, the definition of the tangent bundle for a general dif­
ferentiable stack X requires a more general class of vector bundles which are quite a bit 
subtler. These are what some authors call 'stacky vector bundles' or '2-vector bundles' 
and have the property that their fibers are, in general, 2-vector spaces. In particular, 
the structure map <£ —> X of a stacky vector bundle is no longer represent able. 

Locally, the tangent 2-vector bundle of X can be presented by a length 2 complex 
of vector bundles ("the tangent complex"). A suitable model for this is the complex 
E TX, where p is the anchor map of the Lie algebroid associated to a Lie groupoid 
presentation [X\ =4 X] for X. Here E is the normal bundle of the unit map rj: X —> 
X\. It is naturally identified with the relative tangent bundle Tt of the target map 
t : X\ —• X and the anchor map p is the composition p : E = r)*(Tt) 77* (Tt)®TX = 
77*(TXi) ^ ?7*(T5) 0 TX —• TX where Ts is the relative tangent bundle of the source 
map s : Xi —> X. In Example 3.6, the tangent bundle TBG can be represented by the 
complex of vector spaces g —• 0 (viewed as a complex of vector bundles on a point). 

In the rest of the paper, the only instances where we encounter tangent bundles 
are when X is an orbifold. 

3.2.2. Normal bundle. — Let 2) be a differentiable stack and X 2) a differ­
entiable substack. We would like to define the normal bundle of X in 2). When X 
and Y are smooth manifold, one defines the normal bundle either as the quotient 
(TY\x)/TX, or as the orthogonal complement to TX in TY\x (upon fixing a metric 
on the latter). 

None of these definitions are available to us in the context of stacks (except when 
2) is an orbifold). Nevertheless, it is possible to define the normal bundle as a vector 
bundle on X. To do so, pick an atlas Y —> 2) and let X c Y be the invariant 
submanifold corresponding to X. Let NX/Y — (TY\x)/TX be the normal bundle 
of X in Y. This is an equivariant vector bundle with respect to the induced groupoid 
structure on X , hence, after passing to the quotient, gives rise to a vector bundle 
on X, which we denote by %lx/q) and call the normal bundle to X in 2). 

Example 3.7. — Let 2) be a differentiable orbifold. Then, we have ^1^/2) — 

(T2) |x)/TX. In fact, since we can always choose a metric on T2) (because X is 
paracompact), we have a direct sum decomposition T%)\x = W>x/%) ® TX. 

3.2.3. Excess bundle and transversality. — Consider a 2-Cartesian diagram of 

differentiable stacks 

X' 
j M' 

p q 

X 
i 

M 

in which the horizontal morphisms are embeddings. (Note that if q is a submersion, 
i being an embedding implies that j is an embedding. When q is represent able, this 
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3.2. T A N G E N T , N O R M A L , A N D EXCESS BUNDLES 19 

is seen by pulling back everything along an atlas Y —> 2). The general case reduces 
to the representable case by pulling back j along an atlas Y' —» 2)'.) The bundle 
*ftx'/%)' is naturally a subbundle of p*^x/2)- (This is seen using the same pullback 
argument we just gave to prove that j is an embedding.) We call the quotient bundle 
<£ := (p*yix/%))/(yix'/%)'), which is a vector bundle on X', the excess normal bundle 
of the diagram. We say that q is transversal to / if <£ is trivial. 

Example 3.8. — Let i: X 2) and j : 2) ^ 3 be embeddings of differentiable stacks. 
Consider the 2-Cartesian diagram 

X 
- id 

X 

4 joi 

2J j 
3 

The excess normal bundle for this diagram is **^2)/3. The excess normal bundle for 
the transpose diagram 

X - i 
2J 

id j 

X 
joi 3 

is also 2*9̂ 21/3 > because we have a short exact sequence 

0 - H . OlI/!0 -> <nx/3 r%g/3 -, 0. 

This can be checked by choosing an atlas for 3-
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CHAPTER 4 

THOM ISOMORPHISM 

Definition 4.1. — We say a vector bundle p: € —> X of rank n on a topological stack 
X is orientable, if there is a class a € Hn(<£, <£ — X) such that the map 

HHX) 
r 

iT+n(£ ,£ -X) 

c p*(c)Ufi 

is an isomorphism for all i G Z . The class ¡1 is called a T/iom class, or an orientation, 
for p : (8 —• X. 

Lemma 4.2. — Let <£ —> X 6e an oriented vector bundle and ¡1 G Hn(<£,(£ — X) a 
Thorn class for it. Let f: 2) —» X 6e a morphisms of stacks. Then / * (£ —• 2) is an 
oriented vector bundle and f*(fi) is a Thorn class for it. 

Lemma 4.3. — Let <£ X be a vector bundle. Let f: 2) —• X be a trivial fibration of 
topological stacks, and let v be a Thorn class for the vector bundle f*<£ —> 2). Then, 
there is a unique Thorn class /i for <£ such that /* ( / / ) = v. 

Proposition 4.4. — Let p: (£ —• X 6e an orientable vector bundle of rank n, and 
let ¡1 G H n — X) be a Thorn class for it. Let & C X be a substack. Then, the 
homomorphism 

H (X^ X, s%.. 
T H°+n(€,€-R) 

c p * ( c ) U / i 

¿5 an isomorphism. Here, we have identified R with a substack of <£ via the zero section 
of£^X. 

Proof — Let il = X - &. The map c i-> p* (c) U ¡1 induces a map between long exact 
sequences 

H'+n(e\u,e\u-u) H'+n{€,£-X) H9+n(£,<E-M) 

- H'(iX) - • H'(X) H*+n(X,X-Â) 
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22 C H A P T E R 4. T H O M ISOMORPHISM 

(The top sequence is long exact by Proposition 2.7.) The claim follows from 5-
lemma. • 

Proposition 4.5'. — In Proposition 4-4> identify X with a closed substack of (B via the 
zero section. Then, for every c G H*(X,X — ft), we have r(c) = c- p, where • is the 
product of Proposition 2.8. 

Proposition 4.6. — In Proposition 4-4> assume that <£ is metrized, and let® denote its 
disc bundle of radius r. Set £ = p~x{ft) nS . and let p: #•(£,<£-SI) ^ H* (€,£-£) 
be the restriction homomorphism. Then the homomorphism 

H'(X,X-ft) 
T 

H'+n(<£,<£- £) 

c p(P*(c)Up) 

¿5 an isomorphism. In particular, the map p is an isomorphism. 

Proof. — Let il = X — ft. In the case where ft = X, a standard deformation retraction 
argument shows that p is an isomorphism, so the result follows from Proposition 4.4. 
The general case reduces to this case by considering the map of long exact sequences 
induced by c i—• p(p*(c) U p), 

H , + n ( € | i i , « | u - S > | u ) 
H°+n(€,€-D) 

H*+"(<£, € -£) 

^ 4 

H°(U) • H'(X) - Hm+n(X,X-ft) 

and applying 5-lemma. 

The following lemma strengthens Proposition 4.4. 

Lemma 4.7. — Let p: <£ —• X be an orientable vector bundle of rank n, and let p G 
#n(<£, <£ — X) be a Thorn class for it. Let ft C X be a closed substack, and ft' C <£ a 
closed substack of <£ mapping isomorphically to ft under p. Then, we have a natural 
isomorphism Hm(X, X - ft) ^ ##+n(<£, <E-ft'). 

Lemma 4.8. — Let p: <£ —> X and q: $ X be vector bundles over X, and assume 
that <£ is oriented. Then, an orientation for # determines an orientation for <£ 0 
and vice versa. Indeed, if p is an orientation for <£, and v an orientation for then 
p.p*(y) = v-q*(p) is an orientation for <£0#. Here, • is the product of Proposition 2.8. 

Proof. — We only prove one of the statements, namely, the case where (£ and <£ 0 # 
are oriented. We show that $ is also oriented. Assume (£ and # have rank m and n , 
respectively, and let p G #m(<£, <£-£) and v G # m + n ( £ 0 # , be orientations 
for £ and £ 0 The class q*(p) G i/m(<£ 0 <£ 0 $ - #) is an orientation for the 
pullback bundle q*(<E) = £ 0 $ over note that the bundle map g*(€) -* 5 can be 
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naturally identified with the second projection map TT: (£0$ —> By Proposition 4.4, 
applied to the vector bundle 7r : <£ 0 # —> we have an isomorphism 

Hn(F,F-X) ffn+m(£05r,£0ï-3e) 
c 7T*(c)U <?*(/*). 

The inverse image of v under this isomorphism is the desired orientation class 
in Hn(F,F-X) • 

In Lemma 4.8, we call the orientation on <£ 0 # the sum of the orientations of (£ 
and and the orientation on $ the difference of the orientations on (£ 0 # and (E. 

Lemma 4.9. — Let 0—> (E —> 9Jt —• # —• 0 6ea s/ior£ e:cac£ sequence of vector bundles 
over a topological stack X. Then, the choice of orientations on two of the three vector 
bundles uniquely determines an orientation on the third one. Moreover, we have the 
following relation between the orientation classes: 

µ£ . p*(µF)=µm. 

Here, p stands for the morphism of pairs (9Jt, DJl— £) —> X), and • ¿5 the product 
of Proposition 2.8. 

Proof. — Apply Lemma 4.3 to the trivial fibration / : 9Jt —> X to reduce the problem 
to the split case and then apply Lemma 4.8. • 

Lemma4.10. — In Lemma J^.l, assume we are given another oriented vector bundle 
$ —> X of rank m, and endow (E 0 $ with the sum orientation. Let ft" C £ 0 # be a 
closed substack mapping isomorphically to ft' under the projection (£ 0 $ —• <£. Then, 
the diagram 

Hm(X,X-ft) = H*+n(<E,<£-Si') 

= - & 

H'+n+rn{£®$,£®'S - ft") 

commutes. (All the isomorphisms in this diagram are the ones of Lemma ^.7. So, in 

the case where ft — ft! — ft", the isomorphisms are simply the Thorn isomorphisms of 

Proposition 4-4-) 

Finally, we prove a lemma about compatibility of Thorn isomorphism with excision. 

Lemma 4.11. — Let X be a manifold, and let E —» X and N —> X be vector bundles 
of rank n. Assume that E is oriented. Let i: N —> E be an open embedding which sends 
the zero section of N to the zero section of E. (Note that N is naturally isomorphic 
to E, hence oriented, via the isomorphisms TX 0 N = TE = TX 0 E.) Then, the 
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following diagram commutes: 

H9+n(N,N-X) excision 
= 

H9+n(E,E-X) 

TN 
= = 

TE 

H'(X). 
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CHAPTER 5 

LOOP STACKS 

5.1. Mapping stacks and the free loop stack 

Let X and 2) be stacks over Top. Recall from Section 1.1 that the mapping stack 
Map(2),X) is defined by the rule 

T G Top i—• Hom(T x 2), X ) , 

where Horn denotes the groupoid of stack morphisms. The mapping stack Map(2), X) 
is functorial in X and 2) and satisfies the exponential law: 

Map(3 x 2),X) ^ Map(3,Map(2),X)). 

It follows from the exponential law for mapping spaces [63] that when X and Y 
are spaces, with Y Hausdorff, then Map(Y, X) is represent able by the usual mapping 
space from Y to X (endowed with the compact-open topology). 

Proposition 5.1. — Let X be a topological stack and A a compact topological space. 
Then Map (A, X) is a topological stack. 

Proof. — This follows from Theorem 1.1 of [51]. • 

Let X be a topological stack. Then LX = Map(51,X) is also a topological stack. 
It is called the loop stack of X. By functoriality of mapping stacks, for every t G S1 
we have the corresponding evaluation map evt: LX —> X. In particular, denoting 
by 0 G S1 the standard choice of a base point, there is an evaluation map 

(5.1.1) ev0: L X ^ X . 

Similarly, the path stack of X, which is defined to be Map(7, X) , is a topological stack. 

For the next result, we need to assume that X is a Hurewicz topological stack. 
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Lemma 5.2. — Let A, Y, and Z be as in Proposition 1.3. Let X be a Hurewicz topo­
logical stack. Then the diagram 

Map(ZVAY,X) Map(y,X) 

Map(Z,X) - Map(A,X) 

is a 2-Cartesian diagram of topological stacks. 

Proof. — We have to verify that for every topological space T the T-points of the 
above mapping stacks form a 2-Cartesian diagram of groupoids. This follows from 
Proposition 1.3 applied to A x T, Y x T, and Z x T. • 

We denote by '8' the wedge S1 V S1 of two circles. 

Corollary 5.3. — Let X be a Hurewicz topological stack, and let LX be its loop stack. 
Then, the diagram 

Map(8, X) - LX 

LX - X 

is 2-Cartesian, 

5.2. Groupoid presentation 

Let us now describe a particular groupoid presentation of the loop stack. For this 
we will assume that X is a Hausdorff Hurewicz topological stack. Thus X admits a 
groupoid presentation X: = [Xi =3 XQ], where XQ and X\ are Hausdorff topological 
spaces, X\ —» XQ X XQ is proper, and source and target maps are local fibrations. We 
will fix the groupoid X. 

We will construct a groupoid LX: = [LiX =3 LoX] out of X which presents LX. This 
groupoid presentation is useful in computations (see Section 12). Our construction 
resembles the construction of the fundamental groupoid of a groupoid [50]. 

Let M X = [MiX =4 MQX] be the morphism groupoid of X. Its object set is M0X = 
Xi and its morphism set MiX is the set of commutative squares in the underlying 
category of X: 

(5.2.1) 

t(h) 9 

-< t(k) 

h k 

8(h) 
h~1gk 

s(k) 
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5.2. GROUPOID PRESENTATION 27 

The source and target maps are the horizontal arrows in square (5.2.1). The groupoid 
multiplication is by (vertical) superposition of such squares. Thus we have MiX = 
X3 = X\ X x 0 Xi xx0 X\. The groupoid M X is another presentation of the stack X 
and is Morita equivalent to X. 

Let P C S1 be a finite subset of S1 which contains the base point of S1. The points 
of P are labeled according to increasing angle as Po, P i , . . . , Pn in such a way that 
P0 = pn is the base point of S1. Write for the closed interval [Pi_i,Pi]. Let SQ 
be the disjoint union SQ = J*. There is a canonical map SQ —> S1. Let 5P 
be the fiber product S[ = SQ X 5 1 SQ. There is an obvious topological groupoid 
structure [Si =4 SQ]. The compact-open topology induces a topological groupoid 
structure on LPX = [Lf X =4 LPX], where LPX is the set of continuous strict groupoid 
morphisms [Sp =4 SQ] —• [Xi =4 -X"o] and Lf X is the set of strict continuous groupoid 
morphisms [Sf =4 S f ] -> [MXX =4 M0X]. 

The finite subsets of S1 including the base point are ordered by inclusion. The 
ordering is directed. For P < Q there is a canonical morphism of groupoids LPX — • 
L^X. Using the fact that XQ and Xi are Hausdorff, it is not difficult to prove that 
LPX —> L^X is an isomorphism onto an open subgroupoid. Define the topological 
groupoid 

LX: lim LPX : 
Pes1 PCS1 

LPX. 

Proposition 5.4. — The groupoid LX presents the loop stack LX. 

Proof. — First, we need to construct a morphism LPX —• LX, for every P. The 
presentation LQX —• LX will then be obtained by gluing these morphisms using the 
stack property of LX and the fact the LPX form an open covering of the topological 
space LQX. 

The structure map Lp x SQ —> XQ gives rise to a morphism Lp x SQ —• X. This 
morphism descends to Lp x S1 —> X, by Proposition 1.3, because SL is obtained from 
SQ as a pushout covered by that proposition. By adjunction, we obtain the required 
morphism Lp —> LX. 

The fact that |JP LPX —> LX is an epimorphism of stacks, follows as in Proposi­
tion 5.1. 

The fact that LiX is the fibered product of LoX with itself over LX reduces imme­
diately to the case of L f X, for which it is immediate. • 

It is easy to represent evaluation map and functorial properties of the free loop 
stack at the groupoid level with this model. 

Remark 5.5. — In particular, there is an equivalence of the underlying categories 
between LX and the groupoid whose objects are the set of generalized morphisms 
from the space S1 to X and has equivalences of such as arrows. 

Corollary 5.6. — If X is a differentiable stack then LX is regular Lindelof . 
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5.2.1. Target connected groupoid. — Assume the groupoid X is target con­
nected. This means that if T is a topological space, and (j): T —• X\ a continuous 
map, then for every point of T there exist an open neighborhood T' C T and a ho-
motopy $ : V x 7 —> X i , such that 3>0 = 0 and $ i = £ o 0, where t : X i —• X0 is the 
target map. For example, any transformation groupoid with connected Lie group is 
target connected. 

For every finite subset P C S1 and x G L P X , there are arrows gi G X i with 
t(g%) = Pi G I{ and s((fc) = P* € (or Po € Ji if z = n). These arrows can 
be continuously deformed to the identity point Pn G 7n. Thus there is an element 
x G Map(51,X0) C L{0}X0 and an arrow 7 G Lf X with 5(7) = x and ¿(7) = x- From 
this observation, we deduce: 

Proposition 5.7. — 7/ X is target connected, then the groupoid [LXi =4 L X Q ] with 
pointwise source map, target map and multiplication presents the loop stack LX. Here 
LXi ^ the usual free loop space of Xi endowed with the compact-open topology. 

In particular, LX is Morita equivalent to the groupoid [LXi =3 L X Q ] . 

Example 5.8. — If G is a connected Lie group acting on a manifold M, then Propo­
sition 5.7 implies that L[M/G] ^ [LM/LG]. 

5.2.2. Discrete group action. — To the contrary, if G is a discrete group acting 
on a space M one can form the global quotient [M/G] which is represented by the 
transformation groupoid X : = [M x G 4 M]. For any x G LpXo one can easily find 
an arrow 7 G LpXi such that 5(7) = x and ¿(7) G L^°^X0. Furthermore, since G 
is discrete, an element of LpXi is described by its source and one element gi G G 
for i = 0 , . . . , |P|. From these two observations one proves easily: 

Proposition 5.9. — Let G be a discrete group acting on a space M. Then L[M/G] is 
presented by the transformation groupoid 

\geG 
CP9M X G : 

geG 
<PQM 

where $gM = { / : [0,1] —» M such that / (0 ) = / (1) .#} and G acts by pointwise 
conjugation. 

Note that if G is finite, one recovers the loop orbifold of [45]. 

Remark 5.10. — An element / G @gM has a canonical extension into a map / : R —• 
M satisfying f(x + k) • gk = f(x). 
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CHAPTER 6 

BOUNDED PROPER MORPHISMS 
OF TOPOLOGICAL STACKS 

Definition 6.1. — Let / : X —» 2) be a morphisms of topological stacks and <£ a metriz-
able vector bundle over 2). A lifting i: X —> <B of / , 

<2 

i 

X 
f 

2 

is called bounded if there is a choice of metric on (£ such that i factors through the 
unit disk bundle of <£. A morphism / : X —> 2) of topological stacks is called bounded 
proper if there exists a metrizable orientable vector bundle <£ on 2) and a bounded 
lifting i as above such that i is a closed embedding. 

Definition 6.2. — A bounded proper morphism / : X —• 2) is called strongly proper 
if every orientable metrizable vector bundle (£ on X is a direct summand of f *(<£') 
for some orientable metrizable vector bundle <E' on 2). (Note that, possibly after 
multiplying by a positive R-valued function on 2), we can arrange the inclusion <£ «-> 
/ * ( ^ ) to be contractive, i.e., have norm at most one.) 

Example 6.3. — 1. Every bounded proper map / : X —> Y of a topological spaces 
with y compact is strongly proper. In that case, one can use the fact that every 
vector bundle on a compact space is a subbundle of a trivial bundle. 

2. Let X be a topological stack such that A : X —• X x X is bounded proper. Then A 
is strongly proper. This follows from the fact that every vector bundle on X can 
be naturally extended to X x X. Similarly, the iterated diagonal A ^ : X —> Xn 
is strongly proper. 

3. Let X,Y be compact G-manifolds (with G compact) and f:X —> Y be a 
G-equivariant map. Then the induced map of stacks [f/G]: [X/G] —» [Y/G] is 
strongly proper. 
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It does not seem to be true in general that two bounded proper maps compose to 
a bounded proper map, but we have the following. 

Lemma 6.4. — Let f: X —• 2) and g: 2) —> 3 be strongly proper morphisms. Then 
g o / : X —> 3 is strongly proper. 

Proof. — It is trivial that every orientable metrizable bundle on X is a direct sum-
mand of one coming from 3- Let us now prove that g o / is proper. Suppose given 
factorizations 

C 

i 

X 
f 

2 

F 

i 

2 
9 

3 

for / and g. By enlarging <£, and using that g is strongly proper , we may assume 
that <£ = <7*(<£')J f°r some oriented metrized vector bundle <£' on 3- Let i': X —> <£' be 
the composition proi where pr: (8 —» <£' is the projection map. The following diagram 
shows that g o f is proper: 

C' ¤ F 
(i',if) 

X 
0 O / 

3 

6.1. Some technical lemmas 

In this section we prove a few technical lemmas that will be needed in Section 7 to 
define bivariant groups. 

Let / : X —• 2) be a morphism of topological stack that admits a factorization 

C 

i 

X 
f 

2 

For example, every bounded proper / has this property (Definition 6.1). The follow­
ing series lemmas investigate certain properties of the relative cohomology groups 
#•(£,£ -X). 

Lemma 6.5. — Let f : X —> 2) be a morphism of topological stacks, and assume we are 

given two different factorizations (i,<£) and (i',£') for it. Then, there is a canonical 

isomorphism ##+rk(E(<£, € - X) £ iJ#+rk^(6', € ' - X). 
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Proof. — Embed X in <E 0 <£' via ( i , i'): X —• Consider the diagram 

(<*', e' - x) <- (<*' © e, €' e € - x) -+ (e, e - at) 
of pairs of topological stacks. It follows from Proposition 4.4 that we have natural 
isomorphisms 

jr+rk<s'(<£', <£' - X) H'+Tk:s+rk<è{£f e e ^ e C - î ) ^ fT+rk€(£, € - X). 

We can now apply Lemma 4.7. 

Using a triple direct sum argument, it can be shown that given three factorizations 
(i, <£), ( i ' , <£'), and ( i " , <£") for / , the corresponding isomorphisms defined in the above 
lemma are compatible. Also, if we switch the order of ( i , <£) and ( i ' , <£') we get the 
inverse isomorphism. Finally, when (i, <£) and (if, (£') are equal we get the identity 
isomorphism. Therefore, the group € — X) only depends on the morphism / . 

Lemma 6.6. — Let f: X —• 2) be a morphism of topological stacks, and let (p := 
/opr :£xJ—>2); where I is the unit interval and pr stands for projection. Suppose 
we are give a factorization 

C 

l 

Xx I 
l 

2 

for tp. Let 0 < a < 1, and define ia: X —• <£ to be the restriction of i to X = X x {a}. 
Then, the natural map (j>a: £—ta(X)) —> H*(<£, <£—t(XxI)) induced by the map 

of pairs (€, <£ — L(X x I)) —> (<£,<£ — ta(3E)) is an isomorphism and it is independent 
of a. 

Proof. — We may assume that the image of i does not intersect the zero section 
of (£. (For example, we lift everything to <£ 0 R via (t, 1): X —• € 0 R and apply 
Proposition 4.7 to the vector bundle <£.). 

Let <£' = £ 0 R and define /?: X x I <-> <£' by /?(x, £) = ( ¿ ( 0 ; , 0), t). This is a closed 
embedding, so by Lemma 6.5, we have a commutative diagram 

# • ( € , £ - ¿ ( 2 x J ) ) 
= 

H*(£',€'- ß(Xx I)) 

<Pa] 4>'a 

H*(e,<e-ta(x)) 
= 

#•(<£ ' , I S ' - / ? „ ( £ ) ) 

This reduces the problem to the case where our map is /3 instead of 6, in which case 
the result is obvious. • 
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CHAPTER 7 

BIVARIANT THEORY FOR TOPOLOGICAL STACKS 

We define a bivariant cohomology theory [30] on the category of topological stacks 
whose associated covariant and contravariant theories are singular homology and co­
homology, respectively. Our bivariant theory satisfies weaker axioms than those of [30] 
in that products are not always defined. We show, however, that there are enough 
products to enable us to define Gysin morphisms as in [30]. 

The underlying category of our bivariant theory is the category TopSt of topological 
stacks. The confined morphisms are all maps and independent squares are 2-Cartesian 
diagrams. 

7.1. Bivariant groups 

To a morphism / : X —> 2) of topological stacks, we associate a category C(/) as 
follows. The objects of C(/) are morphisms a: & —> X such that fa: & —• 2) is bounded 
proper (Definition 6.1). A morphism in C(/) between a: & —• X and b: £ —• X is a 
homotopy class (relative to X) of morphisms g: & —• £ over X. 

Lemma 7.1. — The category C(/) is cofiltered. 

Once and for all, we choose, for each object a: & —» X, a vector bundle (2 —» 2) 
through which fa factors, as in Definition 6.2. 

We define the bivariant singular homology of an arbitrary morphism / : X —• 2) to 
be the Z-graded abelian group 

# • ( £ - ^ 2 ) ) lim H*+Tk(£(<£,£-Si). 
C(/) 

The homomorphisms in this direct limit are defined as follows. Consider a mor­
phism (p: & —• 8! in C(/). From this we will construct a natural graded pushforward 
homomorphism p#: if+m(€,<£ - Si) -> H*+"(€',€' - £')> where m = rk<£ and 
n = rk£'. 

Let J = £ 0 (£' with the sum orientation. Let (£' —• 2) be the projection map. 
Then, p*(<E) is an oriented vector bundle over (£'. Note that the projection map 
7r: p*(£) —• is naturally isomorphic to the second projection map $ = €0 (£' —> 
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this allows us to view $ as an oriented vector bundle of rank m over <£'. Let 3D C # 
be the unit disc bundle. It follows from the assumptions that R C !D, hence also 
£ C £ := 7 T _ 1 ( ^ / ) f l S . The restriction homomorphism 

¥>.:Я,+ГО+"(3,£-Я)- H°+m+n(F,F-L)=H°+n(E',E'-R'), 

induced by the inclusion of pairs (#, $ — £ ) —» (#, # — is the desired pushforward 
homomorphism; here, we have used the isomorphism of Proposition 4.6. 

Next we have to show that the map cp* is independent of the homotopy class of (p. 
Consider aopr: £ x I —> X, and let po> Pi • £ —• .ft x / be the times 0 and time 1 maps. 
Note that a o pr: .ft x I —• X is an object of C( / ) . Since every homotopy (relative 
to X) between maps with domain .ft factors through .ft x J, it is enough to show that 
Po,* = Pi,*. This follows from Lemma 6.6. 

Remark 7.2. — The objects of the category C( / ) should be regarded as supports of 
our theory, so by taking the colimit in the definition of the bivariant groups we are 
ensuring that the (homology theory) associated to our bivariant theory is compactly 
supported, which is what is expected from singular homology. If we did not do this 
we would end up with a Borel-Moore homology theory. 

Remark 7.3. — Let .ft —• 2) be a bounded proper morphism. It follows from 
Lemma 6.5, that the cohomology #*(<£, (£ — .ft) is independent of choice of the vector 
bundle <£ and the embedding i: .ft ^ , up to a canonical isomorphism. Further­
more, the pushforward maps constructed above are compatible with these canonical 
isomorphisms. So, H*(f) is independent of all choices involved in its definition. 

Lemma 7.4. — Let f: X —• 2) be a bounded proper morphism and X <£ —• 2) a 
factorization for f, where i is a closed embedding (but <£ is not necessarily metrizable). 
Then we have a natural isomorphism 

#•(£ -Л 2)) =H°+rkc(E,E-X). 

In particular, when f: X —> 2) is a closed embedding, then the bivariant group 

TH*(X -A 2)) H(N,N-X) 

coincides with relative cohomology. 

Proof. — Follows from Lemma 6.5. 
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7.2. Independent pullbacks 

Consider a Cartesian diagram 

X' 
f' N' 

h 

X 
f 2) 

We define the pullback ft*: H(X 2)) -> tf(X' -C 2)') as follows. 

Pullback along ft induces a functor ft*: C( / ) —> C(/ / ) , ^ H-> ft*£ := X' &. 

Furthermore, we have a natural homomorphism 

//•+rk(£(£, e - a) -> ir+rk *(/**<*, ft*<* - ft*#) 

induced by the map of pairs (ft*<£, ft*<£ — ft*£) —>(<£,<£ — £ ) . Using Lemma 6.5, this 

induces the desired homomorphism of colimits 

ft*: lim iT+rk * (£ ,£ -£) 
c(/) 

lim /T+rk *'(£',£' - A ' ) . 
c(/') 

7.3. Confined pushforwards 

Let ft: X —• 2) be a morphism of topological stacks (Definition 6.1) fitting in a 

commutative triangle 

X 
h 

2) 

f g 

3 

We define the pushforward homomorphism ft* : i f (X 3) —* #(?) 3) as follows. 
There is a natural functor C( / ) —•> C(#), which sends a: £ —» X to fta: .ft —> 2). A 

factorization for fa gives a factorization for gha in a trivial manner: 

R i E 

a 

X 
f 

3 

R —>• E 

ha\ 

N 
9 

3 

Using Lemma 6.5, this induces the desired homomorphism 

h* lim/T+rke(E,E-R) 
c(/) 

lim H'+lk,B(<S,e-fi). 
C(g) 
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7.4. Products 

Unfortunately, we are not able to define product for arbitrary pairs of composable 
morphisms / and g. However, under an extra assumption on g this will be possible. 

Definition 7.5. — A morphism / : X —> 2) of topological stacks is called adequate if 
in the cofiltered category C(/) the subcategory consisting of a: R —• X such that 
fa: R —* 2) is strongly proper is cofinal. 

Example 7.6. — 1. Every strongly proper morphism is adequate. (Because in this 
case C(/) has a final object that is strongly proper over 2).) 

2. A morphism / : X —> Y in which Y is a paracompact topological space is ade­
quate. (In this case every object in C(/) is strongly proper over Y; see Exam­
ple 6.3) 

Let / : X —• 2) and g: 2) —• 3 be morphisms of topological stacks, and assume g is 
adequate. Then we can define products of any two classes a G H(f) and /3 G H(g). 
The construction of the product is as follows. Consider objects (.ft, a) G C(/) and 
(£, b) G C(#), and choose factorizations 

R < 
i e 

4 

x f 
N 

£ < 

3 F 

b 

2) 9 
3 

We may assume gb: £ —> 3 is strongly proper. There exists a metrizable oriented 
vector bundle <£' over 3 such that &*<£ is isomorphic to a subbundle of (gb)*^') as 
vector bundles over jf. Note that, possibly after multiplying by a positive R-valued 
function on 3, we can arrange the inclusion b*<£ (gb)*(<£f) to be contractive (i.e., 
have norm at most one). Let us denote &*<£ by <£o, (gb)*(<£f) by and the codimension 
of (£o in <£i by c. 

We define the product 

ffr(e,e-Ä)®JTa(3,ff-£) • iT+s+c(<£/ 0 — £ xç) £ ) . 

as follows. (Note that (.ft x ^ jf, aopr) belongs to C(gof) and we have a factorization 

• f t X 2 ) £ 

(i,j) 
E' O F 

x gof - 3 

for it. We explain this in more detail shortly.) By pulling back the map i along 
w. (So —• <£, we obtain a closed embedding R x<y £ ^ <£0. On the other hand, we 
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have a closed embedding <B\ <£' 0 this is simply the pullback of j along the 
projection map n: <£' 0 5 —• Using the inclusion (Bo £i , we find a factorization 

(i,j) 

R*NL 
^ 0 « 1 E' O F. 

Now, let a G # r ( £ , <£-£) and /3 G # s ( # , # - . £ ) be two cohomology classes. We define 
a-(3 G fl^+^g'eff, ^ 0 ^ - ^ X 2 ) to be T(w*(a))-n*(0), where the latter • is the 
product of Proposition 2.8. In more detail, we have TT*( /3) G Hs (<£' © ? , ^ © ? - 6 i ) , 
tu*(a) G JTr(g0 ,^-axg£) ,andT: Hr(<B0, (B0-Rx^£) # r+c (€ i , Ci - i lxg j ? ) is 
the Thorn isomorphism of Proposition 4.4 for the vector bundle (Bi over (£o; to obtain 
this Thorn isomorphism, we have used that, since the bundles are metrizable, (Bo is a 
direct summand of (Bi and its complement is oriented (Lemma 4.8). Finally, our • is 
the one in Proposition 2.8 with the inclusions ^ x ^ ^ ^ ^ ^ ^ J n ^ r + c and 
m = s. 

7.5. Kûnneth formula 

For bivariant singular cohomology with field coefficients we have the following 
Kûnneth formula. 

Proposition 7.7 (Kûnneth formula). — Let / : X —• 2) and / ' : X' —• 2)' be morphisms 
of topological stacks. Then, we have a natural isomorphism of graded groups 

H ' ( f x f ' ) * H ' ( f ) ® H ' ( f ) , @ H ' ( f ' ) , 

where f x f : X x X' —• 2) x 2)' is the product map. 

Proof. — First, suppose that / and / ' are bounded proper, and choose factorizations 
as in Definition 6.2. We obtain a factorization 

<B№<Bf 
(i,i') 

XxX' 
(f,f') 

2) x 2 ) ' 

for / x / ' . Note that the total space of the vector bundle <£ IEI <B' is <£ x (£'. Let it = 
<£ - z(X) and i f = € ' - i{X'). Then, 6 x 6 ' - ( t , *')(£ x X') = € x il' Uil x So, by 
Proposition 2.5, we have 

(7.5.1) H%(fxf) *± H'+n+n\<Bx<Bf-(i,i')(XxXf)) ^ ir+n(<S,U)®iT+nV,il'), 
and the latter is equal to ^ # * ( / ) (8) # * ( / ' ) • 

To prove the isomorphism for general / and / ' , consider the functor P: C(f) x 
C(/;) C( / x / ' ) which sends a pair (a,a7) G C( / ) x C(/7), with a: R X and 
o! \ Rl —> X', to a x a': R x —• X x X ' . Since we know the result for bounded 
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proper morphisms, to prove the Kunneth isomorphism for / and / ' we observe that, 
in general, for every directed system indexed by C ( / x / ' ) , the induced directed system 
(via P) indexed by C( / ) x C(/ ' ) has the same colimit. This is due to the fact that P 
has a left adjoint Q: C(f x / ' ) -> C( / ) x C( / ' ) , denned by sending 0 : ^ 1 x 1 ' 
to (pr-L oa,pr2 oa) G C ( / ) x C( / ' ) . • 

When the coefficient is only a ring, the cohomology cross-product (see Remark 2.6) 
yields a bivariant cross-product. 

Proposition 7.8. — Let f: X —> 2) and f: X' —> 2)' be morphisms of topological stacks. 
Then, we have a natural homomorphism of graded groups 

я-(/)®я-(/') H°(f*f') 

where f x / ' : X x Xf —» 2) x 2)' is the product map. 

Proof. — The proof of Proposition 7.7 applies with the only difference that the last 
isomorphism in the sequence (7.5.1) of isomorphisms is replaced by the cross prod­
uct i f + n + n ' ( £ x <£' - {i,i')(X x £ ' ) ) <- tf*+n(£,íl) ® / f + ^ ^ i l ' ) homomorphism 
(Remark 2.6). • 

7.6. Associated covariant and contravariant theories 

By definition, the nth graded piece of the contravariant theory associated to the 
bivariant theory H is give by 

Hn(X) = Hn(X^ X) lim i J n + r k € ( e , £ - £ ) . 
C(id*) 

The category C(idx) has a final object (X, X), so the above colimit is isomorphic 
to Hn(X,X — X) = Hn(X), the usual singular cohomology. 

The nth graded piece of the covariant theory associated to H is defined to be 

Hn(X) = H-n(X-^pt) lim He~n(E,E — K) 
C(X) 

lim Hn(K). 

Here, C(X) is the category whose object are pairs (E, K) where E is a Euclidean space 
of dimension e and K is a compact subspace of E together with a map K —* X. In the 
latter colimit, we have used the Spanier-Whitehead duality Hn(K) = He~n(Ey E—K), 

and the limit is taken over the category of all maps K —• X with K a compact topolog­
ical space that is embeddable in some Euclidean space. By the following proposition, 
the latter colimit is, indeed, isomorphic to the singular cohomology Hn(X). 

Proposition 7.9. — Let X be a topological stack. Then, we have a natural isomorphism 

lim Hn(K)*áHn(X), 

K->x 

where the limit is taken over the category of all maps K —> X with K a compact 

topological space that is embeddable in some Euclidean space. 
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It is possible to generalize the axiomatic framework for (skew-symmetric) Invari­
ant theories [30] to include the present case, where products are only defined for a 

composition X -^-> Y Z if Y Z belongs to a subclass of morphisms called 
adequate. See Appendix B for the axioms. Details will appear elsewhere. 
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CHAPTER 8 

REGULAR EMBEDDINGS, SUBMERSIONS, AND 
NORMALLY NONSINGULAR MORPHISMS 

8.1. Submersions 

Definition 8.1. — Let p : X —• 2) be a morphism of differentiable stacks. For p rep­
resent able, we say it is a submersion if its base extension along any differentiable 
map Y —> 2) from a manifold Y is a submersion of manifolds. (It is enough to check 
this for one atlas Y —> 2).) If p is not necessarily representable, we say that p is a 
submersion if for some (hence every) atlas q: X —> X, the composition p o q: X —• 2) 
is a submersion. 

Example 8.2. — The following are some simple examples of submersions. 

1. A differentiable map p: X —> Y of manifolds is a submersion in the above sense 
if and only if it is a submersion in the usual sense. 

2. Any projection X x 2) —» X is a submersion. 
3. Let <£ be a vector bundle over X. Then, the base map p: (£ —> X is a submersion. 

More generally, if p is an afflne bundle (for example, a surjection <£ —> J of 
vector bundles over a base X), then p is a submersion. 

4. Let p : X —* X be an atlas for the differentiable stack X. Then p is a submersion. 
In other words, if X = [Xo/Xi] is the quotient stack of a differentiable groupoid 
[X\ =4 Xo], then the quotient map p: X$ —> X is a submersion. 

Lemma 8.3. — Le£ p: X —> 2) and g: 2) —> 3 &e submersions. Then, we have the 
following. 

1. The composition qop: X —* is a submersion. 
2. For an arbitrary morphism 2)7 —> 2) o/ differentiable stacks, the base extension 

p': X' —> 2); o /p ¿5 a submersion. 
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Lemma 8.4. — Consider the 2-Cartesian diagram of differentiate stacks 

X' 
j N' 

P q 

X 
i 

N 

in which the horizontal morphisms are embeddings and q is a submersion. Then, q 
is transversal to i. That is, p*yix/<y = 9ft£//2), (equivalently, the excess bundle (£ is 
trivial). 

Proof. — Precomposing q with an atlas Y' —* 2)', we are reduced to the case where q 
is represent able. By making a base change along an atlas Y —> 2), we reduce further 
to the case where we have a diagram of smooth manifolds, in which case the result is 
clear. • 

8.2. Regular embeddings 

In differential topology existence of a tubular neighborhood for a submanifold is a 
strong tool which allows one to linearize the situation by passing to the normal bundle 
of the submanifold. Unfortunately, this tool is not always available in the world of 
differentiable stacks, as a substack may not necessarily admit a tubular neighborhood. 
To our knowledge, the only situation where existence of tubular neighborhoods is 
guaranteed is when the ambient differentiable stack is the quotient stack of a compact 
Lie group action on a smooth manifold (Example 8.7). 

In this section, we introduce a class of embeddings of differentiable stacks, called 
regular embeddings, which behave as if they have tubular neighborhoods. We begin 
with a preliminary definition. 

Definition 8.5. — We say that an embedding i: X 2) of topological stacks admits 
a tubular neighborhood if there is a vector bundle 9t over X and a factorization 

X=>N=>N 

for i , where s is the zero section of 9t and j is an open embedding. The bundle 9T is 
called a tubular neighborhood of X in 2). (Note that the vector bundle 9T is canonically 
isomorphic to the normal bundle NX/<Q.) 

Example 8.6. — Let X be a topological stack and <E a vector bundle over X. 
Let s: X —» <£ be the zero section. Then s admits a tubular neighborhood. The 
normal bundle and the tubular neighborhood of X in (£ are both (£ itself. 

Example 8.7. — Let 2) = [Y/G] be the quotient stack [Y/G] of a topological group G 
action on a topological space Y. Let X C 2) be a closed substack of 2), and let X C Y 
be the corresponding invariant subspace. Then, tubular neighborhoods of X in 2) are 
in bijection with G-equivariant tubular neighborhoods of X in Y. In particular, if 2) 
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is a differentiable stack which is isomorphic to the quotient stack [Y/G] of a compact 
Lie group G action on a smooth manifold Y, then any differentiable substack X 
of 2) admits a tubular neighborhood. This follows from the G-equivariant tubular 
neighborhood theorem; see ([11], Section VI, Theorem 2.2) and also the proof of 
Proposition 8.18. 

Embeddings which admit tubular neighborhoods have the expected nice properties, 
but they are not flexible enough for our purposes. For instance, composition of two 
such embeddings does not appear to admit a tubular neighborhood in general. Also, 
pullback of such an embedding X 2) along a submersion onto 2) (even along the base 
map of vector bundle (£ —» 2)) does not seem to always admit a tubular neighborhood. 
Definition 8.11 is devised to fix these deficiencies. 

Definition 8.8. — Let 2) be a differentiable stack. Let i: X 2) a differentiable sub-
stack with normal bundle 9t = Nx/z)- Let c G Hk(yt, 9t — X) be a cohomology class. 
We say that a class c G i/fc(2),2) — X) is compatible with c if for every differen­
tiable atlas q: Y —• 2), the class q*{c) G Hk(N,N — X) corresponds to the class 
q*(c) G Hk(Y,Y - X) under the isomorphism Hk(N,N — X) 9* Hk(Y,Y - X) ob­
tained by identifying N :— p*Vl = NX/Y with a tubular neighborhood of X := p~lX 
in Y (and applying excision). 

N X Y 

p 9 

m - X 
i 

2 

Since tubular neighborhoods of submanifolds are unique up to isotopy, the isomor­
phism Hk(N,N - X) = Hk(Y,Y - X) in the above definition is independent of the 
choice of the tubular neighborhood. 

Lemma 8.10 justifies the above definition. Before proving it we quote a useful 
Lemma from [64]. 

Lemma 8.9. — Let X be a differentiable stack and M a smooth manifold. Let f': M —• 

X be a continuous map (i.e., a morphism of underlying topological stacks). Then, there 

exits a differentiable atlas q: X —• X such that f lifts to a continuous map f: M —• Y. 

If f is differentiable (i.e., a morphism of differentiable stacks), then f can also be taken 

to be differentiable. 

Proof — The case where / is differentiable is Lemma 3.10 of [64]. The case where / 
is only continuous is proved using the same argument given in loc. cit. • 

Lemma 8.10. — Notation being as in Definition 8.8, the class c G i7fe(2),2) — X) is 
unique (if it exists). 
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Proof. — The statement is true when 2) is a manifold. So, it follows that if c~i,c2 G 
Hk(%),%) — X) are two such classes, the difference d := c\ — c2 has the property that 
q*(d) G Hk(Y,Y - X) is zero for every differentiable atlas q: Y —• 2). We claim that 
this can only happen if d = 0. 

Suppose that d G iJfc(2),2) — X) is a nonzero cohomology class. Choose a clas­
sifying space <p: Y0 -> 2) for 2) (see Section 2.2). Then <p*(d) G fffc(y0,^o - X0) 
is nonzero, where X 0 = ^ - 1 ( X ) C Y0. We can find a finite simplicial complex 
K and a map / : K —> Y0 such that f*ip*(d) G Hk(K,K — L) is nonzero, where 
£ = /-V_1(£) S By embedding X in some Euclidean space and choosing a small 
tubular neighborhood M of K which retracts to K, we obtain a manifold M and a 
continuous map g: M —> 1Q such that g*(p*(d) is nonzero. Therefore, we have suc­
ceeded in finding a manifold M and a morphism (of topological stacks) <pog: M —> 2) 
which sees d. It follows from Lemma 8.9 that the map (fog: M —• 2) factors through 
a differentiable atlas Y —> 2). So, g also sees d, that is q*(d) G Hk(Y, Y — X) is 
nonzero, which is what we wanted to prove. • 

Definition 8.11. — We say that an embedding X <—> 2) of differentiable stacks is a 
regular embedding if for every orientation class fi G Hn(Vl, VI — X) (i.e., a Thorn class 
as in Definition 4.1), there is a class ft G #n(2) , 2) — X) compatible with it in the sense 
of Definition 8.8. Here, VI = Vlx/%) 1S the normal bundle to X in 2) and n is its rank. 

Lemma 8.12. — Regular embeddings enjoy the following properties: 

1. Any embedding of smooth manifolds is a regular embedding. 
2. Any embedding i: X 2) which admits a tubular neighborhood (Definition 8.5) 

is a regular embedding. 

Proof. — By excision, H'(VX,Vl - X) 2* #*(2),2) - X ) . This implies (2), and (2) 
implies (1). • 

Lemma 8.13 (Composition). — If i: X ^> %) and j : 2) 3 are regular embeddings, 
then joi: X 3 is also a regular embedding. Moreover, if fa G iJm(0rlx/2), Vtx/%) ~~3£) 
and iij G i f n ( 9 l 2 ) / 3 , 9 t 2 ) / 3 — ? ) ) a r e orientations (Definition 4-1) and fa G ilm(2),2) — 
X) andJTj G iJn(3,3 — ? ) ) a r e £/ie corresponding compatible classes, then the induced 
orientation fijoi G i f m + n ( ^ 1 ^ / 3 ? ^ £ / 3 ~ 3E) f s e e Lemma J±.9 and Example 3.8) is 
compatible with fa • JZ], where the latter product is the one of Proposition 2.8. In other 
words, JZj^i = 777-717. 

Proof. — As we saw in Example 3.8, we have a short exact sequence 

0->Nx/n->Nx/3->i*Nn/3->0 

of vector bundles over X. By Lemma 4.9, the orientation classes fa and induce 
an orientation class /jLj0i : = fa •p*i*(/xJ) on NX/^, where p stands for the map of pairs 
(Nx/$,Nx/3 — NX/<Q) —> (i*N<y/3,i*Ny)/3 — X). To prove the lemma, we have to 
show that fa • JLJ is compatible with fijoi. By definition of compatibility, it is enough 
to verify this after pulling back everything along an atlas Z —• 3- That is, it is enough 
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to prove the lemma in the case of smooth manifolds. By choosing a suitable tubular 
neighborhood for the embedding X <-> Z , we can further reduce to the case where 
the given embeddings are zero sections of vector bundles, in which case the result is 
trivial. • 

Lemma 8.14 (Fullback). — Consider the 2-Cartesian diagram 

X' 
i' 

>- 2)' 

V 

v 

q 

X 
i 2) 

Suppose that i is a regular embedding and q is a submersion (Definition 8.1). Then, i' 
is a regular embedding. Furthermore, if ¡1 G Hn(Vlx/^, ~~ %) *5 an orientation 
class and ft G #n(2),2) — X) is compatible with ¡1, then q*(ft) is compatible with the 
pullback orientation onV\X'ivy = P * ^ / 2 ) - Here, q* : #n(2), 2 ) - £ ) -* #n(2) ' , 2 ) ' - £ ' ) 
is the induced map on relative cohomology. 

Proof. — It follows from the definition of compatibility (Definition 8.8) that an em­
bedding i: X > 2) is a regular embedding if and only if its base extension along every 
atlas Y —> 2) is. This, combined with Lemmas 8.3.1 and 8.4, proves the lemma. • 

In the above lemma, the case we are particularly interested in is where q is an affine 
bundle (e.g, when q is the base map of a vector bundle, see Example 8.2.3). 

8.3. Normally nonsingular morphisms of stacks and oriented stacks 

Definition 8.15. — We say that a representable morphism / : X —> 2) of stacks is 
normally nonsingular, (nns for short), if there exist vector bundles VI and <£ over the 
stacks X and 2), respectively, and a commutative diagram 

N i C 

s I 
V 

X 
f 3) 

where 5 is the zero section of VI, i is an open embedding, and € is oriented. When VI is 
also oriented, we say that the diagram is oriented. (For the definition of on orientation 
on a morphism / see Definition 8.21 below.) The integer c — rk9t — rk <£ depends only 
on / and is called the codimension of / . (Note that in the case where <£ is of rank 
zero this coincides with Definition 8.5, so / admits a tubular neighborhood.) 

A diagram as above is called a normally nonsingular diagram for / . The vector 
bundle VI is a tubular neighborhood of X in £ in the sense of Definition 8.5. 

The following are two extreme examples of nns morphisms. 
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Example 8.16. — Let I be a topological stack and <£ a vector bundle over X. 
Let s: X —• <E be the zero section. Then, the diagram 

C < id C 

s l i d 

X 
s 

C 

is an nns diagram for s. Here, we are regarding (E as a rank zero vector bundle over 
itself. The diagram is oriented if and only if <£ is. The codimension of s is equal to rk <£. 
(For future use, let us also record the fact that s is a strongly proper morphism.) 

Example 8.17. — Let X be a topological stack and <£ an oriented vector bundle over 
X. Let p: <£ —> X be the base map. Then, the diagram 

C id 
C 

id p 

C 
p 

X 

is an oriented nns diagram for p. Here, we are regarding <£ as a rank zero vector 
bundle over itself. The codimension of p is equal to — rk <£. The normal bundle and 
the tubular neighborhood of (£ in <£ are both (£ itself. 

Proposition 8.18. — Let G be a compact Lie group, and X and Y smooth G-manifolds, 
with X = [X/G] and 2) = [Y/G] the corresponding quotient stacks. Assume further 
that X is of finite orbit type. Then, for every G-equivariant smooth map X —» Y, the 
induced morphism f: X —> 2) of quotient stacks is normally nonsingular. 

Proof. — First we claim that, there is a vector bundle 27 —> BG and a smooth 
embedding j : X —» 2J, as in the following commutative diagram: 

23 

j ... V 
X 

f 
N 

IIn BG 

This statement is equivalent to the fact that every G-manifold X of finite orbit type 
embeds G-equivariantly into a linear G-representation V ([11], Section II, Theo­
rem 10.1). We can arrange for the G-action on V to be orientation preserving by 
simply replacing V with V 0 V. 
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Let (£ := 2) XBG 2J be the pullback of 2J over 2). We obtain the following commu­
tative diagram 

C 

(fJ) 
I* 

X 
f 

N 

Observe that (/, j) is a smooth closed embedding (this can be checked by pulling 
back the whole picture along a chart, say * —• BG, for BG). Let 9t be the normal 
bundle of (/, j)(X) in <£. By the existence of G-equivariant tubular neighborhoods 
([11], Section VI, Theorem 2.2), we find a vector bundle 9t over X and an open 
embedding i: 91 —> <£ making the following diagram commutative: 

9 1 
i C 

S (f,j) P 

X 
f 

N 

This is exactly what we were looking for. 

Example 8.19. — The action of a finite group on a manifold has finite orbit type. More 
interestingly, the action of a compact Lie group on a manifold whose Z-coefficient 
homology groups are finitely generated has finite orbit type. This is Mann's Theorem, 
see [11], Section IV. 10. 

Definition 8.20. — Let / : X —• 2) be a strongly proper morphism. A bivariant class 

0 G H(X 2)), not necessarily homogeneous, is called a strong orientation if for ev­

ery g: 3 —> Xy multiplication by 9 induces an isomorphism #(3 —^ X) i f (3 

The above definition can be made for every adequate morphism in a (generalized) 
bivariant theory. However we do not need this generality. 

Definition 8.21. — A strongly proper morphism / : X —> 2) of topological stacks is 
called strongly oriented, if it is normally nonsingular and it is endowed with a strong 
orientation 6f G Hc(f), where c = codim/; see Definition 8.15. A topological stack X 
is called strongly oriented if the diagonal A : X —> X x X is strongly oriented. In this 
case, we define dimX := codim A. 

Remark 8.22. — As we have avoided the discussion of 2-vector bundles in this paper, 

we will not give an intrinsic definition of orientation in terms of the tangent 2-vector 

bundle of a differentiable stack X. However, we point out that an orientation for X 

(in the bivariant sense) amounts to an orientation for the "tangent complex" of X, by 

which we (rather imprecisely) mean the anchor map E TX of the Lie algebroid 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2012 



48 C H A P T E R 8. REG. EMBEDDINGS, SUBMERSIONS, A N D N O R M . NONS. MORPHISMS 

associated to a Lie groupoid presentation [X\ =3 X] for X; see Example 3.4. (By an 
orientation on a complex V\ —> Vb of vector bundles on a manifold we simply mean 
an orientation on Vi 0 Vb. Note that this sloppy definition works because we are using 
singular (co)homology.) Conversely, assuming that A: X —> X x X has a normally 
nonsingular diagram as in Definition 8.15, an orientation for E TX gives rise to 
an orientation for A (hence, by definition, for X). 

Lemma8.23. — Let f: X —» 2) and #: 2) —• 3 be strongly proper morphisms, and 
let 0 G H(/) and G H(g) be strong orientation classes. Then, 6 • if; is a strong 
orientation class for go f: X —> 3- (Note that go f is strongly proper by Lemma 6.4-) 

Lemma 8.24. — Let f: X —> 2) be a strongly proper map and 0 G H(f) a strong 
orientation class for it. Then multiplication by 6 induces an isomorphism H{X) 
H(f). If 6' G H(f) is another orientation class for f, then there is a unique unit 
u G H(X) such that 6' = u- 0. 

The following result states that an oriented normally nonsingular diagram gives 
rise a canonical strong orientation. 

Proposition 8.25. — Let f : X —• 2) be a strongly proper morphism of topological stacks 
equipped with an oriented normally nonsingular diagram. Then, f has a canonical 
strong orientation class Of G Hc(f), where c = codim/ . 

Proof. — The proof is essentially the same as the one given in [30]. (The 'strongly 
proper' assumption is a technical condition we need to impose on / in order to be 
able to multiply bivariant classes. This does not come up in [30] as they only use 
trivial vector bundles when defining bivariant classes and the decent condition of 
Definition 6.2 is automatic in this case.) • 

Example 8.26 (Euler class). — Let X be a topological stack and <£ an oriented vector 
bundle over X. Let s: X —> £ be the zero section. As we saw in Example 8.16, s is 
a strongly proper morphism equipped with a natural nns diagram. It follows from 
Proposition 8.25 that 5 has a canonical strong orientation class 0 G iJn(s), where 
n — rk (£. Consider the following 2-Cartesian diagram: 

X id X 

id s 

X s 
C 

The pullback s*(6) G Hn(idx) = Hn(X) is the Euler class of g. 

Lemma 8.27. — Let i: X ^ 2) be an embedding of codimension n of differentiable 
stacks. If i is nns then it is a regular embedding (Definition 8.11). In fact, for any 
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choice of orientation \± G Hn (9T, 9t — X) for the normal bundle 91 = 91^/2), the canon­
ical strong orientation class Oi G Hn(i: X «̂ -> 2)) = i7n(2),2) — X) (Proposition 8.25) 
coincides with the compatible class ¡2 G i/n(2),2) — X) (Definition 8.8). 

Proof. — Pick an nns diagram 

91' 
- 3 — > C 

S p 

X 
i 

N 

for i. We have a natural isomorphism 91' = 9t£/g. This gives rise to a split short exact 
sequence 

0 -+ 91 - » 9T' -> g|* -> 0 

of vector bundles over X. Recall that, by definition, <£ is oriented. By regarding 91' as 
a vector bundle over 91 which is the pullback of <£\% along the base map 91 —> X, we 
obtain isomorphisms 

#*(? ) , 2) - X) ^ jff#+r(g, £ - X) iT+r(<£, ^ - j s (X)) , 

where r = rkE. In the last equality we have used Lemma 4.7. Also, we have isomor­
phisms 

H'(% 91 - X) * JT+r(91', 9t' - X) ^ iT+r (£, ^ - js(X)), 

where in the last equality we have used excision because 91' can be identified with 
an open substack of (£ via j . Under the above identifications, the orientation class 
\x G iJn(9l, 91 — X) corresponds to its compatible class fi G ifn(2),2) — X) and the 
strong orientation class 0, G Hn(i: X <-> 2)) = #n+r(<£,<£ - j s (X)) . (This latter 
equality is the very definition of bivariant cohomology.) • 

The following proposition shows that any morphism between strongly oriented 
topological stacks has a natural strong orientation. Proposition 8.30 shows that this 
class is multiplicative. 

Proposition 8.28. — Let f : X —> 2) be a strongly proper normally nonsingular mor­
phism of topological stacks, and assume that X and 2) are both strongly oriented (Def­
inition 8.21). Let d — dimX and c = dim2) — dimX. Then, there is a unique strong 
orientation class Of G Hc(f) which satisfies the equality OfO^ = (—l)cd0x • (Of x Of), 
as in the diagram 

X © 2) f 

(g) A 
A @ 

X x X 
/ x / 

0f *0f 
2 ) x 2 ) 
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Proof. — By Proposition 8.25, there exists a strong orientation 9 for / . It is easy to 
see that 9 x 0 is a strong orientation f o r / x / : X x X — > 2 ) x 2 ) . By Lemma 8.23, 
0 • #2) and Ox - (0 x 0) are both strong orientation classes for X —> 2) x 2). Therefore, 
by Lemma 8.24, there is a unit w G H°(X) such that 0 • % = w • 9x • (0 x 0). It follows 
that 0/ : = (—l)cdu • 0 has the desired property; see Lemma 8.29 below. • 

Lemma 8.29. — Let X be a topological stack and 9 G H(X X x X) . Let u,v G 
H°(X), and letuxvG H°(X) x H°(X) be their exterior product. Then, 9 • (u x v) = 
U'V-9, as classes in H (A). 

Proof. — Since uxv = (ux 1)• (1 x v), it is enough to prove the statement in the case 
where v = 1. Recall that u x 1 is denned via independent pullback in the righthand 
square in the diagram 

X ® 
A 

X x X X 
pr2 

© id ( jTxT) id id ® 

X -
A 

® 
X*X pr2 

X 

The equality follows from the skew commutativity of the bivariant theory applied to 
the left hand square. • 

Proposition 8.30. — Assume f : X —» 2) and g : 2) —• 3 are strongly proper normally 
nonsingular morphisms of strongly oriented topological stacks. Let 9f G Hc(f), c = 
codim/ , and 9g G Hd(g), d = codimg, be the strong orientations constructed in 
Proposition 8.28. Then, go f is a strongly proper normally nonsingular. Furthermore, 
Of .0g = 0gOf. 

Proof. — By Lemma 6.4, g o f is strongly proper. Consider the normally nonsingular 
diagrams for / and g 

91 
i 

>-
C M j F 

X 
f 

N N 
9 

3 

By adding a vector bundle to <£, we may assume that (S = <?*(<£') for some orientable 
vector bundle <£' over 3- The following is a normally nonsingular diagram for g o / 

r o n e 01 k See' 

x 
9°f 

3 
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where k is the composite 

f*M¤M c(pr,*) atte <s - (j,pr)^ 
ff©«7. 

This proves that g o / is normally nonsingular. 
The equality Of - 0g = 0gof follows from the identity in Proposition 8.28. • 

If X is strongly oriented (Definition 8.21), its iterated diagonals A^n): X —> Xn are 
strongly proper (Example 6.3). 

Corollary 8.31. — Let X be a oriented stack. Then the diagonals : X —> Xn are 
canonically strongly oriented. 

Proposition 8.32. — Notation being as in Proposition 8.18, assume further that X and 
Y are oriented and that the G-actions are orientation preserving. Then, every nor­
mally nonsingular diagram for f: X —> 2) is naturally oriented. In particular, when f 
is strongly proper, we have a strong orientation class Of G Hc(f), c = dimF — dimX. 
Furthermore, this class is independent of the choice of the normally nonsingular dia­
gram. 

Proof. — Let us first fix a notation: given a manifold X with an action of G, we 
denote [TX/G] by TX. (So, TX does depend on X , and not just on X. Since in what 
follows all stacks are quotients of a G- act ion on a given manifold, this should not 
cause confusion.) 

Consider a normally nonsingular diagram 

9Î < 
i ^ E 

s p 

X > 
N 

as in the proof of Proposition 8.18. We show that 5Î is naturally oriented. By 
Lemma 4.9, there is a natural orientation on T<£, because it fits in the following short 
exact sequence 

0 -> p*<£ -> T € p*T£ -> 0. 

In particular, we have an orientation on / * ( T € ) . We have an isomorphism of vector 
bundles over X 

Tx®mç* f*(T<E). 

It now follows from Lemma 4.8 that 91 also carries a natural orientation. This proves 

the first part of the proposition. In particular, when / is proper, we obtain a class 

Of e HC{X 2)) as in Proposition 8.25. 
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Now, we show that the class 6f is independent of the normally nonsingular diagram 
above. Consider another oriented normally nonsingular diagram for / 

art 
3 F 

t q 

X 
f 2) 

We have to show that the following diagram commutes 

H'(X) 
= 

^•+rkOt (E,E-X) 

= = 

H'(X) 
= ^•+rkOt(E,E-X) 

where the horizontal isomorphisms are the one of Proposition 8.25, and the vertical 
isomorphism is the one of Lemma 6.5. First we prove a special case. 

Special case. Assume <£ = and is = tj. In this case, we can choose a third vector 
bundle £ —» X and an open embedding k: £ ^ <E that factors through both 9t and 
dJl. The two orientations induced on £ from DJl and 9t, as in Lemma 4.11, are the 
same (because they are equal to the orientation induced from (£, as described above). 
The claim now follows from the commutative diagram of Lemma 4.11 (applied once 
to the open embedding £ <—• 91 and once to the open embedding £ SDt). 

General case. To prove the general case, we make use of the following auxiliary oriented 
nonsingular diagrams: 

9 t e / * S 
(*»pr) C¤F 

(8tjt)' 

X 
f 2) 

M¤f*E r (j.Pr) 
S e e 

(t,is) 

X 
f 

N 

Here, the two maps pr stand for the projection maps f*$ = X # —* 3 and 
/ * ( £ = £ x 2 ) < £ — L e t us denote the ranks of <£, 9t, and 3PT by e, / , n, and m. 
(Hopefully, presence of two different / in the notation will not cause confusion!) The 
first normally nonsingular diagram gives rise to the following commutative diagram 
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of isomorphisms: 

f 

H°(x) = H°+n+f(N¤f*F,N¤f*F_X) = 
H°+n+f(N¤f*F,N¤f*F_X) 

= = = 

H°(X) = 
i f + " ( 9 T , 9 t - £ ) 

= 
tf#+n(£,£-£) 

The commutativity of the left square is because of Lemma 4.10, and the commu-
tativity of the right square is because Thorn isomorphism (vertical) commutes with 
excision (horizontal). 

Similarly, the second normally nonsingular diagram gives rise to the following com­
mutative diagram of isomorphisms 

f 

Hm(X) 
= H,+m+e(<m e /*<*, m e f*<£ - x) 

= 
H°+m+e(N¤f*F,N¤f*F_X) 

= . = = 

H'(X) 
= 

H9+m(Wl,Wl-X) 
= 

Ht+m($,$-X) 

On the other hand, using the special case that we just proved, the two normally 
nonsingular diagrams give rise to the following commutative diagram: 

H'{X) 
f H°+n+f(N¤f*F,N¤f*F_X) 
= 

= 1 = 

H'{X) 
4> 

= 

H°+m+e(N¤f*F,N¤f*F_X) 

The general case now follows from combining this diagram with (the other rectangles) 
of the previous two diagrams. • 

Corollary 8.33. — Let X be a stack that is equivalent to the quotient stack [X/G] of 
smooth orientation preserving action of a compact Lie group G on a smooth oriented 
manifold X having finitely generated homology groups. Then, the diagonal ï ^ ï x ï 

is naturally oriented. In particular, the diagonal of the classifying stack BG of a 
compact Lie group G is naturally oriented. 

lRemark 8.34. — Let X, 2) and / be as in Proposition 8.32. There are two ways of 
lgiving a strong orientation to / . Either we can use Proposition 8.32 directly, or we 
lfirst apply Corollary 8.33 to endow X and 2) with a strong orientation, and then apply 
lProposition 8.28. The orientations we get are the same for / . We denote Of this strong 
lorientation. 
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Proposition 835. — Let X be a paracompact orbifold whose tangent bundle (Exam­
ple 3.4) is oriented. Then the diagonal X —> X x X is strongly oriented and in partic­
ular, X is naturally oriented. 

Proof. — Locally, we can find a tubular neighborhood for the diagonal. The result 
follows using partition of unity. • 
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CHAPTER 9 

GYSIN MAPS 

As in [15, 21, 23], the main step in our construction of the BF-structure on 
the homology of the loop stack is the systematic development of Gysin maps for 
oriented morphisms of stacks. To this end, we use (a slightly generalized version of) 
Fulton-MacPherson's bivariant theory. This is in spirit very close to Chataur's bordism 
approach which relies on Jakob's bivariant theory for differentiable manifolds [15], 
although bivariant theories are not explicitly mentioned in [15]. 

9.1. Construction of the Gysin maps 

We recall the construction of Gysin homomorphisms associated to a bivariant class 
[30]. 

f 
Fix an element 0 G Hl(X — • 2)). Let u : 2)' —» 2) be an arbitrary morphism of 

topological stacks and X' = X 2)' the base change given by the Cartesian square: 

(9.1.1) x' 
f' N' 

lu 

x 
f N 

Then 9 determines Gysin homomorphisms 

0\: Hj{X') Hj+ity). 

and 

0\: Hj{X') ^Hj+ity). 

For the cohomology Gysin map, we need to assume that / ' is adequate. These homo­
morphisms are defined by 

6\a) = (u*(0)) • a, for a G # , (2) ' ) = ' (?) ' -

and 

0,(6) = fi(b- ti*(0)), for b G Hj(Xf) = Hj(X' £')• 
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The homology Gysin map is defined because the map X1 —• * is adequate (see Exam­
ple 7.6). 

9.2. Standard Properties of Gysin maps 

By Proposition 8.25, when the map / : X —• 2) in Diagram (9.1.1) is strongly 
oriented, it has a canonical strong orientation Of. In this case, we have a canonical 
Gysin morphism 

f := (6fy:H.(%')-+H.-c(X'), 
where c is the codimension of / . In this subsection we collect some of the standard 
properties of these Gysin morphisms. 

1. Functoriality. Assume given a commutative diagram of Cartesian squares 

(9.2.1) X' N' 3' 

X 
f 

N 9 
i*- 3 

with / : X —• 2) and g: 2) —• 3 strongly oriented of codimensions c and d, 
respectively. Then, the induced Gysin morphisms / ! : i7#(2)') H9-C(X') and 
g]: H9(5f) —> Hm-d(%)f) satisfy the functoriality identity 

(#°/)! = f °9' 

2. Naturality. Assume given a commutative diagram of Cartesian squares 

(9.2.2) X" 2)" 

V u 

X' 2J' 

X 
f 

2) 

with / strongly oriented. Then, the induced Gysin morphisms satisfy 

v*o f = f ou*. 

3. Commutation with cross product. Given two Cartesian squares 

X'1 2Ji X2 
N'2 

u1 U2 

x1 h 
2Ji X2 

f2 
2)2 

ASTÉRISQUE 343 



9.2. S T A N D A R D PROPERTIES OF GYSIN MAPS 57 

consider the induced product square 

(9.2.3) X'1*X'2 
2JÌ x y2 

u1*u2 

X\ x X2 
/1X/2 

>- 2h x2)2 

If /1 and /2 are strongly oriented, then so is /1 x /2. Moreover, the three Gysin 
morphisms satisfy the equation 

( / 1 x / 2 ) ! ( - x - ) = / 1 ! ( - ) x / 2 ! ( - ) . 

4. Commutation with pullback. Given a Cartesian square 

(9.2.4) X' 
f' 

N' 

u 
X f N 

with / strongly oriented and y' G #*(2)/) , we have 

/V n -) = ( - l ^ W J c o d M / ) ^ ) n /!(_). 

Proof of Properties 1,2,3 and 4- — Everything follows from the axioms of a bivariant 
theory. By Proposition 8.30, the products of two strongly oriented maps is canonically 
strongly oriented. Thus Property 1 follows from Axiom A13. Property 2 is Axiom A3 
followed by Axiom A123. Taking direct products of vector bundles shows that strongly 
proper and normally nonsingular morphisms are stable by products. Hence Property 
3 follows from the definition and naturality of the cross product (Proposition 7.8). 
Property 4 is a consequence of the skew-commutativity. • 

Remark 9.1 (Cohomology Gysin maps). — When in Diagram (9.1.1) / ' is adequate, 
there is an induced cohomology Gysin map / ! : H*(X') —> i7*+c(2)/). Properties 1,2,3 
and 4 above have obvious analogs in cohomology when all the relevant maps involved 
are adequate. Recall that a strongly oriented map is strongly proper hence adequate. 

Remark 9.2. — We have emphasized the case of strongly oriented maps for simplicity 
and because it is sufficient for our purpose. Nevertheless, by pullback axiom, any 
bivariant class 6 G Hr(f) yields a bivariant class u*(6): Hr(f) and thus a Gysin 
map if#(2)') —• i7#_r(X'). Properties 1,2,3 and 4 above will hold true in this more 
general setting. 
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9.3. A special case: G-equivariant Gysin maps 

Let M, N be oriented compact manifolds and G a Lie group acting on M, N 
by orientation preserving diffeomorphisms. By Proposition 8.32, if / : M —» N is a 
G-equivariant map, then / is canonically strongly oriented. Gysin maps for equivariant 
(co)homology were already considered, for example, by Atiyah and Bott [4]. 

Proposition 9.3. — The Gysin maps associated to f in (co)homology coincide 
with the equivariant Gysin maps in the sense of Atiyah and Bott [4]. 

Proof — Gysin map in [4] are obtained by the use of fiber integration and Thorn 
classes over the spaces MQ = MxGEG and NQ = NXQEG. These spaces are respec­
tively classifying spaces of the stacks [M/G] and [N/G] and thus are respectively the 
pullbacks [M/G] x BG, [N/G] x [#/G] BG. The pullback of the normally nonsingu­
lar diagram of Proposition 8.18 along the natural maps [M/G] x ̂ jG-\BG —• [M/G] and 
[N/G] x BG -> [N/G] yields a bundle VXG = 9t x ^/G] BG over MG and a bundle 
<£G = <£ X [ * / G ] BG over -We?. This defines a nonsingular diagram for the induced map 
/G : MG —> ATG. Unfolding the definition of bivariant classes, it is straightforward to 
check that the Gysin map associated to the strong orientation class of Proposition 8.32 
is induced by the Thorn isomorphism associated to the bundle 9tG over MG. • 

Let G be a subgroup of a finite (discrete) group H. Let y be a manifold endowed 
with a (right) iJ-action (and thus a G-action). Consider the quotient stacks [Y/G] 
and [Y/H]. There are well known "transfer maps" trg: H?(Y) -> H?(Y) (see [9]) 

Lemma 9.4. — When G is a finite group, the Gysin map associated to the Cartesian 
square 

[Y/G] \Y/H] 

[*/G\ \*/m 
where the lower map is induced by the inclusion G «^-> H, is the usual "transfer map" 
H^(Y) —> H?(Y) in equivariant homology. 

Proof. — The space Y x H is endowed with a natural right if-action given 
by (y,h).k = (y.k, fc_1/i) as well as a right G-action (y,h).g = (y,hg). These two ac­
tions commutes hence we can form the quotient stack [YxH/HxG] = [Yx (H/G)/H]. 
Clearly the map (y, h) *—• yh is equivariant with respect to the G action on the tar­
get and H x G-action on the source. One easily checks that this map induces an 
equivalence [Y x (H/G)/H] = [Y/G], We are thus left to study the Gysin map of an 
equivariant covering with fibers the set H/G. The argument of Proposition 9.3 easily 
shows that it coincides with the usual transfer maps for coverings by a finite group 
and thus with the transfer. • 
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Assuming we take coefficient in a field of characteristic coprime with \H\ for the 
singular homology, we have 

H.(\V/H\)9<H*(Y)<*(H.(Y))H. 

In that case the map tr# : (Hm(Y))R —• (Hm(Y))G is explicitly given by 

(9.3.1) trg(rr) 

heH/G 
h.x. 

9.4. The excess formula 

The main result of this subsection is the following. 

Proposition 9.5 (Excess formula). — Consider the 2-Cartesian diagram 

X' 
j N' 

p • 
X 

i 
N 

in which i and j are regular embeddings with normal bundles 9T; W, respectively. 
Let <£ = p*(9t)/9t' be the excess bundle (see Section 3.2). Fix orientations on 9t and 
yV and endow <£ with the induced orientation as in Lemma 4- 9. (In the case where 
9t and 9t; have equal ranks the orientation on 91' is uniquely determined by the one 
on m.) Let Oi G Hn(2), 2) - X) = Hn(i) and Oj G #n(2) ' ,2) ' - X1) = Hn'(j) be the 
classes compatible with the orientations on 91 and W, respectively (Definition 8.8). 
Then, 

(9.4.1) q*{0i) = e{<E)'0j, 

where e(<£) G Hm{X') is the Euler class of (E (see Example 8.26). 

Proof — In the case where q is a submersion the proposition follows from Lemmas 8.4 
and 8.14. We use this to reduce the problem to the case of manifolds. 

By Lemmas 8.4, 8.10, and 8.14, and the fact that bivariant product commutes 
with pullback, it is enough to prove the formula after passing to an arbitrary atlas 
Y' —> So, we may assume that 2)' = : Y' and X' =: X' are smooth manifolds. By 
Lemma 8.9, we can find an atlas Y —• 2) through which q: Yf —> 2) factors. Since the 
atlas Y —> 2) is a submersion and the proposition is true for submersions, we may 
assume, after pulling back everything along Y —• 2), that 2) = : Y and X =: X are 
also smooth manifolds. Prom now on, we use the notation N, Nf and E instead of 91, 
9T and £. 

We are reduced to proving the result in the case of manifolds. Since q: Y' —• Y 
factors as the composition 

y ' ^ r ' x y ^ y 
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of an embedding and a submersion, it is enough, by functoriality of pullbacks, to 

consider the cases where q is a submersion and q is an embedding separately. The 

former case is easy, as <E is the zero bundle and q*(0i) = Oj by Lemma 8.14. 

It remains to prove the proposition in the case where q is an embedding. By choosing 

appropriate tubular neighborhoods, we reduce to the case where Y = F is a vector 

bundle over X and i: X —> F is the zero section. We may also assume that X' is 

a submanifold of X and Y' = Nf is a vector bundle over X' which is a subbundle 

of F\x', having zero section j : X' —» N'. Moreover, after choosing a metric on F, 

we may write F\x> = E 0 N'. Finally, replacing F with F\x>, we may assume that 

X = X'. Summarizing all the reduction we have made, we are in a situation where 

we have a manifold X, with vector bundles N' and E on it, so that the 2-Cartesian 

square of the proposition has the form 

X 
3 

N' 

p—id 

qx 
i 

E®N' 

Here, the horizontal maps are zero sections and q is the inclusion of the summand N'. 

We expand this square to the 2-Cartesian diagram 

X < 
id 

X 
3 

N' 

id 'I Q 
( 

X 
s 

£>- E E®N' 

i 

where s stands for the zero section. Let OE be the strong orientation class of X c-* 2£, 

and 6' the strong orientation class of E <^-> E(&Nf. By Lemma 8.13, we have 0$ = OE-0'. 

Then, since pullback respects bivariant product, and S*(0E) = e(E) (Example 8.26), 

we find 

q*(ei) = e(E)-q*(6'). 
Making the rightmost square in the above diagram upside down and using the obvious 

projection maps, as in the diagram 

E < E®N' 

I -

X 
3 

N' 

we see that E E 0 N' has TT*(6J) as its canonical strong orientation, that is 6' = 

7T*(0j). Hence, q*(0f) = 8j, and the above displayed formula becomes q*(0{) = e(E)-9j, 

which is the desired excess formula. • 
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It is worth noticing that when i and j are nns, then, by Lemma 8.27, the classes 
Oi G Hn(i: X —• 2)) and Oj G Hn(j: X' —> 2)') are precisely the canonical strong 
orientations constructed in Proposition 8.25. 

The following immediate corollary of Proposition 9.5 is useful in computing Gysin 
maps. 

Corollary 9.6. — Consider the 2-Cartesian diagram 

X" 2)" 

4 
X! 3 

2J' 

p i 

X 
i 2) 

in which the lower square is as in Proposition 9.5. Let n and n' be the ranks of 9 1 and 
9 1 ' respectively. Let 

i':H.(V)")^H.-n(X"), 
j':H.(<r)")^H.-n,(X") 

be the corresponding Gysin maps. Then, for any c G H.(%)ff) we have the equality 

i'(c)=u*e(<E)-f(c). 

In particular, if q is transversal to i (e.g., when q is a submersion), then v = j]. 
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CHAPTER 10 

THE LOOP PRODUCT 

In this section we consider (Hurewicz) strongly oriented stacks (Definition 8.21). 
We obtain a loop product on the homology of the free loop stack of an oriented stack 
which generalizes Chas-Sullivan product for the homology of a loop manifolds [14]. 
Recall that a stack X is called strongly oriented if the diagonal A : X —> X x X 
has a strong orientation class (Definition 8.20). For instance, oriented manifolds and 
oriented orbifolds are oriented stacks. More generally, the quotient stack of a compact 
Lie group acting by orientation preserving automorphisms on an oriented manifold is 
an oriented stack. 

Note that it is possible to have two different group actions, say a Lie group G act­
ing on a manifold X and another Lie group H acting on another manifold y , which 
give rise to the same quotient stacks, i.e., [X/G] = [Y/H]. By definition, our notion 
of orientation, as well as our construction of the loop product (and all other string 
operations that we construct), are independent of the choice of the presentation and 
only depend on the resulting quotient stack. Put differently, and slightly more gener­
ally, what we do is we use a Morita invariant notion of orientation for Lie groupoids, 
and for such oriented Lie groupoids we construct Morita invariant string operations. 

10.1. Construction of the loop product 

Let X be a Hurewicz oriented stack of finite dimension d. The construction of the 
loop product 

H.(LX) ® H.(LX) -+ tf.(LX) 

is divided into 3 steps. 

STEP 1 : There is a well-known external product (called the "cross product") 

HP(LX) ® ./^(LX) #P+(?(LX). 
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STEP 2 : The diagonal A : X —> X x X and the evaluation map ev0 : LX —» 
X (5.1.1) yield the Cartesian square 

(10.1.1) L X x ^ L X - L X x L X 

(ev0,ev0) 

X 
_A 

X x X . 

We will usually denote by e : LX x LX —• X x X the map (evo,evo). Since X is 
Hurewicz, Corollary 5.3 implies that there is a natural equivalence of stacks 

L X x £ L X ^ M a p ( 8 , X ) , 

where the figure "8" stands for the topological stack associated to the topological 
space S1 V S1. The wedge S1 V S1 is taken with respect to the basepoint 0 of S1. 
Since X is oriented, its diagonal A : X —* X x X is oriented normally nonsingular 
and according to Section 9.1, there is a Gysin map 

A!: H.(LX x LX) -> if—d(LX xx LX) ^ #,_d(Map(8, X)) . 

STEP 3 : The map S1 -+ S1 V S1 that pinches | to 0, induces a natural map 
of stacks m : Map(8, X) —> LX, called the Pontrjagin multiplication. Hence we 
have an induced map on homology 

m* : tf.(Map(8,X) -> H.(LX). 

We define the loop product to be the following composition 

(10.1.2) 

HP(LX) ® tfg(LX) ^ ÍÍP+(7(LX x LX) £ iJp+g_d(Map(8, X)) ^ tfp+g_d(LX). 

Theorem 10.1. — Le^ X be an oriented (Hurewic^) stack of dimension d. The loop 
product induces a structure of associative and graded commutative algebra for the 
shifted homology M#(LX) := if#+d(LX). 

The loop product is of degree d = dim(X) because the Gysin map involved in Step 
2 is of degree d. If we denote M#(LX) := -ff«+dim(£)(L£) the shifted homology groups, 
then the loop product induces a degree 0 multiplication M# (LX) <S> H# (LX) —* H#(LX). 

Indeed one can introduce a "twisted" version of loop product. Let a be a class 

in ©r>0 Hr(LX x% LX). The twisted loop product 

*a : H.(LX) (8) H.(LX) -> H.(LX) 

is defined, for all x, y € üf#(LX), 

x*ot y = m*(A!(x x y) Da). 

(x) Recall that every differentiable stack is Hurewicz. 
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Remark 10.2. — The twisted product *a is not graded since we do not assume a to 
be homogeneous. However, if a G Hr(LX x% LX) is homogeneous of degree r, then 
•e: Hm(LX) (8> H*(LX) —> ii ._d_r(LX) is of degree r + dim(X). 

Let us introduce some notation. We denote, respectively, 

Pi2iP23: LX Xx LX Xx LX —> LX LX 

the projections on the first two and the last two factors. Also let 

(m x 1): LX x ^ L X x * L X - > LX xxLX 

and 

(1 x m) : LX xx LX xx LX -+ LX xx LX 

be the Pontrjagin multiplication of the two first factors and two last factors respec­
tively. Furthermore, there are flip maps 

a : LX x LX —• LX x LX, 

a : LX x x LX —> LX x x LX 

permuting the two factors of LX x LX. 

Theorem 10.3. — Let a be a class in 0r>o Hr(LX Xx LX). 

1. If a satisfies the 2-cocycle condition 

(10.1.3) p*12(x)U(mx l)*(a) p*23(a) U(l xm)*(a) 

m i7*(LX Xjt LX X x LX), then *e • H9(LX) (8) i f . (LX) —• i f . (LX) is associative. 
2. 7/ a satisfies the flip condition ? * ( a ) = a, £/ien tte twisted Loop product 

*a : H(LX) 0 M(LX) —• M(LX) ¿5 graded commutative. 

Example 10.4. — If E is an oriented vector bundle over a stack X it has a Euler 
class e(E). Note that the rank may vary on different connected components of X. In 
particular, any vector bundle E over LX Xx LX defines a twisted loop product := 
*e(£;): i f (LX) (8) tf(LX) -+ H(LX). Moreover, a*{e{E)) ^ e{E) whenever a*E 9* £. 
Since identities between Euler classes are equivalent to identities in if-theory we have: 

Corollary 10.5. — Let X be an oriented (Hurewicz) stack and E a vector bundle over 

LX Xx LX. 

1. If E satisfies the cocycle condition 

p*12(E) + (m x ! )* (£ ) = p*3(E) + (1 x m)*{E) 

in K-theory, then *E is associative. 
2. Ifa*E ^ E, then the twisted Loop product *E ' H(LX) <8> iJ(LX) - » iJ(LX) is 

graded commutative. 
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Remark 10.6. — Let M be an oriented manifold and G a finite group acting on M 
by orientation preserving diffeomorphisms and X = [M/G] be the associated global 
quotient orbifold. Using Proposition 5.9, Proposition 9.3 and the argument of the 
proof of Proposition 17.10 below to identify evaluation maps and Pontrjagin map, 
it is straightforward to prove the Loop product • : H#(LX) ® H#(LX) —• HU(LX) 
coincides with the one introduced in [46]. 

10.2. Proof of Theorems 

The Pontrjagin multiplication m : Map(8, X) —• LX is induced by the pinch map 
51 —> S1 V S1. The latter is homotopy coassociative, thus there is a chain homotopy 
equivalence between 

ra(ra x id): C.(LX xx LX xx LX) -* C.(LX) 

and m(id xm) . This proves the next lemma: 

Lemma 10.7. — The Pontrjagin multiplication satisfies 

ra*((id x ra)*) = ra*((ra x id)*). 

Proposition 10.8. — The loop product Hm(LX) <8> H9(LX) Hm-d(LX) is associative. 

Proof. — It is well known that the cross product is associative so that 

5(2) : H.(LX) <8> H.(LX) <8> H.(LX) -+ H.(LX xLXx LX) 

is equal to both S(S x 1) and 5(1 x S). We write for the iterated map 

ra*(ra x 1)* = ra*(l x ra)* 

as in Lemma 10.7 and A^2) the iterated diagonal 

A ( A x 1) = A ( l x A) : X £x3. 

Also let e^ : LXx3 —> Xx3 denote the product evo x evo x evo of the evaluation map 
on each component. It is enough to prove that, for all x,y,z G H9(LX), 

(x • 2/) • z = m^(A^'(x x y x z)) = x • (y • z). 

The first equality is given by the commutativity of the following diagram: 
(10.2.1) 

H(LX) <g> H(LX) 0 H(LX) 

S¤1 
s<2> 

H(LX x LX) 0 if (LX) 
s H(LX x LX x LX) 

A(2)! 
ii(LX x x LX x x LX) 

A!<g>l \ (3) | / A x l ! ( 1 ) 

i f ( L X x x L X ) 0 i / ( L X ) 
s H(LXxxLXxLX) A! if(LX x r LX x r LX) 

m*(g)l > 
( m x l ) . I (2) [ ' m x l 

p(2) 

H(LX) (8) H(LX) 
s 

H{LX x LX) 
A! 

H(LX x x LX) 
ra* 

ff(LX). 
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The commutativity of the bottom left square follows from the naturality of the cross 
product, and the bottom right triangle from the associativity of ra* according to 
Lemma 10.7. The three remaining squares commutes thanks to the following reasons: 

SQUARE (1) : There is a diagram of Cartesian squares 

LXxxLXxxLX LXxxLXxLX LX x LX x \JX 

levoXevo le<a> 
X - A XxX 

A x l 
XxXxX 

Thus the commutativity follows from the functoriality of Gysin maps. 
SQUARE (2) : Note that the map évo in square (1) is equal to evo ora. The com­

mutativity follows, by naturality of Gysin maps, from the tower of Cartesian 
diagrams: 

LX xx LX Xx LX LXxxLXxLX 

mxl I mxl 

LXxxLX LXxLX 

ev0 1 e 

X 
A XxX. 

SQUARE (3) : It is commutative by compatibility of Gysin maps with the cross 
product. 

Hence it follows that, for all x,y,z G H(LX), one has (x • y) • z = m^2\A^'(x x 
y x z)). One proves in a similar way the identity m^2\A^'(x x y x z)) = x • (y • z) 
from which the equation (x • y) • z = • z) follows. • 

Proposition 10.9. — The loop product W.(LX) 0 M#(LX) ^> HI*(L3E) is graded com­
mutative. 

Proof. — Essentially, this result follows from the homotopy commutativity of the 
Pontrjagin map m : LX Xx LX = Map(8,X) —• X. More precisely we need to prove 
that, for x e Mp(LX),y G Mq(LX), we have 

m*(A!(x x y)) = ( - l ) ^ ( m . ( A ! ( y x x)). 
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is the one labeled by (1) which becomes 

H(LX xLXx LX) 
lxA! 

H(LXxLXxxLX) 
n/3*(a) H(LXxLXxxLX) 

U x l ! 
A! 

H(LX x ^ L X x L X ) H(LXxxLXxxLX) 

n/r(«), ,npî3(aO 

H(LXxxLXxLX) A! i f (LXx3eLXxxLX) 
npj2(a) 

H(LXxxLXxxLX). 

Since Gysin maps commute with pullback, for any y G Hm(LX xx LX x LX), 

A!(yn/r (a) ) A!(y)n(m x l)*(a). 

A!(y)n(f1 o j3)*(a). 

Similarly, A!(yn/3*(a)) = A!(y) n ( l x m)*(a). From square (1) of diagram 10.2.1 we 
deduce that the commutativity of the square is equivalent to the identity 

(A! o A x 1!) n (m x l)*(o) np\2{a) = (A! o 1 x A!) n (1 x m)'(a) n p 5 3 ( a ) 

A<2)! n ((m x 1 ) » Upî2(a)) = A<2>' n ((1 x m ) » Up*23(a)). 
The last equality follows immediately from the 2-cocycle condition (10.1.3). • 

Proposition 10.12. — If a* (a) = a, then the twisted loop product *a: M(LX) 0 
H(LX) —> H(LX) is commutative. 

Proof. — The proof of Propositions 10.9 applies verbatim. • 
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The tower of pullback squares 

LXxxLX L X x L X 

6 1° 

LX x x LX 
id 

LX x LX 

e 

X 
A 

XxX 

implies that 

5* o Al(x xy) = (-l)pqAl(y x x). 

Here a: LX x x LX —» LX x £ LX and a: LX x LX —> LX x LX are flip maps. Hence the 
result follows from ra* o j ^ = ra* in homology. The latter is an immediate consequence 
of the existence of a homotopy between the pinch map p: S1 —> S1VS1 and crop: 51 —> 
51 V S1 obtained by making the base point 0 G S1 goes to \ G 51. Passing to the 
mapping stack functor Map(—,X) yields a homotopy equivalence between mo a and 
ra. • 

Remark 10.10. — Note that the homotopy between the two pinch maps does not 
preserve the canonical basepoints. Hence it is crucial to work with the free loop stack 
(in other words with non pointed mapping stack functors) in this proof. 

Proposition 10.11. — If a G H*(LX LX) satisfies the cocycle Equation (10.1.3), 
then the twisted loop product *A: JFJT(LX) 0 i f (LX) —» H(LX) is associative. 

Proof. — We write 

fx : LX xx LX x LX -> LX x * LX, 

/3 : LX x LX xx LX -> LX xx LX 

for the canonical projections. Also we have canonical maps 

j3 : LX xx LX X3t LX <-+ LX x * LX x LX, 

¿ 1 : LX x x LX xx LX ̂  LX x LX xx LX. 

Using the naturality of cup product and cross product, we can write an associativity 
diagram similar to (10.2.1) for *a, for which the only non obviously commuting square 
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CHAPTER 11 

HIDDEN LOOP PRODUCT FOR 
FAMILY OF GROUPS OVER A STACK 

The Chas-Sullivan product generalizes the intersection product for a manifold M. 
Indeed, the embedding of M as the space of constant loop in LM makes H9(M) 
a subalgebra of the loop homology and the restriction of the loop product to this 
subalgebra is the intersection product [14]. 

In the context of stacks, there are more interesting "constant" loops, namely, loops 
which are roughly constant on the coarse space, but not necessarily on the stack itself. 
In mathematical physics such loops are sometimes called ghost loops. The ghost loops 
form a stack, called the inertia stack. 

11.1. Hidden loop product 

In this section we construct a hidden loop product for the inertia stack. Prom the 
categorical point of view the inertia stack AX of a stack X is the stack of pairs (x, <p) 
where x is an object of X and <p an automorphism of x. If X is a Hurewicz topological 
stack then so is AX. However, if X is differentiable, AX is not necessarily differentiable. 
Let X be a topological groupoid presenting X. Let SX = {g € Xi \ s(g) = t(g)} be the 
space of closed loops. There is a natural action of X on SX by conjugation. The asso­
ciated transformation groupoid AX = [SX xi X\ =4 SX] is called the inertia groupoid. 
It presents the inertia stack AX. We have a morphism of groupoids evo: AX —• X, 

(11.1.1) ev0 : [SX x X i =4 SX] - + [Xx =t X0] 

which on the level of objects sends a closed loop g to its base point s(g) = t(g). On 
the level of arrows, we have evo(#,7) = 7. The groupoid morphism evo : AX —• X 
induces the evaluation map 

(11.1.2) evo : AX —• X 

on the corresponding stacks. 

The construction of the hidden loop product can be made in 3 steps. 
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STEP 1 : The external product induces a map: 

HP(AX) <8> Hq(AX) -£> Hp+q{AX x AX). 

STEP 2 : We can form the pullback of the evaluation map evo : AX —> X along 
the diagonal A : X —> X x X, thus obtaining the Cartesian square 

(11.1.3) AX xx AX AX x AX 

(ev0,ev0) 

X 
A X*X. 

Again we denote by e : AX x AX —» X x X the map (evo, evo). Since X is strongly 
oriented, so is its diagonal A : X —> X x X. Hence we have a Gysin map: 

A! : H.(AX x AX) -+ H.-d(AX xx AX). 

STEP 3 : The stack AX x x AX is known as the double inertia stack. Its objects are 
triples (x,(p,i/j) where x is an object of X and <p and t/> are automorphisms of x. 
On the groupoid level the stack AX x x AX is presented by the transformation 
groupoid 

[(SX xXo SX) xXx^SXxXo SX] 

where X acts on SXxx0 SX by conjugation diagonally. The double inertia stack 
is endowed with a "Pontrjagin" multiplication map m : AX Xx AX —> AX given 
by ra(x, ip, I/J) = (x, ipx/j). It induces a morphism on homology 

ra* : H.(AX xx AX) -> H.(AX). 

Composing the three maps in the above steps one obtains a product 

• : HP(AX) ® Hq{AX) Hp+q-d(AX), 

called the hidden loop product: 
(11.1.4) 

HP(AX) ® Hq(AX) ^ Hp+q(AX x AX) ^ Hp+q-d(AX xx AX) ^ Hp+q„d(AX). 

As for the loop product, the hidden loop product is a degree 0 multiplication on the 

shifted homology groups: H#(AX) = Hm+d(AX). 

Theorem 11.1. — Let X be an oriented stack of dimension d. The shifted homology 

HU (AX) of the inertia stack is an associative graded commutative algebra. 

Before proving Theorem 11.1, let us remark that the "Pontrjagin" map m : AX Xx 
AX —> AX corresponds to the multiplication is associative. Thus, passing to homology 
one has the following lemma. 

Lemma 11.2. — ra*: H.(AX x ^ AX) —• Hm(AX) satisfies the associativity condition: 

ra*((id x ra)*) = ra*((ra x id)*). 
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Less obvious is that it is also commutative: indeed there is a 2-arrow a 

(11.1.5) AX*x AX m 
AX 

a 

flip /m 

AX x x AX 

which associates to (x,(p,i/)) in the double inertia the isomorphism <p 1 

(11.1.6) x 
fv 

X 

V-1 = f-1 

X 
vf 

X 

between (x, pift) and (x, t^tp) in AX. 

Proof of Theorem 11.1. — Associativity follows mutatis mutandis from the proof of 
Theorem 10.8, substituting LX with AX in the argument. Similarly, the proof of 
Theorem 10.9 leaves us to proving that the induced map m* o a: Hm(AX Xx AX) —• 

H*(AX) in homology is equal to ra*. Here again a is the flip map. Passing to any 
groupoid X representing X and denoting AX x x AX = [(SX x^0 SX) xXi =$ (SX X x 0 
SX)], it is enough to check that the induced map 

ra* o 5* : H. (AX x x AX) -> H.(AX) 

in groupoid homology is equal to ra*. At the level of groupoids, the 2-arrow a of 
diagram (11.1.5) yields the identity 

ra*(cr(ni,n2)) = ß(n2lni) 

( / i (ni ,n2))n2 

for all x = (ni ,n2,7) e (SX xXo SX) x Xx. Here /x : SX xXo SX -> SX is the 
restriction of the groupoid multiplication of X. Thus ra*(<r(ni, n2)) is canonicall} 
conjugate to ra*(ni,n2) and in a equivariant way. It follows that after passing tc 
groupoid homology, one has ra* = ra* oa. An explicit homotopy h : Cn(AX x x AX) —» 
Cn+i(AX) between ra* and ra* o 5 at the chain level is given by h = ^ r = o ( ~ l ) ^ 
where 

At((ni,n2),0i, • • • >^n) Í ( /x(ni,n2))n2 

...,gi,(g1...gi)-1n2(g1...gi),gi+1,...;gn 

for ¿ > 0 and / i 0 ( ( n i , n 2 ) , ^ i , . . . , ^ n ) ^( / i (n i ,n2) )n2 , n 2 , # i , . . . , # n ) . 
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If a is a cohomology class in 0r>o Hr(AX AX), one defines the twisted hidden 
loop product 

•a : H.(AX) ® H J AX) -* H.(AX) 

as follows. For any x , | / G H9(AX), 

x*ay = ra*(A!(a; x y) D a ) . 

We use similar notations as for Theorem 10.3: denote 

Pi2,P23* AX xx AX xx AX —> AX x ^ AX 

the projections on the first two and the last two factors 

Proposition 11.3. — Let a be a class in 0r>o Hr(AX xx AX). 

1. If a satisfies the cocycle condition: 

(11.1.7) P Î 2 ( a ) U ( m x l ) * ( a ) : p * 3 ( a ) U ( l x m ) * ( a ) 

in i f*(AX Xx AX Xx AX), then *a: H(AX) ® H(AX) —> H(AX) is associative. 
2. If a satisfies the flip condition a* (a) = a, then the twisted hidden loop product 

* A : H (AX) 0 H (AX) —» H (AX) is graded commutative. 

Proof. — The argument of Proposition 10.11 and Proposition 10.12 applies. • 

Corollary 10.5 has an obvious counterpart for inertia stack. 

Corollary 11 A. — Let X be an oriented stack and E a vector bundle over AX Xx AX. 

1. If E satisfies the cocycle condition 

p*12(E) + (m x !)*(£?) = p*23(E) + (1 x m ) ' (E) 

in K-theory, then *E is associative. 
2. Ifa*E ^ E, then the twisted Loop product *E : H(AX) <g> H(AX) H(AX) is 

graded commutative. 

11.2. Family of commutative groups and crossed modules 

The hidden loop product can be defined for more general "ghost loops" stacks than 
the mere inertia stack. In fact, we can replace the commutative family AX —>• X by 
an arbitrary commutative family of groups. 

A family of groups over a (topological) stack X is a (topological) stack (8 together 
with a morphism of (topological) stacks ev : 0 —• X and an associative multiplication 
m : 0 x x 6 -> 0 . A family of groups (5 —• X (over X) is said to be a commutative 
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family of groups (over X) if there exists an invertible 2-arrow a making the following 
diagram 

(11.2.1) <8 xx <£> 
m B 

a 

flip 
m 

<S xx<& 

commutative. Clearly, the inertia stack is a commutative family of groups (see Equa­

tion 11.1.6). 

In the groupoid language, a nice class of commutative family of groups can be rep­
resented by crossed modules as follows. A crossed module of (topological) groupoids 
is a morphism of groupoids 

Ni 
i 

>. 
T1 

N0 r0 

which is the identity on the base spaces (in particular No = To) and where [Ni =t NQ] 
is a family of groups (i.e. source and target are equal), together with a right action 
(7, n) —*• n7 of r on N by automorphisms satisfying: 

1. For all (71 ,7) G N x Ti, z(n7) = 7 - ^ ( 7 2 ) 7 ; 

2. For all (x,y) eN xToN, x*M = y~lxy. 

Note that the equalities in (1) and (2) make sense because N is a family of groups. 

We use the short notation [N —T] for a crossed module. 

Remark 11.5. — In the literature, groupoids for which source equals target are some­
times called bundle of groups. Since we do not assume the source to be locally trivial, 
we prefer the terminology family of groups. 

Since a crossed module [N T] comes with an action of T on N, one can form 

the transformation groupoid A[N T] := [Ni x Ti =4 iVi], which is a topological 

groupoid. Furthermore, the projection N\ X r 0 Ti —> Y\ on the second factor induces 

a (topological) groupoid morphism ev : A[N T] —> T. Let (S and X be the quotient 

stack [N1/N1 x Ti] and [r0/ri] respectively. Then ev : <S —> X is a commutative 

family of groups over X. 

We say that a commutative family of groups is a strong commutative family of 

groups if it can be presented by a crossed modules as above. 

Clearly, the inertia stack AX corresponds to the crossed module [ST T] for any 
groupoid presentation T of X. Obviously A [ST T] is the inertia groupoid AT. The 
inertia stack is universal among commutative family of groups over X: 
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Lemma 11.6. — Let ev : & —» X be a strong commutative family of groups over X. 
There exists a unique factorization 

B e 
AX 

ev lev° 
X. 

In fact, for any crossed module [N —1-+ V], there is a unique map e : A[N A T] —> Ar 
making the following diagram commutative: 

A[N À r] 
e Ar 

ev 
ev0 

r. 

Example 11.7. — Let X be an abelian orbifold, that is an orbifold which can be locally 
represented by quotients [X/G] where G is (finite) abelian. Then the fc-twisted sectors 
of [17] carries a natural crossed module structure [Sp T] where // is the k — 1-fold 
multiplication Sp —> Sr followed by the inclusion i. Of course, for k = 1, it is well-
known that the induced stack is the inertia stack and that the abelian hypothesis 
can be dropped. The associated commutative family of groups is A^X —• X where 
AkX = AX x x ''' Xx AX is the A:th-inertia stack. 

Let 0 —• X be a commutative family of groups over a stack X. If X is strongly 
oriented, Section 9.1 yields a canonical Gysin map 

A!: H.(<5 x (5) - H.-d{p xx (3). 

Thus one can form the composition 

(11.2.2) • : Hp{<3) ® Hq(&) £ Hp+q(<5 x 0 ) £ Hp+q-d(<8 xx 0 ) A* Hp+q-d(<5) 

Since m : <5 xx <& —> & is associative and commutative as for the inertia stack in 
Section 11.1, Step 3, the argument of Theorem 11.1 yields easily 

Proposition 11.8. — Let <S be a commutative family of groups over an oriented stack 
X (with dim(X) = d). The multiplication • (see Equation (11.2.2)^ endows the shifted 
homology groups H#(<&) = Hm+d((5) with a structure of associative, graded commuta­
tive algebra. 

Remark 11.9. — It is easy to define twisted ring structures on 1H#((8) along the lines 
of Theorem 11.3. Details are left to the reader. 

Remark 11.10. — If X is a oriented stack and if <S —• X is a family of groups which 
is not supposed to be commutative, the product * (Equation (11.2.2)) is still defined. 
Moreover the proof of Theorem 11.1 shows that ( H # ( © ) , • ) is an associative algebra. 
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The fcth-inertia stack A&X = AX x % • • • x ^ AX is an example of non (necessarily) 
commutative family of groups. 

Remark 11.11. — Unlike for free loop stacks in Section 10, we do not need to assume 
X to be Hurewicz in this Section. However, we do not know any interesting example 
in which it is not the case. 
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CHAPTER 12 

FROBENIUS ALGEBRA STRUCTURES 

The loop homology (with coefficients in a field) of a manifold carries a rich algebraic 
structure besides the loop product. It is known [20] that there exists also a coproduct, 
which makes it a Probenius algebra (without counit). 

It is natural to expect that such a structure also exists on i f . (LX) for an oriented 
stack X. In Section 12.2 we show that this is indeed the case. We also prove a similar 
statement for the homology of inertia stacks. 

In this section we assume that our coefficient ring A: is a field, since we will use the 
Kiinneth formula H.(X <g> 50) ^ H.(X) <g> # . ( ? ) ) (Proposition 2.5). 

12.1. Quick review on Frobenius algebras 

Let k be a field and A a fc-vector space. Recall that A is said to be a Frobenius 
algebra if there is an associative commutative multiplication fi : A®2 —> A and a 
coassociative cocommutative comultiplication 5: A —> A®2 satisfying the following 
compatibility condition 

(12.1.1) ô o /a = (/a ® 1) o (1 <8> S) = (1 <g> fi) o (S o 1) 

in Horn (A®2, A02). Here we do not require the existence of a unit nor a counit. Also 
we allow A to be graded and the maps fi and S to be graded as well. When both maps 
are of the same degree d, we say that A is a Frobenius algebra of degree d. Note that 
this grading is adding signs in an usual way to the story so that the multiplication 
becomes associative and graded commutative after shifting A to A[d] and similarly 
for the comultiplication if one shifts A to A[—d]. The precise relationship between the 
involved signs are given by the structure of a d-dimensional homological conformal 
theory as in Section 14; also see [24, 32]. The tensor product of two Frobenius algebras 
A and B is naturally a Frobenius algebra with the multiplication (fi (8) fi) o (T23) and 
comultiplication r2̂ 1 o (5 <S> S) where T23 : A <8> B ® A <8> B —> A02 <8) B®2 is the map 
permuting the two middle components. 
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Warning 12.1. — We need a few words of caution concerning our definition of Frobe­
nius algebras. In the literature, one often encounters (commutative) Frobenius alge­
bras which are both unital and counital such that, if c : A —> k is the counit, then 
co /j, : A® A ^> k is a, nondegenerate pairing. 

Remark 12.2. — It is well-known [3, 55] that a structure of 1 + 1-dimensional Topo­
logical Quantum Field Theory on A is equivalent to a structure of unital and counital 
Frobenius algebra on A such that the pairing c o / ¿ : A (g) A —> where c is the 
counit and ¡i the multiplication, is non-degenerate. Theorem 12.5 and Theorem 12.3 
below imply that Hm (LX) and H9 (AX) have the structure of 1 + 1-positive boundary 
TQFT in the sense of [20]. Positive boundary TQFT are obtained by considering 
only cobordism £ with boundary <9£ = —Si ]J S2 such that Si, S2 ^ 0 (see [20] for 
details). 

Further, in the case of the free loop stack, we will see in Section 14.2 that the 
TQFT structure on H9(LX) can be extended to a whole homological conformal field 
theory with positive closed boundary (Theorem 14.2). 

12.2. Frobenius algebra structure for loop stacks 

In this subsection we prove the existence of a Frobenius algebra structure on the ho­
mology of the free loop stack of an oriented (Hurewicz) stack. Let evo, evi/2 : LX —» X 
be the evaluation maps defined as in Equation (5.1.1), where X is a Hurewicz topolog­
ical stack. To simplify the notations, let é be the evaluation map (ev0,evi/2): LX —• 
X x X. 

Lemma 12.3. — The stack LX x x LX fits into a Cartesian square 

(12.2.1) L X x ^ L X 
ra 

LX 

é 

X -
A 

• XxX 

where A : X —• X x X is the diagonal. 

Proof. — Since S1 is compact and X is a Hurewicz topological stack, Lemma 5.2 
ensures that the pushout diagram of topological spaces 

p t j j p t " I l i S1 

pt S1 VS1 

becomes a pullback diagram after applying the mapping stack functor Map(—,X). 

This is precisely diagram (12.2.1). • 
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Remark 12.4. — The argument of Lemma 12.3 can be applied to iterated diagonals 
as well. In particular, LX x% • • • x%LX (with n-terms) is the mapping stack Map(5* V 
• • • V 51, X) (with n copies of S1) and moreover there is a Cartesian square 

(12.2.2) LX xx - • - xx LX LX 

( e v 0 , e v 1 / n , . . . , e v n _ i / n ) 

X -
A 

X x • • - x X. 

Now assume further that X is oriented of dimension d. According to Section 9.1, 
the Cartesian square (12.2.1) yields a Gysin map 

A! : H.(LX) —• H.-d(LX xx LX). 

By diagram (10.1.1), there is a canonical map Map(8, X) ^ LX xx LX A LX x LX. 
Thus we obtain a degree d map 

S: H.ÇLX) ^ H.-d(LX xx LX) h H.-d(LX x LX) 
i+j=*-d 

jffi(L3E)® ^ - ( L ï ) . 

Theorem 12.5. — Let X be an oriented Hurewicz stack of dimension d. Then 
(i7#(LX),*, 5) is a Frobenius algebra, where both operations * and S are of degree d. 

Proof. — It remains to prove the coassociativity, cocommutativity of the coproduct 
and the Frobenius compatibility relation. Denote by 8s : Hm(Xx%)) —> i^i(X)®if#(2)) 
the inverse of the cross product induced by the Kiinneth isomorphism and 5^ for its 
iteration. 

i) Coassociativity Let e^: LX —> X x X x X be the iterated evaluation map 

(evo, evx/3, ev2/3). According to Corollary 8.31, the iterated diagonal A^2^: X —> 

X x X x X is naturally normally nonsingular oriented. Thus, Remark 12.4 implies 

that there is a Gysin map A^2^ . Similarly there is a canonical map 

i(2) : LX xx LX xx LX £ Map(51 V S1 V S\X) -+ LX x LX x LX. 

The argument of the proof of Theorem 10.8 shows that it is sufficient to prove that 
the following diagram is commutative (which is, in a certain sense, is the dual of 
diagram (10.2.1)). 
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(12.2.3) 

if (LX) <g> H(LX) 0 if (LX) 

<5S<S>l4 

42) 

H(LX x LX) <g> if (LX] 
ss 

if (LX x LX x LX] 
f*(2) 

H{hXxxhXxxhX) 

j*¤1 (5) f (JXI) . ( 1 ) 

if (LX x x LX) (8) if (LX) 1*6s i f ( ( L X x ^ L X ) x L X ; 
(1*j) 

if (LX x x LX x je LX) 

A!<g)l' (3) A! (2) A!| 
. A<2>! 

if (LX) <g> if (LX) 
ss 

if (LX x LX) j* if (LX x * LX) 
(4) 

A! 
if(LX) 

where p and p denote, respectively, the projections LXxLX —• LX and L X x ^ L X —» 
LX on the first factor. Square (5) is commutative by naturality of the cross coproduct 
5s and the upper left triangle by its coassociativity. We are left to study the three 
remaining squares (1), (2), (3) and triangle (4). 

SQUARE (1) : The square commutes in view of the identity = (j x 1) o (1 x j) 

which follows from the natural isomorphism 

(LX xx LX) x LX ^ LX x * (LX x LX). 

Here the map LX x LX —» X is the composition evo op. In the sequel, we use 
this isomorphism without further notice. 

SQUARE (2) : Since ëop = (ëop) o j : LX x ^ LX —» X x X, the commutativity of 
square (2) follows immediately, by naturailty of Gysin maps, from the tower of 
Cartesian diagrams 

LX x ^ L X x x L X L X x ^ L X 

1XJ I j 

LX xx LX x LX 
rax 1 

LXxLX 

ëop 

X 
A 

• X x X . 

SQUARE (3) : The square commutes by the same argument as for square (3) in 

diagram (10.2.1). 

TRIANGLE (4) : The sequence of Cartesian diagrams 

(12.2.4) L X x ^ L X x x L X 
rax 1 

LXxxLX 
m 

LX 

feop ( e v 0 , e v i , e v i ) 

x A 
XxX 

A x l 
X> x XL x 3£. 
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implies, by naturality of Gysin maps, that 

(12.2.5) A ! o ( A x l ) ! = A<2>*. 

There is an homeomorphism h : S1 ^> S1 which, together with the flip map <r, 
induces a commutative diagram 

(12.2.6) LX xx LX xx LX - LX * LX 
h* 

é(2) (evo ,ev i ,ev i ) 

y 2~ 3 

X 
A(2) 

X x X x X 
lxcr 

X x X x X 

As h* = Map(—,X)(/i) is a homeomorphism and (1 x a) o A^2^ = A^2\ dia­

gram (12.2.6) identifies A^2^' with the Gysin map (denoted A^2^' by abuse of 

notation) associated to Diagram (12.2.4). Since (A x 1)' = A! the commutativ-

ity of Triangle (4) follows from Equation (12.2.5). 

ii) Let's turn to the point of cocommutativity. It is sufficient to prove that 

(12.2.7) A! = 5 * o A ! , 

where a: LX x ^ LX —• LX Xx LX is the flip map. There is a natural homotopy 
F: I x LX Xx LX —• LX between m o a and m (see the proof of Theorem 10.9). 
Equation (12.2.7) follows easily by naturality of Gysin maps applied to the Cartesian 
squares below (where t G J) 

LX Xx LX 
F(t,-) 

LX 

(M)v (t,1) 

J x L X x ^ L X 
(1op,F) 

IxLX 

ë 

X -
A 

X*X 

The map (£, 1) : LX -> I x LX is the map LX ^ {t} x LX - » I x LX. The left 
upper vertical map is similar. The maps (£, 1) are homotopy equivalences inverting 
the canonical projections J x LX —> LX, / x LX Xx LX —> LX x ^ LX. 

iii) It remains to prove the Frobenius relation (12.1.1). To avoid confusion between 
different Gysin maps, we now denote ra!: = A!: Hm(LX) —» if#_^(LX Xx LX) and 
j1 := A!: Hm(LX x LX) —• H9-d(LX Xx LX) the Gysin maps inducing the product 
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and coproduct. The Cartesian squares 

LX xx LX Xx LX 
lxm 

LXxxLX 

éop 

X - A X*X 

and 

LXxxLXxxLX 3 
— LX x LX Xx LX 

I (ev0 X evo)o(lxp) 

X a X x X 

give rise to Gysin maps (see Section 9.1) 

(1 x m)! : H.(LX xx LX) -> H.-d(LX xx LX xx LX) 

and 

j1 : H.(LX x LX xx LX) H._d(LX xx LX xx LX). 

There is a canonical map j sitting in the pullback diagram 

LX x x L X x ^ L X 
j 

— (LX xxLX)x LX 

1 ev0 X ev0 

X 
A X x X 

Consider the following diagram 
(12.2.8) 

Hm (LX x LX) 
(lXm)! 

##_d(LX x LX xx LX) 
(ixj)* if#_d(LX x LX x LX) 

j! (a) 
™23 

(a') j! (b') ,0'xi)1 

H._d(LXxxhX) 
lxxml 

H.-2d(LXxxLXxxLX) j* /f#_2d(LX Xx LX x LX) 

m* (b) m* x xl (c) Im.xl 

H.-d(LX) 
I 

m" 

if._2d(LXx3eLX) 
j* 

# . - 2 d ( L X x LX) 
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where m23: H9(LX x LX) —• i I#_2d(LX LX x ^ LX) is the Gysin map determined 
by the Cartesian square (applying Corollary 8.31) 

L X x ^ L X x s L X 
j o ( l x x m ) 

L X x L X 

evo xë 

X 
A<2> 

- X x X x X . 

The triangle (a) in diagram (12.2.8) is commutative because we have a sequence of 

Cartesian squares 

(12.2.9) L X x ^ L X x ^ L X 
l X x m 

L X x x L X 
j 

LX x LX 

éop I ev0 xë 

X 
A 

X x X 
A x l 

3£ x 3fc x 3C. 

Similarly, triangle (a') is commutative, i.e., f o (1 x m)! = m23. By naturality of Gysin 
maps, the towers of Cartesian squares 

LX x x LX x x LX 
l x x m 

- LX x x LX 

lXxm m 

LX x x LX -
m 

- L X 

X -
A 

- X x X , 

LX x x LX x x LX LX x LX x x LX 

j l x j 

LX x x LX x L3C 
jxl 

- LX x LX x LX 

evQo(l xp) (ev0 X evo)o(lxp) 

X -
A 

^ X x X 

give the commutativity of squares (b) and (b') in diagram (12.2.8). The commu-
tativity of Square (c) is trivial. Thus diagram (12.2.8) is commutative. Up to the 
identification if#(LX x LX) = i f . (LX) <8) # . ( L X ) , the composition of the bottom hor­
izontal map and the left vertical one in diagram (12.2.8) is the composition £(—•—). 
The composition of the right vertical map with the upper arrow is (a • b^) (g> b^2\ 

Finally commutation of the Gysin maps with the cross product yields the identity 

(J(o*6) = a*6^(8)6(2) . 

The proof of identity S(a • b) = (g) • b is similar. 

12.3. Frobenius algebra structure for inertia stacks 

In this section we show that the homology of the inertia stack is also a Frobenius 

algebra, similarly to Theorem 12.5. 

Let X be a topological stack of dimension d and X a topological groupoid repre­

senting X. Thus its inertia stack AX is the stack associated to the inertia groupoid 

AX = [SX x X\ =3 SX], where 5X is the space of closed loops. Any loop S1 —• X 
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on a topological space X can be evaluated in 0 but also in 1/2. It is folklore to think 
of AX as a ghost loop stack. Hence evaluation map at 0 and 1/2 should make sense 
as well. We first construct these evaluation maps for the inertia stack which leads to 
the construction of the Frobenius structure on Hm(AX) when X is oriented. 

First of all, let us introduce another groupoid AX which is Morita equivalent to AX. 

Objects of AX consist of all diagrams 

(12.3.1) x 
9i 

y 

92 

" X 

in X. Note that the composition gig2 is a loop over x. Arrows of AX consist of 
commutative diagrams 

X " 

91 

y 

92 
X 

ho] hl/2 1 \h0 

X' y' x' 

Note that the left and right vertical arrows are the same. The target map is the top 
row 

x 

91 

V 

92 

X 

while the source map is the bottom row 

h0 X9ih\/<2 
h?g2ho 

X1' y' X' . 

The unit map is obtained by taking identities as vertical arrows. The composition is 
obtained by superposing two diagrams and deleting the middle row of the diagram, 
i.e. 

X 

91 

* y 

92 

X 

ho hl/2 ' ho 

X1 ^ y' ^x' 

* x' y * x' 

h0 h'l/2 h'o 
x" y \ x" 

is mapped to 

X 

91 

" y 

92 

X 

hoh'Q h1/2hf1/2' \ hoh'Q 

x" y'' x" 

In other words, AX is the transformation groupoid SX x (Xi x Xi), where SX = 

{(gi,g2) € X2 \ t(gi) — s(g2)}, the momentum map SX —> XQ x XQ is (£,t), and the 

action is given, for all compatible (ho,hi/2) G X\ x X\, (<7i,#2) £ SX, by 

(9u92) * (ho,hi/2) = (h0 lgihii2,hy2g2h0). 
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One defines evaluation maps taking by the vertical arrows of SX, i.e., 

V(9u92,ho,hi/2) e AXi define 

evo : (pi,92ih0, h1/2) ^ h0, ev1/2 : (#1,02 ,^0 ,^1/2) ^ ^1/2-

It is simple to prove 

Lemma 12.6. — Both evaluation maps evo : AX —> X and evi/2: AX —> X are 
groupoid morphisms. 

There is a map 

(12.3.2) p: A X - + A X 

obtained by sending a diagram in AXi = SX x (Xi x X\) to the composition of the 
horizontal arrows, i.e., 

91 92 

X y x 

ho hl/2 ho 

X' y' x' 

is mapped to 

9192 

X X 

ho] \ho 

x' x' 

In other words p(giìg2ì h0ì h1/2) = (gig2ì ho). 

Lemma 12.7. — The map p: AX —• AX is a Monta morphism. 

Proof. — The map po : AXo —> AXo is a surjective submersion with a section given 
by g *-+ (9,1S(9)) for g e SX. Let g, g' € SX. Assume given (gu g2) e X2 with gxg2 = g 

91 92 

and (g'i,g2) € X2 with g[g2 = g'. Then any arrow in AX from x * " y ^ " x 

9[ 92 

to x ^ ^ y ^ " x is uniquely determined by ho € X\ satisfying hQlg\g2ho = <7i#2-

Indeed, ft1/2 is given by hx/2 = g2hog2~X. • 

As a consequence the groupoid AX also presents the inertia stack AX, and 
Lemma 12.6 implies that there are two stack maps evo, evi/2: AX —• X. 

We now proceed to construct the hidden loop coproduct. As in Section 11.1 above, 
AX x x AX is the transformation groupoid 

[(SX xXo SX) x Xx =4 SX xXo SX], 

where X acts on SX Xx0 SX by conjugations diagonally. Its corresponding stack is 

AX xx AX. 
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Lemma 12.8. — The stack AX x x AX fits into the Cartesian square 

AX xx AX ra AX 

^(ev0,ev1/2) 

X A_ X x X . 

As in Section 12.5, we denote e := (evo, ev!/2): AX —• X x X the right vertical map 
in the diagram of Lemma 12.8. 

Proof. — We use AX as a groupoid representative of AX. By the definition of the 
evaluation maps, the fiber product 

X x x x x A X - AX 

{ev0,ev1/2) 

X A X x X 

can be identified with the subgroupoid of AX, which consists of (#i,#2> ho, hi/2) such 
that ho = hi/2- The latter is simply the transformation groupoid 

[(SX x Xo SX) x Xx =4 SX x Xo SX] 

which is precisely AX X x AX. Moreover the composition 

AX xx AX = X xxxx AX AX ̂  AX, 

where p is defined by Equation (12.3.2), is precisely the "Pontrjagin map" m : AX xx 
AX -> AX in Section 11.1. • 

Remark 12.9. — It is not hard to generalize the above construction to any finite 
number of evaluation maps and obtain the following Cartesian square (see the proof 
of Theorem 12.3 below) 

AX xx-" xx AX AX 

X - X x • • • x X. 

If X is oriented of dimension d, the Cartesian square of Lemma 12.8 yields a Gysin 
map (Section 9.1) 

A! : H.(AX) —• H.-d(AX xx AX). 

As shown in Section 11.1, there is also a canonical map j : AX AX —> AX x AX. 
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Theorem 12.10. — Assume X is an oriented stack of dimension d. The composition 

Hn(AX) Hn.d(AX xx AX) -U Hn-d(AX x AX) = 0 H^AX) <g> Hj(AX) 

i+j=n—d 

yields a coproduct 5: Hm(AX) —• 0i+J=#_dHi(AX)®Hj(AX) which is a coassociative 
and graded cocommutative coproduct on the shifted homology H#(AX) := H9+d(AX), 

called the hidden loop coproduct of AX. 

Proof. — The proof is very similar to that of Theorem 12.5. We only explain the 
difference. 

i) First we introduce a third evaluation map ev2 /3 : AX —* X similar to evi/2-

Taking a representative X^of X, the idea is to replace the Lie groupoid AX presenting 

AX by another groupoid AX, where AXi consists of commutative diagrams: 

91 92 93 

X " y z X 

ho h l / 2 \ h2/3 \ \ho 

x' y' z' x' 

The source and target maps are, respectively, given by the bottom and upper 
lines. The multiplication is by superposition of diagrams. There are evaluation maps 

evo, evi/2, ev2/3 : AX —» X, respectively, given by ho, /¿1/2?92/3- A proof similar to 
those of Lemmas 12.7 and Lemmas 12.8 gives the following facts: 

1. the groupoid AX is Morita equivalent to AX. Hence it also presents the stack 
AX. 

2. The evaluation maps induce a Cartesian square 

A X x ^ A X x a e A X AX 

é(2) 

X 
A(2) 

X x X x X 

which yields a Gysin map A(2)!: H.(AX) -> H..2d(AX xx AX xx AX). 

It follows that one can form a diagram similar to (12.2.3) for AX and prove that 
all its squares (1), (2), (3), (5) are commutative mutatis mutandis. The proof of the 
commutativity of triangle (4) is even easier: it follows immediately from the sequence 
of Cartesian square 

AX xx AX xx AX - AX x x AX 
m 

AX 

[ëop é(2) 

X -
A X * X A x l 

X, x *X x X,. 
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ii) Since p o a is conjugate to p, the proof of the cocommutativity of S is similar to 
the proof of Proposition 12.5 and of Proposition 11.1. • 

Theorem 12.11. — The homology groups ( i f . (AX), •,<£) form a (non unital, non 
counital) Frobenius algebra of degree d. 

Proof. — According to Theorems 11.1, 12.3 it suffices to prove the compatibility 
condition between the hidden loop product and hidden loop coproduct. The argument 
of the proof of Theorem 12.5.iii) applies. • 

Remark 12.12. — If X has finitely generated homology groups in each degree, then by 
universal coefficient theorem, if* (AX) inherits a Frobenius coalgebra structure which 
is unital iff (Hm(AX),5) is counital. 

12.4. The canonical morphism AX -* LX 

There is a morphism of stacks $ : AX —» LX generalizing the canonical inclusion of 
a space into its loop space (as a constant loop). 

Remark 12.13. — Objects of AX are pairs (#,<£>) where x is an object of X and (p 
an automorphism of x. The morphism $ may be thought of as maps (x,ip) G AX to 
the isotrivial family over S1, which is obtained from the constant family Xi over the 
interval by identifying the two endpoints via ip. 

We show in this Section that $ induces a morphism of Frobenius algebras in ho­
mology. 

Let X be a groupoid representing the oriented stack X (of dimension d) and AX its 
inertia groupoid representing AX. Proposition 5.4 gives a groupoid LX representing 
the free loop stack LX. We use the notations of Section 5.2. Recall that the topological 
groupoid LX is a limit of topological groupoids LPX where P is a finite subset of S1 
which can be described as an increasing (with respect to a cyclic ordering on 51) 
sequence {P0> -PL> • • • > Pn-i}> We take n = 1 and {P0} = { 1 } C S1 the trivial subset 
of S1. We will construct a morphism of groupoids AX —> LPX inducing the map 
AX —• LX. 

Any (g, h) G SX x Xi = AXi (i.e. g G X\ with s(g) = t(g) determines a commu­
tative diagram $(g,h) in the underlying category of the groupoid X: 

(12.4.1) t(h) 
9 

t(h) 

h\ h 

8(h) 
h-jgh 

s(h). 
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The square $(g,h) (defined by diagram (12.4.1)) being commutative, it is an element 
of MiX. Since P is a trivial subset of S1, a morphism [S[ =4 SQ] —• [MiX =3 M0X] 
is given by a path / : [0,1] —• X\ and elements k, kf G X\ such that the diagram 

*(/(0)) 
k 

*(/(!)) 

/ ( 0 ) | /(i) 

s(f(0)) 
k' 

(f(1))) 

commutes. In particular, the diagram $(g,h) G MiX yields a (constant) groupoid 
morphism [Sf =4 S^] -* [AfiX =4 M0X] defined by t f(t) = /i. The map (g, h) i-> 
&(g,h) is easily seen to be a groupoid morphism. We denote by AX —> LX its 
composition with the inclusion LPX —> LX. It is still a morphism of groupoids. Hence 
we have the following 

Lemma 12.14. — The map $ : AX —> LX induces a functorial map of stacks AX —» 
LX. 

In particular there is an induced map : H9(AX) —> Hm(LX) in homology. 

Theorem 12.15. — Let X be an oriented Hurewicz stack. The map : (if. (AX), •, S) —• 
(Hm (LX), • , 6) is a morphism of Frobenius algebras. 

Proof. — Let X be a groupoid representing X. For any (#, h) G SX x X\ = AXi, one 
has 

ev0 ($(#, h)) = h = ev0(g, h) 

where evo stands for both evaluation maps LX —* X, AX —> X. Thus the Cartesian 
square of Step (2) in the construction of the hidden loop product factors through the 
one of the loop product and we have a tower of Cartesian squares: 

(12.4.2) A X x x A X A X x A X 

¤ I <£x<E> 

LX xxLX LX x LX 

I ev0 X ev0 

X 
A 

X x X 

where <I> is induced by $ x The square (12.4.2) shows that 

(12.4.3) A ! o ($ x + i o A ! . 

Since LX is a presentation of LX, the Cartesian square LX XxLX presents the stack 
LX Xx LX. Given any (<?i,p2, h) in (SX x^0 SX) x Xi = AX xx AX, one can form a 
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commutative diagram $(gi,g2,h): 

91 92 
t(h) t(h) t(h) 

h h h 

s(h) s(h) s(h), 
h 1gih h 1 gih 

which induces canonically an arrow of LX X x LX as in the construction of The 
maP (dii92,h) t-> $(gi,g2,h) presents the stack morphism Since 

™>($(9u92,h)) = <&(gig2,h) 

the diagram 

(12.4.4) A X x ^ A X LX xx LX 

¤ m 

AX — 
¤ 

LX 

is commutative. Hence, diagram (12.4.4) and Equation (12.4.3) implies that is an  
algebra morphism. Similarly is a coalgebra morphism since the diagram 

AX xx AX 
m 

AX 

¤ ¤ 

LX x x LX m 
LX 

(ev0,ev1/2) 

X A X x X . 

is commutative. 

Remark 12.16. — If the stack X is actually a manifold X, then its inertia stack is X 
itself and LX = LX the free loop space of X. It is clear that the map $ becomes the 
usual inclusion X <^-> LX identifying X with constant loops. For manifolds, the map 

is injective but not surjective (except in trivial cases). However, for general stacks, 
is not necessary injective nor surjective. See Section 17.4. 

ASTÉRISQUE 343 



CHAPTER 13 

THE BV-ALGEBRA ON THE HOMOLOGY 
OF FREE LOOP STACK 

13.1. 1? V-structure 

In this section we construct a .BF-algebra structure on the homology of the loop 
stack. First we recall the definition of a i?F-algebra. 

A Batalin-Vilkovisky algebra (BV-algebra for short) is a graded commutative as­
sociative algebra with a degree 1 operator D such that D(l) = 0, D2 = 0, and the 
following identity is satisfied: 

(13.1.1) D(abc) - D(ab)c - (-l)^aD(bc) - (-l)(|o|+1)|b|&L>(ac)+ 

+ D(a)bc + (-l)^aD(b)c + (-l)lal+l6'a6I>(c) = 0. 

In other words, D is a second-order differential operator. 
Now, let X be a topological stack and LX its loop stack. The circle S1 acts on itself 

by left multiplication. By functoriality of the mapping stack, this S1-action confers 
an 51-action to LX for any topological stack X. This action endows H9(LX) with a 
degree one operator D as follows. Let [S1] G Hi(Sx) be the fundamental class. Then 
a linear map D : H9(LX) —> H9+i(LX) is defined by the composition 

H.(LX) X-^] # . + i ( L £ x S 1 ) ^ #.+i(L3t), 

where the last arrow is induced by the action p : S1 x LX —• LX. 

Lemma 13.1. — The operator D satisfies D2 = 0, i.e. is a differential. 

Proof. — Write m : S1 x S1 —• S1 for the group multiplication on S1. The naturality 
of the cross product implies, for any x G M.(LX), that 

D2(x) = p*(m*([S1]x[S1])xx))=0 

since m^S1} x [S1]) G H2(S1) = 0. 
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Theorem 13.2. — Let X be an oriented (Hurewicz^) stack of dimension d. Then the 
shifted homology H#(L£) = Hm+d{^X) admits a BV-algebra structure given by the loop 
product •: M.(LX) <g> M.(LX) -+ M.(LX) and the operator D : M.(LX) -> H.+i (L£) . 

Remark 13.3. — We will give a proof of Theorem 13.2 using conformal field theory 
in Section 14.2. However, here we wish to give a direct proof, hoping this proof can 
also be applied to some family of commutative groups as introduced in Section 11. 

13.2. Gerstenhaber bracket and proof of Theorem 13.2 

We start by some well-known facts on BF-algebras. Let (A, •, D) be a i? F-algebra. 
We can define a degree 1 binary operator { ; } by the following formula: 

(13.2.1) {a; b] (- l ) 'a'Z?(a.6) (-l)WD(a)-b-a>D(b) 

The #F-identity (13.1.1) and commutativity of the product implies that { ; } is a 
derivation of each variable (and anti-symmetric with respect to the degree shifted 
down by 1). Further the relation D2 = 0 implies the (graded) Jacobi identity for { ; } . 
In other words, (A, • , { ; } ) is a Gerstenhaber algebra, that is, a commutative graded 
algebra equipped with a bracket { ; } that makes A[l] a graded Lie algebra and 
satisfying a graded Leibniz rule [21]. 

Indeed it is standard (see [31]) that a graded commutative algebra (A, •) equipped 
with a degree 1 operator D, such that D2 = 0, is a BF-algebra if and only if the 
operator { ; } defined by the Formula (13.2.1) is a derivation of the second variable, 
that is 

(13.2.2) {a;bc} = {a;b}-c+ ( - l ^ K H * 1 ^ . {a ; c}. 

By Theorem 10.1 and Lemma 13.1, the shifted homology (if#(L£),*, D) , equipped 
with the loop product and operator D induced by the circle action on LX, is a graded 
commutative algebra and D2 = 0. In order to prove Theorem 13.2, we will thus prove 
the identity (13.2.2). First, we identify the bracket { ; } given by Formula (13.2.1). 
We need to introduce some notations to do so. 

Let 

evp : S1 x LX x LX - X x X 

be the (twisted by p) evaluation map defined by 

evp(t,7,/?) = 
(ev0(7) x ev2t(/3) 

(ev2t-i(7) x evi(/3) 

if 0 < t < 1/2 

if 1/2 < t < 1 

(1)Recall that any differentiable stack is Hurewicz. 
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where evx : LX —> X is the evaluation map defined in Section 5.1. We let LP(X x X) 
be the pullback stack of the diagonal along evp: 

(13.2.3) LP(X x X) 
ip 

S1 x LX x LX 

Iev' 
X 

A X * X 

Note that LP(X x X) = S1 x Map(51 V 5X,X) (by Lemma 5.2) and that, under this 
identification, ip becomes the map 

(*,7) 
(t,7(1),p(2t)(7(2))) 

. ( t ,p(2t- l)(7(1)) ,7(2)) 

if 0 < t < 1/2 

if 1/2 < t < 1 

where 7 »-> ( 7 ^ , 7 ^ ) is the map 

Map(S'1 V SX,X) = LX xx LX - » LX x LX. 

For any 0 < £ < 1/2, we have a pinching map pt : S1 —> S1 V S1 defined by 

pt(u) 

"(0,2w-2t) 

( 2u -2 t , 0 ) 

(0,2u - 1 - 2t) 

if 0 < w < f 

if t<u<t + l/2 

if t + 1/2 < u 

Here, we have identified S1 V 51 with the union of two basic circles of S1 x S1. 
For 1/2 < t < 1, we similarly define 

Pt(u) 

( 2 u - 2 * + l ,0) 

(0 ,2u-2 t + 1) 

(2u-2* ,0 ) 

if u<t-l/2 

if t-l/2<u<t 

if u>t 

Note that po = p\ is the pinching map of Section 10. We let mp : LP(X x X) —> LX 
be the map (t, 7) ^ 7 o pt induced by the above pinching maps. 

Remark 13.4. — Informally, the map mp can be described as follow. An element 
in LP(X x X) is given, for each 1/2 > t G 51, by two loops a,& G LX such that 
evo(a) = ev2t(6). Then mp(t,a,b) is the loop starting at evo(6), describing b until it 
reaches ev2t{b) = ev0(a) where it follows the loop a and then follows b back to ev0(6). 
There is a similar picture for t > 1/2. Note that, in the proof of Theorem 13.2, we will 
use several times an informal description similar to the one of mp to describe various 
maps that are rigorously defined using a parametrized pinching procedure as above. 

When X is an oriented stack of dimension d, then the pullback diagram (13.2.3) 
induces a Gysin map Aj, : H.(S1 x LX x LX) -> H.+d(Lp(X x X) ) . 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2012 



9 6 C H A P T E R 13. T H E BV-ALGEBRA ON T H E H O M O L O G Y OF FREE LOOP STACK 

Lemma 13.5. — If X is an oriented stack and a, b G HI#(LX), one has 

{a;b} = mp^o ̂ {[S1] x a x b). 

Proof. — The proof is the stack analogue of a result of Tamanoi [60, Theorem 5.4] 
and [60, Definition 3.1]. To apply the proof of [60], we only need to use the evaluation 
maps as we did to define Lp(X x X) and Gysin maps induced by the pullback along the 
diagonal A : X - > I x X which is strongly oriented by assumption. Then all identities 
involving Gysin maps in [60] follow using the Gysin map given by the bivariant theory 
(see Section 9.1, and the techniques of the proofs of Theorem 10.1 and Theorem 12.5) 
so that the proof of the Lemma for manifolds [60] goes through the category of 
oriented stacks. • 

Proof of Theorem 13.2. — We already have proved that (HI#(LX), *) is a graded com­
mutative algebra (see Theorem 10.1) and that the operator D: M#(LX) —• H#+i(LX) 
squares to zero: D2 = 0 (Lemma 13.1). Thus, we only need to prove identity (13.2.2) 
in order to prove Theorem 13.2. 

By Lemma 13.5, given a, 6, c G HCLX), the left hand side of identity (13.2.2) is 

fiis1] x a x b x c) where / : H(S1 x (LX) ) —• H(LX) is the composition 

HiS1 x ( L x ) 3 ; 
id x A ! HiS1 x L X x L X x ^ L X ) 

id*m*HiS1 xLXxLX A!p 
H(LP(X x X) mp* H(LX). 

We denote Lp,i(X x X x X) the pullback 

LpA(XxXxX) S1 x L X x L X x ^ L X 

u I id Xra 

LP(X x X) 
j 

S1 x LX x LX 

of S1 x LX x LX xx LX along ip. We also denote mPti : LPt\(X x X x X) —> LX the 
composition mp o a. Consider the following tower of pullback squares: 

(13.2.4) LpA(XxXx X) S1 xLXxLXxxLX 

u I id Xm 

LP(X x X) 
ip • S1 x LXxLX 

X A 

evp 

XxX 
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The naturality of Gysin maps with respect to this tower yields that 

(13.2.5) { a ; 6 * c } = mPíU o A ^ o (id xA1)^1] x a x b x c) 

where Alpl : H(SX x L X x L X X x L X ) —> i f (LP) i (XxXxX)) is the Gysin map obtained 
by pulling-back the Gysin map of the strongly oriented diagonal A : X —• X x X along 
evp o (id xm) . 

Now the main point is to analyze the composition Alpl o (id x A!). By Section 9.1 
each Gysin map is obtained by pulling back the normally non-singular diagram of the 
diagonal A : X —> X x X (see Definition 8.21) along, respectively, evpo(id xm) and 
id x evo x evo and taking the Thorn class of the associated diagram. 

Recall that each normally non-singular (nns for short) diagram yields a tubular 
neighborhood in the sense of Definition 8.5 (after replacing the target by a fiber bun­
dle) and similarly after taking pullbacks. Then the composition A j ^ o (id x A!) is the 
product in the bivariant theory (see Section 7) of these Thorn classes. It is essentially 
obtained by considering fiber products (over S1 x LX x LX x^LX) of the above pulled-
back normally non singular diagrams; more precisely by taking suitable pullbacks of 
the (pulled-back along evp o (id xm) and id x evo x evo) tubular neighborhoods (as in 
Section 7.4) and composing them in a way similar to the proof of Lemma 8.13. As in 
Definition 8.21, we let G Hd(X —» X x X) be the strong orientation class of X and 
0A(2) G H2d(3i —• X x X x X) be the strong orientation class of the iterated diagonal 
(see Corollary 8.31). 

In order to carry on the analysis, we divide the circle S1 into the joint of 4-intervals 
Ii (i = 1, . . . ,4) corresponding to [0,1/4], [1/4,1/2], [1/2,3/4] and [3/4,1] (here we 
identify S1 = [0, l] /(0 ~ 1)) with the obvious identifications. Note that the regular 
embeddings (induced by the nns diagram of the diagonals) inducing the Thorn classes 
can be obtained by gluing together the regular embeddings restricted over each i¿ x 
LX x LX X x LX, that is by taking the fiber product (over the regular embeddings 
obtained by restricting to { ¿ / 4 } x LX x LX XxLX) of the regular embeddings over each 
IiXLXx LX xx LX. We first consider a restriction of S1 x (LX)3 to [1/2,1] x (LX)3. 
It yields a commutative diagram of pullback squares: 

(13.2.6) P p , i ( X x X x X ) - [ | ,1] x L X x L X x x L X [ | , l ] x ( L X ) 3 

LpA(XxXxX) 
ip 

S1 x L X x L X x x L X evpXp 

M2> 
x2 -

A x id 
- x3 

T34o(id X A x id) 
X4 

where r s ^ : X4 —> X4 switches the last two factors. The vertical map e v ^ is the com­

position ^evp o(id xm), 7Ti oevp ^ (where 7Ti is the projection on the first component), 
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that is the map defined by 

ev^(* , 7 ^ , 7 7 ) 
(evo(7),ev2t08),evo(7)) 

, ( ev2t - 1 (7) , evi (/?), ev2t - 1 (7) ) 

if 0 < t < 1/2 

if 1/2 < t < 1 

Similarly, the map evpXp is the map defined by 

evpXp(t,7,/3,77) = (ev2t-i(7),evi(/3),ev2t-i(7),evi(r7)) 

for 1/2 < t < 1. By diagram (13.2.6), the (restriction to [1/2,1] x (LX) of the) 

product ev),; (#A) • (idevo xevo) (#A) is computed by evpxp*(0A(2)). 

We let Â2 be the standard two dimensional simplex 

A2 := {(u,s), 0 < u < s < 1} 

and consider the following diagram (in which PH (X x X x X) is defined so that the 

square is Cartesian) 

LX ^ H P t f ( X x X x X ) A2 x LX x LX x LX 

evh 

X x X 
A x A 

X4 

Here the vertical (evaluation) map ev# is defined by 

evH ((u,s),a,6,c) = (evw(a),ev0(&),ev5(a),ev0(c)) 

and rriH: PH{% x X x X) —» LX is defined similarly to the map mp: LP(X —* X) —• 
LX; that is, ra#((w, s), a, 6, c) (with s, a, 6, c satisfying the pullback relation) is the 
loop starting at evo(a), describing a until it reaches evu(a), then describing b back 
to evo(6) = evu(a), following a again until it reaches evs(a), then following c until 
reaches evi(c) = evs(a) again and finishes to follow a back to evi(a) = evo(a). Here 
we use an informal description of the map ra# that can be obtained by a pinching 
procedure as explained before Lemma 13.5 above. 

Let 1: [1/2,1] -> A2 be the map i(t) = (2£,2t). The diagram 

(13.2.7) P p , i ( X x X x X ) [ | , l ] x ( L X ) 3 

mp,1 
*,Xid 

LX 
m H 

PH (X x X x X) - A 2 x ( L X ) 3 evpxp 

evH I 
X x X -

A x A 
X4 

is commutative. Since the subset { ( u , s), u = s} C A2 is a boundary component of the 

dimension 2 simplex, it follows from Lemma 6.6 and diagram (13.2.7) that, to compute 
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the Thorn class of the composition of the top lines in diagram (13.2.6), we can replace 
the top line of diagram (13.2.6) by the restriction to the subset {u = 0 or s = 1} C A2 
(that is the complementary boundary of A2) of the top line of diagram (13.2.7). 

Now we analyze the restriction of diagram (13.2.7) to I4 x (LX)3 = [3/4,1] x (LX)3 

which reduces to the analysis of the pullback square 

(13.2.8) P4p(X xXxX) T3 1] x (LX x LX) x LX 

I evp X ev0 

X2 
A x A 

- X4 

and its induced tubular neighborhood (given by the pullback along evp x evo of the 

nns diagram of the diagonal). Here the vertical map evp x evo is the map 

evp x ev0(*,a,6,c) = (ev4*-3(a), ev0(6), ev0(a), ev0(c)) 

(and PAP(X x X x X) is defined by the pullback property). Furthermore, the restriction 

of the map m H PH (XXXXX) —• LX (considered above) to this boundary component 

identifies with the map m^p : P±P(X x X x X) —• LX which maps (t, a, 6, c) to the loop 

starting at evo(a), following a until it reaches ev4t_3(a) = ev0(6) then follows b until it 

gets back to evi(6) = evo(6), follows a back to evi(a) = evo(c) and then goes through 

c. Similarly, the restriction of diagram (13.2.7) to I3 x (LX)3 = [1/2,3/4] x (LX)3 

yields a pullback Psp(X x X x X) similar to the pullback (13.2.8) as well as a map 

m3,p: P3p(XxXxX)^LX. 

Furthermore, restricting diagram (13.2.4) to [0,1/4] x (LX)3 yields a Cartesian 

square 

(13.2.9) Plp(X x X x X) [0, \] x LX x LX x LX 

X2 -
A x A 

I evp X ev0 

x4 

where ev ,̂ x evo(t, a, b, c) = (evo(a),ev4t(6),evo(6),evo(c)) and, similary, restricting 
[1/4,1/2] x (LX)3, a Cartesian diagram 

(13.2.10; P2p(X xXxX) [ j , ì ] x LX x LX x LX 

I evp X ev0 

X2 -
A x A 

- X4 

where evp x evo(t,a,6, c) = (ev0(a),ev4t_i(c),ev0(6),evo(c)). Note also that restrict­

ing the map mPii : £p,i(X x X x X) —> LX to h = [0,1/4] and I2 = [1/4,1/2] gives 
rise to two maps mi)P : P\P(X x X x X) —• LX and m2,p : P2P(% x X x X) LX. 
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Now, to compute mPti+ o Alpl o (id x A!), i.e., the Thorn classes 

(evp x id) o (id xra)*(#A) • (id x ev0 x evo)(0A) 

we are left to study the pullbacks of the tubular neighborhood induced by the nor­
mally non-singular diagrams of the iterated diagonal A x A along the 4 various 
evp x evo-maps (corresponding to the spaces Pi,p(X x X x X)) and to join them (as 
noted above). First, we remark that the restrictions to the points { 1 / 4 } and { 3 / 4 } of 
the Cartesian squares (13.2.9), (13.2.8), (13.2.10) and of the maps rai>/0 are identical. 
Thus it is enough to study first the joint 

5 | : = [3 /4 , l ]U[0 , l /4] / (3 /4~l /4) 

of I\ and /4 with the boundary points identified and the Thorn class induced by 
the Cartesian squares (13.2.8), (13.2.9). Note that diagram (13.2.8) factors into the 
following diagram whose vertical squares and top horizontal square are Cartesian: 
(13.2.11) 

LX mp LXxxLX< LX x LX 

m4,p f 
m4,p m + xid 

P4p(X x X x X) <— • P4p(X x X) x LX [ f , l ] x ( L X ) 3 

Levn X ev0 

V -
A 

XxX evp x ev0 

x2 
7T2 

id x A 
- X x X 2 

"—'7̂ 2,3 

A x id 
- X4 

Here 7T2 and 7 ,̂3 denote the projection on the last factors. By functoriality and nat­
urality of the construction of Gysin maps, we get that 

m4,P*((evp x evo)*(0AxA)) = mp^({ev0 x evo)*(0A)) • (ra+ x i d j ^ e v , x evo)*(0A)) 

There is a diagram similar to (13.2.11) associated to the Cartesian square (13.2.9). 
Joining these two diagrams, we get: 
(13.2.12) 

LX 
mp 

LXxxLX - LX x LX 
m + Xid 

Li JX x X) x LX c - S\ x (LX)3 

levo 

X 
A 

^ X x X evp 

x 
A 

X2 
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which exhibits the restriction to S]_ x (LX)3 of mi)P^(Apl o (idxA1)) as 

m / o * ( e v o ( ^ A ) * (̂ Mp x i d ) * ( e v Q ( # A ) ) ) - Note that the above diagram (13.2.12) is 
precisely the diagram defining {a, b} * c; in other words, 

mP . (evo(0A) ' (m+ x id )*(evS ( (9A)) ) ( [^ ] x a x b x c) 

= mp^ o A ! o (m+ x id)* o Aj,([S+] x ax bx c) = {a, b} • c 

The above arguments for SjJ_ apply similarly to study the joint 

Si :=[3 /4 , l ]U [0 , l /4 ] / (3 /4~ l /4 ) 

of I\ and 14 with the boundary points identified. It yields that 

m p * ( e v S ( 0 A ) . ( m ; x id)*(evS(0A))) ([S^] x a x b x c) = ( - l ) 'bHcl{a ,c}• b 

where the sign comes from the fact that one has to exchange b and c in that case (with 
a transposition similar to the one appearing in the bottom line of diagram (13.2.6)). 
Recall from above that the restrictions to the points { 1 / 4 } and { 3 / 4 } of the Cartesian 
squares (13.2.9), (13.2.8), (13.2.10) and of the maps m^p are identical. It follows 
that the computation of the Gysin maps for S1 x (LX)3 factors through the one 

of (S]_ V S i ) x (LX)3. Thus, we deduce from the above computations for S]_ and S i 
and identity (13.2.5) that 

{ a , 6 * c } = { a , 6 } ^ c + ( - l ) | b | | c | { a , c } * 6 

that is identity (13.2.2) holds, by graded commutativity of the loop product. • 
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CHAPTER 14 

HOMOLOGICAL CONFORMAI FIELD THEORY 
AND FREE LOOP STACKS 

In this section, we extend the #F-structure of Theorem 13.2 and the Frobenius 
structure of Theorem 12.5 into the whole structure of an homological conformal field 
theory (with positive boundaries) following ideas of Cohen-Godin [20, 32] for mani­
folds and Chataur-Menichi [16] for classifying spaces of groups. As in Section 12 (and 
for the same reasons), we assume in this section that our ground ring is a field. 
Note that, unlike in Godin's paper [32], we will only allow closed boundaries and a 
positive number of both incoming and outgoing boundaries components. 

14.1. Quick review on Homological Conformal Field theory with positive 
boundaries 

We start by recalling some definitions of Homological Conformal Field theories. 
We will make strong restrictions on the type of boundary we consider (which simplify 
greatly the theory). We follow [24, 25, 32, 56]. 

A (closed)(1) homological conformal field theory is an algebra over the PROP of the 
homology of the stack (or moduli space) of compact oriented Riemann surfaces or, 
equivalently a symmetric monoidal functor from the (homology of the) Segal category 
of Riemann surfaces [56] to the category of graded vector spaces. Let us start by giving 
more details on what this definition means, following [23, 24, 25, 31]. 

We first recall that, a complex cobordism from a family ]J™=1 S1 of circles to another 
family ] j£Li S1 of circles is a closed (non-necessarily connected) Riemann surface E 
equipped with two holomorphic embeddings (with disjoint images) pin: Yi^-i D2 E 
and Pout '• ]JiLi D2 of closed disks. The image of pm is called the incoming boundary 
and the image of pout the outgoing boundary. Two complex cobordism Ei and E2 

(from U^=1 S1 to ]J^Li Sl) are equivalent if there exists a biholomorphism h: Ei E2 
which fixes the boundary (i.e. commutes with pjn and pout)-

t1) Unless otherwise stated, we only consider closed cobordism in this paper. 
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We denote 9Jtn,m the moduli space of equivalence classes of complex cobordism 
from 1X1=1 S1 to U^Li 51, that is the (coarse moduli space of the) differentiable stack 
[&n,m/Bihol] obtained as the quotient of the space 6n,m of holomorphic embeddings 
of disks inside compact Riemann surfaces by the group of biholomorphism fixing the 
boundary. Note that, there is an isomorphism of stacks 

[&n,rn/Bihol] 

p] 
' [ • A W E ) ] 

where the union is over a set of representatives of the isomorphism classes of cobor-
disms (with n incoming and m outgoing closed boundaries components) and 

rn,m(E) : = 7r0(Diff+im(E)) 

is the isotopy classes of the group Diff^m(E) of oriented diffeomorphisms preserving 
the boundaries pointwise of a surface E with n incoming and ra outgoing closed 
boundary components. 

The disjoint union of surfaces yields a canonical morphism 

3Dt(n, ra) x 9Jt(n', ra') -> 9Jl(ra + n', ra + ra'). 

Further, given Ei G SDt(^,n) and E2 G 3Jl(n,ra), using the embeddings of disks 

Ei 
n 

i=l 

D2 <-> E2, 

we can glue E2 on along their common boundary. We denote S2 o Si € ^lt,m the 
Riemann surface thus obtained. Applying the singular homology functor to the above 
operations yields linear maps 

tf.(9rc„,m))®#.(2Kn',m<) "•(I I) • Hm (%ytn+n',m+m' ) 
CkT\A 

H.(Wle,n) ® H.iWl^) 
H°(o) H°(Ml,m) 

that satisfy natural associativity and compatibility relations. It follows that the col­
lection (i7#(9)tn,m))n m>0 are the morphisms of a graded linear symmetric monoidal 
category 6 ^ whose objects are the nonnegative integers n e N and the monoidal 
structure is induced byA;<g)^ = fc + ^on the objects and disjoint union of surfaces on 
morphisms. 

A homological conformal field theory is a symmetric monoidal functor from the 
category to the symmetric monoidal category of graded vector spaces (equipped 
with the usual graded tensor product). Informally, this definition simply means that 
an homological conformal field theory is a graded vector space A with an operation 
ji(c): A®n —• A®171 for any homology class c G iJ#(9Jln)Tn) such that /x(c o d ) = 
/x(c) o fji(d) and /x(c]Jd) = /JL(C) (g) fi(d). 

Unlike oriented closed manifolds, oriented stacks do not have unit for the loop 
product (nor counit) in general (see Section 17.4 for instance). This forces us to 
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consider non-unital and non-counital homological conformal field theory which are 
symmetric monoidal functor from the category 5?^'nc to the category of graded vector 
spaces , where 5?^'nc C is the (monoidal) subcategory obtained by considering 
only cobordisms in 97tn>m for which every connected component has at least one 
ingoing and one outgoing boundary component. We may also refer to such algebraic 
structure as an homological conformal field theory with positive (closed) boundaries. 

We wish to make the homology Hm (LX) of the free loop stack of an oriented stack 
an homological conformal field theory (without (co)units). However, since the basic 
operations we consider are non-trivially graded (for instance the loop product is of 
degree dim(3C)), we need to plug in a notion of dimension in the definition of conformal 
field theories to take care of this phenomenon and encode the sign issues. We follow 
the ideas and presentation of Costello [24] and Godin [32], where the grading is taken 
into account by a local coefficient system det®d on the moduli spaces 97tn,m-

The local coefficient system det is a graded invertible locally constant sheaf (i.e. a 
graded fc-linear locally constant sheaf of dimension 1). To a closed Riemann surface 
E G SCKn,™? we associate a compact Riemann surface T,bd with boundary by remov­
ing from E the interior of (the images of) the closed disks pin: ]J^=1 D2 <-> E and 
Pout - U£Li D2 ^ Y,. Restricting pin to the boundary ]J™=1 S1 of the disks, we get 
a diffeomorphism from ]j™=i S1 onto the incoming boundary of T,bd. Following [24] 
and [32, Section 4.1], we define the fibre of the local coefficient system det at a surface 
E G SDTn,m to be 

det(E): =de t (#°(EM,pin 
n 

i=l 

S1))) det (ffi Ebd, pin 
n 

i=l 

S1))) 

Here, given a finite dimensional fc-vector space V, det denotes the determinant, that is 
det(V) = /\dim(y) V is the top exterior power of V, and we consider the (relative) ho­
mology groups of a pair. This defines the local coefficient system det on (9DTn,m)n,m>o 
and similarly, for an integer d, the local coefficient system det®d obtained by tensoring 
det with itself d-times. 

It is proved in [16, 24, 32] that the composition of surface induces a natural 
isomorphism det(E2) ® det(Ei) —• det(E2 o E i ) which is associative and compatible 
with the canonical isomorphism det(Ei ]JE2) = det(E/1) <g> det(E2). This allows us 
to see the collection of homology groups ( Hm (SPTn m ; det®d) ) with value in 

V ' / / n , m > 0 

the local coefficient det®d as the morphism of a graded linear symmetric monoidal 

category S^det®^ and as above we also get a graded linear symmetric monoidal 

category J?^ '^®* by restricting to cobordism with at least one incoming and one 

outgoing boundary on each connected component. 

According to [24, 32], we have the following 

Definition 14.1. — A (non-unital, non-counital) d-dimensional homological conformal 
field theory is a symmetric monoidal functor from the category ^^2et®d ^° ^ e cat­
egory of graded vector spaces. 
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14.2. The Homological Conformal Field Theory with positive closed 
boundaries associated to free loop stacks 

It is known (see [23, 31, 48]) that an (non-unital) homological conformal field 
theory (HCFT for short) carries the structure of a (non-unital) £F-algebra as well as 
that of a Frobenius algebra (without (co)unit). For instance the associative and com­
mutative operation of the BV or Frobenius structure is induced by the pair of pants 
surface lying in 9Jl2,i- The main result of this Section enriches the above structures 
already obtained for loop stacks into an HCFT over ^^2et®d' 

Theorem 14.2. — Let X be an oriented (Hurewicz^) stack of dimension d. There is 
a d-dimensional non-unital, non-counital homological conformal field theory on the 
homology H.(LX) of the free loop stack which induces the BV-algebra and Frobenius 
structure on the homology H9(LX) given by Theorem 13.2 and Theorem 12.5. 

Remark 14.3. — The proof of Theorem 14.2 actually implies the ones of Theo­
rems 13.2 and Theorem 12 as well. However, this proof does not apply to prove 
similar statements (for instance Theorem 12.3) for inertia stack (and thus to define 
the intersection pairing as in Section 16) or any other family of groups over a stack 
considered in Section 11. Further, it is not obvious that this proof will also apply to 
the twisted versions of the loop product studied in Section 10 and aforementioned in 
Section 16.2. 

To prove the above Theorem 14.2, we follow the approach of [16, 24, 32], using 
chord diagrams/ribbon graphs, but using a stack point of view (instead of a purely 
homotopical one) and the benefits of the bivariant theory of Section 7. We will first 
determine the value on a particular cobordism EP)fl?m of the HCFT, which will be 
given by the linear map (14.3.9) below. 

First, we need to recall some preliminaries on Sullivan's chord diagrams and fat 
graphs which are taken from [20, 25, 39]. By a graph, we mean a pair G = (V, H) 
consisting of a finite set of vertices V, of half-edges (which can be thought as oriented 
edges) H equipped with a map s : H —• V and an involutive map with no-fixed points 
e n e o n the set of half-edges. A fat graph is a graph equipped, at each vertex v, 
with a cyclic ordering of the half-edges emanating from v. The geometric realization 
of a fat graph is thus a 1 dimensional cell complex plus extra data. It is well-known 
that the classifying space of fat graphs is equivalent to the moduli space of Riemann 
surfaces (see [24, 25, 32, 39, 61] for much more precised statements). In particular, 
every (isomorphism class of a) Riemann surface E G 9Jln,m is a deformation retract 
of (the geometric realization of) a fat graph with n-incoming boundary cycles and m 
outgoing ones (we refer to [20, 39] for the definition of these boundary cycles). 

A chord diagram (see [20]) is a special kind of (geometric realization) of a fat graph. 
A chord diagram of type (#, n, m) is a union of n disjoint circles with a disjoint unions 
of trees whose endpoints are glued on the circles (on distinct points), and such that 

(2) Recall that any differentiable stack is Hurewicz. 

ASTÉRISQUE 343 



14.2. T H E HOM. CONF. FIELD T H E O R Y W I T H POSITIVE CLOSED BOUNDARIES 107 

the induced cell complex is (the geometric realization of) a fat graph representing a 
surface of genus g with n + m boundary components. The first circles are refered to as 
the incoming circles and the set of (necessarily path-connected) trees will be denoted 
^ ( c 9 , n , m ) - The set of points in the circle in which the endpoints of the trees lies is 
denoted y(c ĵTl>m) (and called the set of circular vertices). 

We let Cg:riirn be a chord diagram of type (g,nym) and E^n)m be the surface 
represented by c5)n>m. Here g is the genus of EP)n,m, that is the sum of the genera of its 
components. In particular, the Euler characteristic of E^n,™ is given by x(^g,n,m) = 

2#E5,m>n—2g—n—m where #Ep>n>m is the number of (arcwise) connected components 
of E5>rijm. Then c5,n,ro is a deformation retract of E ?̂n>m. We let rg,n}Tn : E5?n>m —> 
c5,n,m be the retraction and tg,n,m ' cg,n,m ^g,n,m be the inclusion. Note that 
since every connected component is assumed to have positive incoming and outgoing 
boundary component, x(Eg,n,m) is always non-positive in our case. 

Given a tree t £ £7Xc5)n,m), we can associate the subset V(i) c V(cgiriirn) of 
circular vertices given by the endpoints of t and we get a canonical inclusion map 

Ut;€V(c9,»,m)(P*} ~* Utesr(cg,n,m) L Appling the mapping stack functor, we get a 
map 

dcg,n,m 
tÇ.^(Cg,n,m ) 

Map(t,3E) —•SV(c*'w'm) 

which was already considered in [16]. 

Lemma 14.4. — Let X be an oriented stack of dimension d. Then there is an orien­
tation class 

9d eff-dx(E«^m)( 
ucg,n,m \ '*€£?"(cfl,n,m; 

Map(t,3e)dc^m xnctt.n.m)\ 

Proof. — Each tree is a deformation retract onto any of its vertex, hence we have 

deformation retract t ^ pt for each t £ S7"(c5)njm) and a factorization 

£ ^ ( c g , n , m ) I K nt€y(cP)n,m)Map(*,£) 
dc9,n,m XV(cg,n,m) 

^(#ncff,nIm)-#^(cfl>n,m)) 

The bottom line is an iterated diagonal, hence strongly oriented by Corollary 8.31. 

Then we take 0dCgnm to be the pushforward ( l l r ? ) * ( ^ ) °f the orientation class 

O € jyd (#y(cg(n,m ) -#s?r(cg)n,m ) ) (x^.- . - ) -» Xv^^m)) 0f this iterated diagonal. Since 

the Euler characteristic of the chord diagram agrees with the one of the surface it 

represents, we get # V(cg>n,m) - #y(cg>n,m) = -x(E9>n,m) as in [20] and the lemma 

follows. • 
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14.3. Construction of the operations 

We now define the operations associated to (the isomorphism class of) a Rie­
mann surface E^n,™ £ 9Rn,m (not necessarily connected). We will first define certain 
quotient stacks of mapping stacks by diffeomorphism groups. Let ĉ ?n?m be a chord 
diagram representing E^njm. We still denote rCg nm : E ?̂n?m —• cp>ri)m the retrac­
tion and iCg>riirn • Cg,n,m —» ^g,n,m the inclusion, which yield an homotopy equiva­
lence rp?n,m: Map(cp?n,m,X) Map(E9)Tl5m, X) (and ^,n,m- Map(Ep?n?m, X) 
Map(c^?n,m,X)). 

The circular vertices, which are the points where the trees in S7"(c5)n?m) are glued 
to the n disjoint circles, yields pushout diagram 

l I«€V(cfl,n,m){v} 
icy ||?=1 S1 

Ht£^(Cg,n,Tn)t *" Cg,n,m 

which, by Lemma 5.2, induces a pullback of stacks 

(14.3.1) Map(cg>„,m,^) (LX)n 

ev v 

nt6y(c3,n,m)Map(i ,X) 
dcg,n,m 

*" Cg,n,m 

where evy: (LX)n -> Xr(cs>">™) is the evaluation map induced by the inclusions 

iV- I W 9 , , m ) W - I E U S1. We denote 

(14.3.2) 0*>n>m = ev*v(^„n,m) € H ~ d ^ ^ (Map(c3,„,m,X) — • (L£)n) 

the bivariant class induced by the pullback diagram (14.3.1) and the orientation class 

6d of Lemma 14.4. 
acg,n,m 

The retraction rp>n?m : Map(cg5n?m, X) ^ Map(E^n5m, X) sits inside a commutative 

diagram: 

(14.3.3) 
,n,m 

Map(E„n,m,X) 

rg ,n,m 

Pin 

Map(cg5n,m,X) (LX)n 

where the map Map(Ep>n?m, X) —> (LX)n is induced by the inclusion of the incoming 
boundary in Ê ?Tl5m. Applying the pushforward map along rginim given by the above 
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diagram (14.3.3) to the bivariant class 0fnrn (see (14.3.2)) gives us a bivariant class 

(14.3.4) rp>n,m#(^nfm) € )(Map(E,,N,M,X) — (LX)N). 

Quotienting by diffeomorphisms. — To shorten notations, we write GE for the 
group Diff+m(E^njm) of oriented diffeomorphisms of Ey)Tljm preserving the bound­
aries pointwise. The group GE = Diff+m(E^n)m) acts on Ep?n?m and thus 
on Map(Ep5n?m, X) (by functoriality, see Section 5.1) and the restriction map 
Pin: Map(E5jn?m, X) —• (LX)n is equivariant (where the action on (LX)n is trivial 
since the boundary is pointwise fixed). Similarly to the construction of the transfor­
mation groupoid of a topological group acting on a space (see Section 1.4), we can 
pass to the quotient of the above stacks by the G^-action: 

Lemma 14.5. — The action of GE on Map(Ep?n?m, X) gives rise to a quotient 

topological stack [ Map(E^jrijm, X) /GE] together with an natural topological stack 

epimorphism p<-s: Map(EP5n,m, X) —> [Map(E5?n5m, X) /GE] and, similarly, 

a quotient stack [(L3t)n/Gs] with an natural topological stack epimorphism 

pGll : (LX)N -> [(LX)n/GEj such that 

1. there is a Cartesian square 

GE x Map(Ep5njm,X) Map(E5?n5m,X) 

pr2 PGE 

Map(Eflf5nj7n, XJ 
PCs 

[Map(E^,n,m,X)/GE] 

where the top arrow is given by the GE-action as well as a similar Cartesian 
square with (LX)N instead o/Map(EP)njm, X); 

2. ThemappGYi: Map(E^n)m, X) —• [Map(Ep>njm,X)/GE] makesMap(E5,n,m,X) 
a G^-torsor and similarly for (LX)N; 

3. There is a topological stack isomorphism [ (LX)n/Gs] = (LX)N x [* /GE] and 
the following diagram is commutative 

[ (LX)VGE] = (LX)" x [ * / G s ] 

PGE id *qGE 

(LX)N 

where qc^ ' * —• [ * /GE] is the canonical map. 

Proof — We know from Section 5.1, that the stack Map(Ep,n)m, X) is the fibered 
groupoid over Top given by the rule T £ Top i-» Hom(T x E5jn?m,X), where Horn 
is the groupoid of (stack) morphisms. Then we can define another fibered groupoid 
T i • 9%,Ge (T) where the set of objects of 9%,Ge (T) is the set of stack morphisms 
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hom(T x E^n?m, X) (here hom(X, 2)) denotes the set of objects of the groupoid of 

stack morphisms Hom(X, 2))). The morphisms of SDT^GE (T) are 

Mor(aKXfGs3(T)) = {(<?, /) € Gs x Mor(Hom(T x E^n,m,X))} 

with source and target maps given by s(g, f) — s(f) and t(g, f) = t(g • / ) (where 

denotes the action of GE). The rule T t—• TIX,G^(T) is easily seen to define a 

prestack. We let [Map(Ep>n,m,X)/GE] be the stackification of $Jlx,Gv(~)• We define 

in the same way the stack [(LX)n/Gs] as the stackification of a fibered groupoid 

££,Ge(^) - Since the action of GE on (LX)N is trivial, there is an isomorphism (of 

fibered groupoids) in between 

£3e,Gs(T) := {(<?, /) € Gs x Mor(Hom(T 

n 

t=l 

S1,X)) hom(r 
n 

¿=1 

S1,X) 

and GE X Mor(Hom(T x U ? = 1 S1, X) ) =4 hom(T x J J ^ i S1, X) . Hence an isomorphism 

of stacks [(LX)n/GE] = (LX)N x [ * / G E ] . 

Choosing # = 1, the unit of GE induces a prestack morphism p: Map(Ep?n?m, X) —> 

9ttae,GS which yields the canonical mappc^ : Map(EG5N?M,X) —• [Map(Ep?rl5m, X) /GE] 
after stackification. This map is shown to be an epimorphism and a Gs-torsor as in 

the usual case of transformation groupoids (see [8, 51, 52]). The case of (LX)N is 

similar and assertion 3. of the lemma follows immediately. 

In order to prove that these quotient stacks are topological stacks, we note that 

if X —» Map(E5)N5M,X) is a chart for Map(E^?n>m, X) (that is a representable epi­

morphism from a topological space), then the composition X —» Map(EP5n?m, X) —• 

[Map(Ep5n5m, X) /GE ] is again a representable epimorphism. The existence of X is 

given by Proposition 5.1. 

By construction, the fibered groupoid 97tx,GE is defined so that the diagram 

GE x Hom(T x E^n?m,X) Hom(T x Ep,n?m,X) 

pr2 p 

Hom(TxEg,n,m,£) 
p MX,GE(T) 

is 2-Cartesian. Since the stackification functor commutes with 2-fiber products, it 

induces the Cartesian square asserted in the Lemma. • 

Since the map p[n is equivariant, it passes to the quotient to give a stack mor­

phism [ p i n / G s ] : [Map(Ep?n?m,X)/Gs] — • [(LX)n/Gs]. Furthermore, we have the 

following lemma. 
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Lemma 14.6. — Let P/G* (L£)n —> [{LX)n/G^\ be the quotient map (of stacks) 
given by Lemma 1^.5 and similarly for Map(E^5n?m, X). The following diagram 

Ma,p(Eg^m,X) 
Pin (LX)n 

P/GE 

Map(£9,n,m,X)/Gs 
[pin/GE] 

[(LX)n/GE]. 

is a Cartesian square. 

Proof. — Unfolding the definition of [Map(E^n)m, X)/G%] and [(LX)n/G^\ in the 
proof of Lemma 14.5, we see that, since pm is GE-equivariant, it induces a map 
of fibered groupoids dJlx,G^(T) —> £x,G?:(T). After stackification, we get the map 
[p in /Gs ] • [Map(E^?ri5m, X)/Gx] —> [(L3t)n/Gs]. Further, the diagram pictured in 
the Lemma follows from the same diagram of fibered groupoids. In order to check 
that this diagram is 2-Cartesian, we note that both vertical arrows are GE-torsors (by 
Lemma 14.5) and the lemma follows from the usual interpretation of transformation 
fibered groupoid as groupoids of torsors recalled in Section 1.4 (also see [8, 52]). • 

Remark 14.7. — Lemma 14.5 and Lemma 14.6 (as well as the constructions under­
lined there) basically follow because we are considering strict actions of a topological 
group on a stack (induced by the mapping stack construction). These statements are 
actually particular cases of more general statements about quotient of topological 
stacks by (topological) groups which will be studied by the second and third author 
in a work in progress. 

By Lemma 14.6, any bivariant class in 

ffÄ([Map(EPin|m,X)/GE] 
[p in /gg] 

[ ( L X ) 7 G E ] ) 

can be pulled-back along pJQ^ . 

Lemma 14.8. — There is a bivariant class 

" L . m € H-W"—>([Map(Ep,n,m,X)/GE] 
[pin/G=] 

[ ( L Z W G E ] ) 

whose pullback p*/Gi: (afnm) is the class rg^m^nrn)} see (14.3.4). 

Proof. — An element g G GE acts on Ep?n,m and thus on ^,n,m(cp,n,m)- The image 
0" • Lg,n,m(cg,n,m) is a chord diagram diffeomorphic to c^)n,m, by a diffeomorphism 
fixing the boundary circles of cg,n,m. Further Ey)Ujm also retracts on a • ^,n,m(cs,n,m) 
and, indeed, x »-* g • ig^n^m(rg^nirn(g~l • x)) is a retraction of Ê >n?m on cg^m. 

A proof similar to the one of Lemma 14.5 shows that we can form the quotient stack 
[Map(cg)n?m,X)/GE] induced by the above action on cg,n,m. In particular the action 
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of GE factors through an action of the orientation and circles preserving diffeomor-
phism Diff J(c0,n,m) group of cPjn?m. Note that the n disjoint circles are pointwisely 
fixed by an element of DiffJ(c^jri)m). It follows that this group actually acts on the 
disjoint union of the trees \J^C n m t (and preserving the circular vertices). 

Thus, applying Lemma 14.6 and its proof we get the diagram of pullback squares 
(14.3.5) 

Map(cp,n?m,X) 
rg,n,m 

Map(EPjn)m,X) 
Pin 

(LX)n 

P/GE 

[Map(c^,n5m,X)/Gs 
[r/GE] 

[Map(E^,n,m,X)/GE; 
Pin/G*] 

[ (LX )VGS] . 

For simplicity, we also denote pin the composition pin o rp?rl5m. This pullback square 
will allow us to reduce the statement of the lemma to an analogue statement with 
cg,n,m instead of E ĵn?m. Indeed, assume we have a class 

6Xg,n,m E H_dx(Mg,n,m)([map(cg,n,m,X)/GE [pin/GE] 
[(LXr/Gx]) 

such that P*G^ ( ^ n , m ) — ^,n,m- Then, since pushfoward and pullbacks commute in 
a bivariant theory (see Axiom A. 13 in Appendix B.2), we get that 

p*/GE([r/GE]*(6xg,n,m) rg,n,,m*(0xg,n,m). 

Thus to finish the proof of the Lemma, it suffices to define the class a*n m satisfying 
P*/G* ( ^ n . m ) = #*n,m (where 9fnrn is the class defined by the identity (14.3.2)). Tc 
do so, we follow the proof of Lemma 14.4 to get an orientation class 

0d/Gs G H-dx^^™] 
tEJ(cg,n,m) 

[Map(t,£)/GE] - [£v<c«.-~>/Gs]) 

Each tree is a deformation retract onto any of its circular vertex, hence we have, for 
each t G S^(c^?n>m), a factorisation 

[a№.».™>/GE] 
r ir* /GE 

W(c..n,m)[Map(t,S)/GE] 

dcg,n,m/GE 

A ( # V ( c 0 , n , m ) - # S T ( c g ^ r ^ r ^ [XV( cg,n,m)/GE] 

where the ^?/Ge are retractions. Note that, similarly to the proof of Lemma 14.5.3., 
there are topological stacks isomorphisms 

[XV( cg,n,m)/GE]=XV( cg,n,m)*[*:GE] 

and 
[Xy(c^n'm)/Gs] =iX^°B^m) x [ * / G s ] 
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since the action of G E on the circular vertices is trivial. Further, under this isomor­

phism, the map dCgnrnjG^ identifies with dCgnrn x id/<-s. Thus, by Proposition 7.7, 

an orientation class 6 (as the one given by Lemma 14.4) in H~dx^9>n,m)^^(cg,n,m) _ > 

£V(ca)n,m)^ determines an orientation 

e^ieH~dx^^(x^^m) x [ * / G E ] dca^xid£nc9,n,m) x [ * / G S ] ) . 

Further, it follows from the proof of Proposition 7.7 that the pullback P*G^(0 <8> 1) is 

the original orientation class 6. Taking, as in the proof of Lemma 14.4, 

(14.3.6) 
0d/GE 

> ? / G = ) . ( 0 ® 1 ) 

to be the pushforward of the orientation class 0 <g> 1, we see that 

(14.3.7) P / G S ( ^ / G S ) = 0dCgin,m> 

that is, the pullback (^ /Gs) is the class 9dCg n m of Lemma 14.4 (once again using 

that pullback and pushforward commute in a bivariant theory). 

Now, let us consider the following commutative diagram 

(14.3.8) 

Map(c<7,n,m,£) -
Pin (LX)n 

[Map(c5,„,m,£)/Gs] 
[pin/GE] 

[ (L£)" /Gs] 
p/GE 

ev v 

ev v/GE 

iEJ(cg,n,m) 
Map(£, X) 

dcg,n,m 
XV(cg,n,m 

\Cg ,71,171.) 
[Map(i ,£)/GE] 

dcg,n,m/GE 
[3£^.».-)/G?E] 

p/GE 

The bottom vertical and lower horizontal square are pullbacks and so is the top 

horizontal square. It follows that the front vertical square is a pullback too. We denote 

by ?^n,m the pullback ev^Gs(0dG;c) in 

H~dx Eg, nm) ( [ Map(c,,n,m, X ) / G E ] 
, [pin/Gs] 

[(L3£)7GE]) 

of the class (14.3.6) 

0 ^ G ^ - d x ( s 9 , n , m ) 

££^7"(Cg,n.,ra) 

[Map(t,3E)/Gs] - H . [3Ev(c«-->/Gs]) 
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defined above. By definition of 0^nrn (see identity (14.3.2)), one has the identities 

ug,n,m 
ev*c(0dcg,n,m) 

evV (P*/G*Wd/GJ) by relation (14.3.7) 

P*/G^(eYVG^0d/oJ) by diagram (14.3.8) 

P / G s (A9,n,m) 

which prove that the class o^nrn satisfies the expected identity and thus finishes the 
proof of the lemma. • 

Defining the homology conformal field theory and Proof of Theorem 14-2. — The 
inclusion of the outgoing boundary components JJ™! S1 £s ,n,m is also Gs-equiv-
ariant. Thus, similarly to the ingoing boundary case, we get a stack morphism 

[ / W / G s ] : [Map(Es,n,m,2)/GE] — • [(LX)m/GE]. 

Since Gs acts trivially on (L£)m, the terminal map GE —* { 1 } yields a stack mor­
phism 

[(L2)m/GE] - [{LX)m/{l}} Si (LX)m. 

By Section 9.1, the bivariant class cr^nrn given by Lemma 14.8, yields a Gysin map 

(<r*n,m)!: tf([(LX)7Gs]) ff([Map(E9>n,m,X)/GE]). 

Composing with the homology pushforward of the two preceeding stacks morphisms, 
we get, for every (isomorphism class of a) surface £ 9 , n , m , the following linear map: 

(14.3.9) ME , ,n.m:tf([(LS)7GS]) 

6xg,n,m 
iï([Map(E9,n,m,S)/GE] 

[ p o u t / G s ] 
* H([(LX)m/GB]) # ( ( L £ ) m 

This map indeed defines the (non-unital, non-counital) homological conformal field 

theory structure of H*(LX) asserted by Theorem 14.2 as we will now prove (recall 

from Lemma 14.5 that [(LX)n/GE] = (LX)n x [* / G s ] ) . 

Proof of Theorem 14-2. — We wish to define the d-dimensional homological confor­
mal field theory structure by assigning to any positive integer n, the graded space 
Hm((LX)n). First note that, by Lemmas 14.4 and 14.8, the map (14.3.9) above 

µMg,n,m:H°(H°([LX)n/GE))->H°+dx(Mg,n,m)((LX)m)) 

is of degree -dx(S^>n,m)« Further, since Gs = Diff+m(E5,n,m) acts trivially on the 
incoming boundary of £ 5 , n , m and thus on (LX)71, there is (see Lemma 14.5) a canonical 
isomorphism of topological stacks 

[ ( L X ) 7 G E ] ^ ( L £ ) " x [ * / G s ] 
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and thus natural isomorphisms 

H.([(LX)n/Gv]) = H.((LX)n) <g> H.{BG*) * H.((LX)n) ® ff.(OTn,m(E)). 

It follows that the maps /iEg,n,m induce, for any E^n.m G 9Jtn,m> a well defined m 

from H.((LX)n) to tf#((L£)m), which we still denote /xv . This map has t 

correct degree shifting with respect to the twisting local coefficient system det^ 

Further, since we are only considering closed boundaries, the bundle corresponding 

this local system is oriented by [32] and locally trivial over the category ^Kn,m by [2 

25]. It follows that in order to check that the rule n »-> H9((LX) ) together with t 

maps /isgnm defines a symmetric monoidal functor from ^^2et®d ^° ^ne ca^eSc 

of graded vector spaces (i.e. a non-unital non-counital d-dimensional homologi< 

conformal field theory), it suffices to check the behavior of the maps /xsfl,n,m ŵ  

respect to disjoint union and gluing of surfaces. This will be done below similarly 

the proof of associativity and coassociativity of the loop product in Theorems 1( 

and 12.5 as well as in Chataur-Menichi [16]. 

We first deal with the gluing of surfaces. Let E^)Tn € 9Jl̂ n and T,g,nrn G 9Jln 

be two surfaces. We denote 

GE = Diff+n(Effi/,n) and G's, = Diff+m(E5,,n>m) 

the corresponding diffeomorphisms groups. Since these groups are fixing the bound­
aries pointwise, it follows that we have an injective morphisms of topological groups 
G E x G'E, ^ #£'OE where #E0E' = Diff£m(£y,n,m ° ss,*,n) is the group of ori­
ented diffeomorphisms fixing pointwise the boundary of the surface E^, n m o E ^ n 

obtained by gluing Ep^n and E^, n m. For simplicity, henceforth, we denote EQ = 
T,'g,nrn o Ttg^n this gluing. Since the boundary circles are fixed pointwise, both 

GE x GE, and i?E'oE acts trivially on (LX)* and (LX)m so that we have stacks mor­

phisms [ ( L £ ) V G E x G'E,] (LX)\ [(L£)V#£'OE] — {LX)1 defined and that we 

have these equivariant maps is the same as the ones of Lemma 14.5 and Lemmal4.6). 

The morphism GE X Ge , i/E'o£ induces a commutative diagram of stacks 

[* /GE] x [*/G'E,] 

n 

o 
[ * / # E o E ' ] 

Ml,n *Mn,m o 
Ml,m 

and a similar diagram after passing to homology with twisted coefficient. We thus have 

to prove that 0A*E0 ,n = t1^ • The above group morphism GE XG'y, ^ i i s 'oE 
g' ,n,m 9' ' 2->o 

induces an action of GE X Ge, on Map(EQ,3£) and a diagram of Cartesian squares 
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(applying, mutatis mutandis, the proof of Lemma 14.6) of topological stacks 

(14.3.10) Map(£0,£) 
Pin 

(LX)' 

[ M a p ( E 0 , 2 ) / G E x G s , ] 
\pin/GvxG' 1 

[ ( L 2 ) 7 G e x G'S,] 

[Map(S0)3£)/FE-oE] 
[p in /^s 'os ] 

• [(Lxf/Hvov]] 

Furthermore, the group G E X G e , also acts on Map(E5j^?n, X) (through the above 

action of Ga and the trivial action of G E , ) and similarly on Map(£^, n m, £ ) . Since 

¿ 0 = S^, n moE^^5n is obtained by glueing Hp ,̂n on Y,'g, n m along the n-disjoint circles 

of their common boundaries, applying Lemma 5.2 and (the proof of) Lemma 14.6, we 

get another Cartesian square 

(14.3.11) 

[Map(£0,£)/GE xG's ,] 
res in /GsxG^, 

[ M a p ( £ ^ , n , £ ) / G E x G ' s , ] 

résout, 

[MaP(E; ,n im,^) /GsxG's , ] 
[ p i „ / G E x G ^ / 

[(LX)n/GE x G's,] 

of stacks (also see [ 1 6 1 ), where resin is the restriction map induced by the inclusion 

^g,£,n • EQ. 

The inclusion of the outgoing boundary of E^?n induces a stack morphism 

pmid: [Map(E^ ,N,£ ) /GE x G'S,] - [ ( L £ ) 7 G E x G'S,] - [ ( L * ) 7 G ' S , ] 

since the group GE acts trivially on (L3£)n. Similarly, we have a topological stacks 

morphism 

pout: [Map(E;,iniro,£)A%,] - [ ( L 2 ) M / G S , ] -> (L*)"\ 

pout: [ M a p ( È 0 , X ) № o s ] - [ ( L X ) m / i ï E , o E ] - > (LX)m 

and a composition of morphisms of topological stacks 

rèsout: [Map(E0,X)/GE x G'E,] — [Map(E', , £ ) / G E x G'E,] 

[Map(E;,)n]m,^)/GE,]. 

By Lemma 14.8 applied to the surfaces E^^>n, E^, n m and EQ, there are bivariant 

classes o-^n, cr'^,nrn and a* inducing (as for the definition of / i E g n m ) , respectively, 
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the Gysin maps 

(14.3.12) (afAJ: Я ( [ ( Ь * ) * / С Е ] ) - Я([Мар(Е,Лп, X) /GE] ) , 

(14.3.13) (a'*>n?m)!: H([(LX)n/G'v]) - Я([Мар(Е,, |П,т,X)/G'E,]), 

(14.3.14) (5*)! : H([(LX)£/Hv0z]) ^ Я([Мар(Е0,Х)/ЯЕ,оЕ]). 

The first Gysin map above is equivariant with respect to the action of GE, since this 
group acts trivially on Е^^)П, thus passes to quotient stack to define a Gysin map 

(14.3.15) (<rfTTJ: H([(LX)e/Gz x G'E,]) - tf([Map(E9,,,n,2)/GE x G'E,]). 

Further, the proof of Lemma 14.8 applied to Ep^n with respect to the action of the 
group GE x GE, (and not the full ЯЕ/оЕ) also yields a bivariant class 0* G, and 
an associated Gysin map 

(14.3.16) {d^xG,J: Я([(Ь£)'/СЕ x G'E,]) - tf ([Map(E0)£)/GE x G'E,]). 

The Gysin maps (5GsxG, )! (morphism (14.3.16)) and (<T*^n) ! (morphism (14.3.15)) 
are related as follows. We choose c^,n to be a chord diagram associated to Е^)П, 
cp',n,m to De associated to %g>,n,m and cp+y/̂ >m = с'д,пт о cp^?n the one associated 
to EG obtained by gluing the two previous ones (see [20] for the composition of chord 
diagrams). By construction (i.e., use of Lemma 14.8), the bivariant class is ob­
tained as a class whose pullback along the stack morphism (LX)^ —> [(LX)^/GE xG's,] 
is rg/,n,*(Qfe n) where 6*^n is given as in Formula (14.3.2) and Lemma 14.4. Sim­
ilarly, the bivariant class &G^xG, is obtained as a class whose pullback along the 

stack morphism (LX)£ -> [(LX)^/GE x G'E,] is rg+g<^^(6*^, irn), where, again 
the class 0^+д,ггп is given by Formula (14.3.2) and Lemma 14.4. 

We now relate the classes 0^д/£ш and 0^in. The chord diagram cg+gtArn has 
^-disjoint circles, a set of disjoint trees f7(cgj,n) (corresponding to to the trees of cg^,n) 
and an additional set of disjoint trees ^ ' ( С 0 ' , п , т ) sucn that the uni°n &(cg+g',£,m) — 
?7(cg,e,n) Ц ^'(c'g',n,m) *s the set °f trees associated to сд+д1^ш. We define similarly 
the set of circular vertices V(cp>£>n), У' (c'g, n m) and У(сз+д/^т). We thus get a 
diagram of pullback squares (obtained as for the square (14.3.1)): 
(14.3.17) 

Map(cP+<7/^M,£) 
reS?n 

Map(c^?n>m,X) - (LX)n 

ev v' ev— 

tEJ(cg+g',l,m) 
Map(£,X) X V'(c' g',n,m) 

tesr(cgtn,m) 

Map(t, X) XV&9+g',t,rn) 
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The left Cartesian square above (14.3.17) and the proof of Lemma 14.4 gives us a 

bivariant class 

0£sfn = evr (^re8cn) e H(Map(fig+g*Am,X) ^ Map(cp,n,m,£)) 

Since the classes 0^+g,irn and 0^in are also induced by pullbacks along ev - of classes 

given by Lemma 14.4 (corresponding to the bottom line of (14.3.17) and the various 

chord diagrams involved here), it follows from the functoriality of pullbacks (Ax­

iom A.3 in Appendix B.2) that 0f+g,tlim = 0 * ^ • 0*en. 
Since the following diagram (induced by the various restriction maps) 

Map(E0,X) 
resin 

- Map(E<^,n,£) 

rg+g',e,m rg,e,n 

Map(cg+g>ArnjX) 
rescin 

Map(cp^n,X) 

is commutative, it follows that 

rg+g',l,m,*(0xg+g',l,m) rg+g',l,m,*(0?eBfn) ' r9An,*(0f,£,n)' 

Unfolding the argument of the proof of Lemma 14.8, we get that the bivariant class 

rg+g',£,m,*{0*e8? ) 1S ̂ ne pullback of a class 

ofeSin e J ï([Map(E^,n,£) /GE x G'E,] 
[resin/GsxG^] 

[Map(E0,X)/Gs x G ' i 

and further that the Gysin maps induced by the classes ^Q^XG' » a ^ , n an(^ ^ s i n 

satisfy the identity 

(14.3.18Ì (6xGE*G'E')! ( ^ s i n ) ! ° ( ^ , n ) ! -

Now, using the above defined maps, we can consider the following diagram 
(14.3.19) 

H([(LX)€/GvxG'v] 
(6xg,l,n) 

lfr([Map(Eyfi,n,X)/GExG,E,j) 
Pmid* 

H([(LX)N/G^]) 

(6xGE*G'E' 
(6xresin)! (2) . v g',n,m 

ff([Map(E0,X)/GE xG'E,]' 
resout* 

//([Map(E;/)n>m,X)/G/s,]) 

m (3) Ipout* 

H([LX)l/HE'oE]) 
(6xo)! 

iî([Map(Ëo ,3E)/ffE'oS]) 
Pout* 

H ( ( L I ) " ) 

The left vertical map ad the bottom line represents the map //E/ 0E0 , n while 

the top line and right vertical composition represents the composition /xE/ o//s 
g' ,n,m 9' ' 
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Thus to prove the glueing property, it is enough to show that the diagram (14.3.19) 
is commutative. The commutativity of the upper left triangle is precisely iden­
tity (14.3.18) above. The commutativity of the trapezoid labeled (1) follows from 
the tower of pullback squares (14.3.10) and naturality of Gysin maps with respect to 
towers of pullback squares, since all the classes involved are obtained by pullback from 
a class induced by Lemma 14.8. The commutativity of the square labeled (3) follows 
from the fact that the restriction to the outgoing boundary of EQ coincides with 
the restriction to the outgoing boundary of E^, n m. Finally the square labeled (2) 
is commutative thanks to the naturality of Gysin maps applied to the Cartesian 
square (14.3.11). 

We are left to the case of disjoint union of surfaces, that is, to prove that 

µEg,n,m ||E'g',n',m' = # µEg,n,m ¤ µE'g',n',m' 

where the sign is induced by the Koszul rule and the local coefficient det®6*. The 

sign follows as in [16, 24, 25, 32]. Let c(#,n, ra) and cf(gf,n',ra') be chord di­

agrams representing respectively EP)n)Tn and E^,n,m,. Then the disjoint union 

c(g,n,m)]Jcf(g,,n,,mf) is a chord diagram representing EPjn>m JJE^, n, m, and 

moreover, the diffeomorphism group Diff^+n, m+m,(EP5n}Tn ]J E^, n, m,) is the Carte­

sian product of Gs = Diff+m(E5,n,m) and GE/ = Diff+ m,(E^, n, m,)- Let 0dcgnm and 
0d , be the respective strong orientation classes given by Lemma 14.4 applied 

c / / / 
g' ,n' ,m 

to E ,̂n,m and E^, n, m,. For simplicity we simply denote E = E5)n?m, E' = E^, n, m,, 
c = Cg^n^m and c' = cg,n/rn,. Since we are working over a field, by Proposition 7.7, 
we get that the tensor product 

Od 
acg,n,m 

0d 

g' ,n' ,m/ 

^-dx(z;]Jz; ' ) 

<7(C;Qc': 
Map(£,£) 

dcxdc, XV(c||c') 

identifies with the class 0d TT given by Lemma 14.4 applied to the sur-
I I g' ,n,m' 

face E5)n?m U ^g',n',m'- This is a consequence of the fact that this class is induced by 
taking the products of the diagrams inducing 0dc and 6d , . I t follows that 

g' , n / , m ' 

the same property holds for the classes obtained by applying Lemma 14.8, namely 
<rf+g>,n+n',m+m> = af,n,m ® < ^ n , m - Further the restriction to the incoming and out­
going boundary yields a commutative diagram 

(LX)n+n/ 
Pin 

Map(£ff,n>m 
g ,n , m ' ' 7 

Pout 
• (LX)m+m' 

= = = 

(LX)n x (LX)" ' 
Pin X Pin 

Map(S5,n,m,3t) x Map(£', , „X) 
Pout X Pout 

(L2)m x (L3£)m'. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2012 



120 C H A P T E R 14. H O M O L O G I C A L C O N F O R M A L FIELD T H E O R Y 

It now follows similarly to the case of the glueing of surfaces (and actually more 

easily) that the operation µEg,n,m ||E'g',n,m is µEg,n,m ¤ µE'g',n',m'. 

Now we only need to identify the operations of the B F-structure and Frobenius 
structure with the one given by the homological conformal field theory we just defined. 
By [16, 31, 32], we know that the BF-operator H*(LX) —» if#+i(LX) is induced by 
the generator of degree 1 in the homology if#(9PTi5i) corresponding to the diffeomor-
phism of a cylinder given by the Dehn twist along a generator of the degree 1 homology 
of the cylinder £o,i,i- In other words, this generator is induced by the fundamental 
class of S1, and passing to the quotient stack Map(£o,i,i, X) —> [Map(£o,i,i, X)/S1], 
we see that the action of this generator on pout (Map(£o ,i ,i, X)) = LX coincides with 
the operator D of Theorem 13.2. 

Now the product and the coproduct are respectively given by pair of pants (with 
different incoming and outgoing boundaries). The first one correspond to the chord 
diagram with two circles and one edge connecting them while the second one cor­
respond to the chord diagram with one circle and one diameter. They are given by 
degree 0 homology classes in Hm(^Ol2,i) and H9(9Jli^), thus to identify them, it is 
enough to consider the Gysin maps obtained via Lemma 14.4 before passing to the 
quotient by the diffeomorphim groups. Unfolding the proof of Lemma 14.4, we see that 
these Gysin maps coincides with the ones defining the loop product in Section 10.1 
and loop coproduct in Theorem 12.5. • 
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CHAPTER 15 

REMARKS ON BRANE TOPOLOGY FOR STACKS 

Brane topology, as coined by Sullivan and Voronov [23], is an higher dimensional 
analogue of string topology defined for free mapping sphere spaces instead of free 
loop space. Many aspects of Brane topology for manifolds have been studied in [15, 
23, 38, 42] for instance. Roughly, Brane topology is concerned with the algebraic 
structure of the homology of Ms = Map(5n,M), where M is an oriented manifold 
and Sn the standard n-dimensional sphere. In this section we sketch how to apply 
our general machinery to define Brane topological operations for oriented stacks. 

By Proposition 5.1, for any topological stack X, the mapping stack Map(£n,X) is 
a topological stack. Here Sn is the n-dimensional sphere. Let evo: Map(5n,X) —• X 
be the map induced by the evaluation in 0, the based point of Sn. There is a standard 
pinching map ps^ ' Sn —• Sn V Sn obtained by collapsing an equator to the based 
point. This map is homotopy coassociative. By Lemma 5.2, if X is Hurewicz, there is 
a Cartesian square 

Map(Sn v S n , £ ) ^ Map(5n,X) x Map(Sn,£) 

ev0 X ev0 

X 
A 

>- X x X 

and thus, if X is oriented of dimension d, a Gysin map A!: ##(Map(S'n,X) x 
Map(5n,X)) -+ #._d(Map(5n V 5n ,X)) . Composing A! with the map induced by 
the pinching map ps^, yields the brane product 

(15.0.20) * s » : i f (Map(5n,X))02 # (Map(Sn ,X) x Map(Sn,X)) 

A! 
#(Map(Sn VSn,X); 

(Psn)* 
tf(Map(Sn,X)). 

Proposition 15J. — Let X be an oriented stack of dimension d. The brane product 
makes the shifted homology M#(Map(S'n,X)) = ##+d (Map(S 'n , X)) a graded commu­
tative algebra. 
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Proof. — The argument is the same as the ones of the proof of Theorem 10.1 and 
Proposition 10.9. • 

Remark 15.2. — The brane product (15.0.20) can be "twisted" by a class a G 
0n>o#n(Map(Sn V Sn,£)) similarly to the loop product as in Section 10. The 
analogue for brane product of Theorem 10.3 holds true, the proof being the same. For 
instance, the twisted brane product is associative if the class a satisfies the 2-cocycle 
condition (10.1.3). 

Let <j)k : Sn —• Sn be the kth-iterated power map defined by the composition 

(15.0.21) (j)k: Sn 
p(fc) 

k 

i=1 

Sn Vid Sn 

where p<*>: Sn - » V Sn is the ^-iterated pinching map and V id : V Sn Sn is the 
identity on each sphere of the bouquet y Sn. The map <j)k induced by precomposition 
maps Xk: Map(Sn, X) -> Map(S'n, X) , / Xk(f) = / o (/>k. We have 

(15.0.22) Xko\e = Xk£. 

Theorem 15.3. — Let X be an oriented (Hurewicz) stack of dimension d and assume 
n>2. Then the maps Xk: H#(Map(Sn, X)) - » H#(Map(5n, X)) are maps of algebras 
(for the brane product ) . 

Moreover, if the ground ring k contains Q, there is a decomposition 

HL(Map(5n,£)) 
•M. .A. 

i>0 

Hi°(3£), 

where M^(X) is the eigenspace of Xk (with eigenvalue kl), that makes ^H#(Map(Sn,3t)),*5n j 

a bigraded commutative algebra (with respect to the shifted total degree and the grading 

induced by the decomposition). 

Proof. — By identity (15.0.22), the maps Xk: Map(5n, X) -> Map(5n, X) equip 
M#(Map(«S'n, X)) with the null multiplication (and not the brane product *sn) a A-ring 
with trivial multiplication as in [44]. The existence of the decomposition then follows 
from standard properties of A-ring, see [5, 44]. Thus in order to prove the Lemma, 
we are left to prove that the maps Afc are maps of algebras with respect to the brane 
product. This is an easy consequence of the commutativity of the following diagram 

(15.0.23) 

H ( M a p ( 5 n ] j 5 n , X ) ) 
A! 

^ /f(Map(5n V SN,X)) 
p(2) 

^ Map(5n,3t) 

(Vid)TT(Vid) I ( V i d ) V ( V i d ) v id 

tf(Map(V-=i5nUVLi5n>*)) 

A!V?=1 Sn 

H [ Map ((v;=1 sn v (v;=1 SN),X) ) 
> V-(2 

M a p ( \ / SN,X) 

p(k)||p(k) p(k)vp(k) 

H(Map(5n]j5n,3e)) A! 
i î ( M a p ( S n V 5n,3t)) 

p(2 

p(k) 

Map(5n,3e) 
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where the Gysin map A' /k is obtained as the pullback by 
V x = i 

evo x evo: Map 
k 

x v 
Sn 

k 

L X V 

2=1 

I Sn),X) - > X x X 

(the evaluation at the base points of each component) of the diagonal A : X —» X x X. 
Let 

\ / p ( 2 ) : Map 
k 

i=l 
Sn) 

k 

i=l 

Sn),X k 

i=l 
Sn 

be the map obtained by applying a permutation on the bouquet of spheres (so that 
the first and k + 1-sphere are put next to each other, and then the second sphere with 
the k + 2-sphere and so on) and then applying p^ fc-times. It follows immediately 
from this definition that the top right square of diagram (15.0.23) is commutative. 
The left squares are seen to be commutative by applying the naturality of Gysin maps 
as in the proof of Theorem 10.1. The maps 

p{k) 0 V p ( 2 ) . M a p ( 
k 

i=l 
Sn) 

k 

- v 
i=l 

Sn),X) ->Map(S'n,X) 

and pW o (p(fc) V p ^ ) involved in the lower right square of diagram (15.0.23) are 
not equal. However, since n > 2, they are homotopic to each other (the proof being 
similar to the commutativity of the higher homotopy groups). The result follows. • 

Remark 15.4. — In view of Section 17.1, Theorem 15.3 holds for oriented manifolds, 
which did not seem to be known in the literature according to the authors knowledge. 

The brane product described above shall belong to a bigger algebraic structure. 
Namely, we believe that the following 

Claim . — Let X be an oriented Hurewicz stack of dimension d. Then M# ( Map(5n, X)) 
is an algebra over the homology Hm ("Sac^) of the n-dimensional cacti operad "6ac^ 
(see [23, 62] for the definition). 

is true for stacks (the corresponding property for manifolds is due to Sullivan-
Voronov [23]). 

The case n = 1 follows from Theorem 14.2 since the operad H%(*gac^) is the 
Z?F-operad (see [23, 31, 54]). (Indeed, 1-dimensional cacti can be seen as special 
kind of chord diagram). 

We believe the methods introduced in Section 10 and Section 14 could be applied 
to prove the above claim provided one has a model for the n-dimensional cacti operad 
in which cacti are obtained by gluing the various lobes using trees. 

Remark 15.5. — According to a result of Sullivan and Voronov [23, Theorem 5.1.1], 
there is an isomorphism of operads between Hm ( g W n ) ) and the homology operad 
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iJ#(2){r) of the framed little n-dimensional disks operad 2){r (studied in detail 
in [54]). Hence the claim, if proved, implies such a structure on H # (Map(5n, X) ) . 

Remark 15.6. — As in [23], one can prove that the claim follows from a n-dimen­
sional cactus algebra structure of the free sphere stack Map(S'n, X) in the category 
of correspondences of topological stacks (and not of topological stacks). This category 
Cor has Hurewicz topological stacks for objects and morphisms from X to 2) given 
by diagram X <— 3 —• ?)• The composition is defined by taking pullbacks. The proof 
of [23] applies verbatim to the framework of stacks. However, applying this idea to 
pass to homology is rather subtle as one needs to be careful with Gysin maps and do 
not seem to be straightforward. 
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CHAPTER 16 

ORBIFOLD INTERSECTION PAIRING 

In this Section, unless otherwise stated, X will be an almost complex orbifold. 
Then AX is again an almost complex orbifold. In particular, X and AX are oriented 
orbifolds. Care has to be taken, because even if X is connected and has constant 
dimension, AX usually has many components of varying dimension (the so-called 
twisted sectors). Using the (almost) complex structure and our bivariant theory, we 
will define a refinement of the hidden loop product, which is the (Poincaré) dual of 
the orbifold cup-product [17]. 

Warning 16.1. — In this section, all (co)homology groups are taken with coefficients 
in C, the field of complex numbers. In particular, this is true for singular homology 
Ì2 . (X) , de Rham cohomology (denoted H^R(X)) and compactly supported de Rham 
cohomology (denoted H^R C(X)). 

16.1. Poincaré duality and orbifolds 

For (any) oriented orbifolds, there is the Poincaré duality homomorphism £P : 
Hi(X) —» Hd~l(X), see [6]. Here X is an oriented orbifold which has constant (real) 
dimension d = dim(X). Let us recall briefly the definition of the Poincaré duality ho­
momorphism, see [6] for details. There is the canonical inclusion Hi(X) ( fP(X)) 
which is an isomorphism if Hi (X) is finite dimensional. Since X is of dimension d, there 
is the Poincaré duality isomorphism —* HDR C> see t̂ l* Let mc: ^DR C(^) 

H^R(X) be the canonical map. The Poincaré duality homomorphism $ is the com­
position 

(16.1.1) Hi(x) — ( i f (* ) )* ^ № R ( * ) ) * tff^yx) 
^ #DR*(X) Hd-\X). 

If the orbifold X is proper, then @\ i f . (X) —• Hd *(X) is an isomorphism. 

Recall that the inertia stack AX usually has many components of varying dimen­
sion. The inverse map J: AX —> AX is the isomorphism defined for any object (x,(p) 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2012 



126 C H A P T E R 16. ORBIFOLD INTERSECTION PAIRING 

in AX, where x is an object of X and ip an automorphism of X , by / (# , ip) = (x, <£-1). 
In the language of groupoids, if X is presented by a Lie groupoid X , the map I is 
presented by the map (7,0:) 1-* (7"1,/?) for any (7,0:) G SX xXo X\. 

The age is a locally constant function age: AX —• Q. If X = [M/G] is a global 
quotient with G a finite group, then 

AX = 
\geG 

M9 ] /G 

and for x e M5, the age is equal to ^ kj if the eigenvalues of g on TXM are exp(2z7rfcj) 
with 0 < kj < 1. The age does not depend on which way X is considered as a global 
quotient. So it is well-defined on AX for any arbitrary almost complex orbifold, because 
any such X can be locally written as a global quotient [M/G]. Similarly, the dimension 
is a locally constant function dim: AX —> Z . The age and the dimension are related 
by the formula (for instance see [17, 27]) 

(16.1.2) dim = d — 2 age — 2 age o I 

where J: AX —> AX is the inverse map (as above). The orbifold homology of X is 

H°rh(X) = iÎ3r#_2ageo/(AX) 
qeQ 

) H»-2q ([AX]ageo/=g) 

where [A3£]age=n is the component of A X for which the age is equal to n. In plain 
english, we define the orbifold homology of X to be the homology of AX with a local 
degree shifting given, on a component of a certain fixed age, by — 2age o I. According 
to Formula (16.1.2), the local degree shifting is also equal to dim — d + 2age. 

The orbifold cohomology is H*rh(X) = H—2age(AX) (see [17, 27]). Note that the 
shift of degrees are not the same, but rather are Poincaré dual. Indeed, since AX is an 
oriented orbifold, there is the Poincaré duality homomorphism fP\ H9(AX) —> H*(AX) 
obtained as the composition (16.1.1) above on every connected component of AX. 
Since AX has in general several connected components of different dimensions, this is 
not a graded map with respect to the usual grading. However, we have the following. 

Lemma 16.2. — The Poincaré duality homomorphism 

H .(AX] 
P 

Hm(AX) 

maps H°Th(X) into H^rhl(X). We call it the orbifold Poincaré duality homomorphism 
g>^:Horb{x)^ Hdorb -iix) 

Proof. — It follows from Formula (16.1.2). • 

ASTÉRISQUE 343 



16.2. ORBIFOLD INTERSECTION PAIRING A N D HIDDEN LOOP P R O D U C T 127 

16.2. Orbifold intersection pairing and hidden loop product 

Recall that, if X is a manifold, then the homology H9(X) has the intersection pairing 
and the cohomology H*(X) has the cup-product. The Poincaré duality homomorphism 
is an algebra map. However, if X is not compact, the intersection ring and cohomology 
ring may be very different from each other (for instance, if X is not compact, Hm(X) 
has no unit). 

Chen-Ruan [17] defined the orbifold cup-product on the cohomology H*rb(X) of 
an almost complex orbifold X, generalizing the cup-product for manifolds. We will 
define the analogue of Chen-Ruan orbifold product in homology. Our construction 
generalizes the intersection pairing for manifolds. Note that we do not assume our 
orbifolds to be compact. 

Our definition of the orbifold intersection pairing is as follows. There are the canon­
ical maps j : AX xxAX —• AX x AX and m : AX x% AX —> AX (see Section 11.1) and 
a Gysin homomorphism j1 : H(AX x AX) —• H(AX x% AX) (in homology) because j 
is strongly oriented. Note that this Gysin maps is not the same as the one obtained 
by pulling back (as in Section 11.1) the orientation class of the diagonal X —> X x X 
in general. 

The main ingredient in the definition of Chen-Ruan orbifold cup-product is the so 
called obstruction bundle whose construction is explained in detail in [17] and [27]. 
Another very nice reference for this is [40]. The obstruction bundle is a bundle over 
AX Xx AX denoted Ox- We denote tx = e(Ox) the Euler class of Ox- The orbifold 
intersection pairing is the composition: 

(16.2.1) H(AX) <g> H(AX) X 
H(AX x AX) 

j' 
H(AXxxAX) 

^ex 
H (AX x x AX) 

m* 
H(X). 

Theorem 16.3. — Suppose X is an almost complex orbifold of (real) dimension d. 

1. The orbifold intersection pairing defines a bilinear pairing 

Hiorb(X) ¤ Hjorb(X)->H??-d(X) 

2. The orbifold intersection pairing (ni is associative and graded commutative. 
3. The orbifold Poincaré duality homomorphism £P°rh : H°Th(X) —> H^*(X) is 

a homomorphism of C-algebras, where Hd^*(X) is equipped with the orbifold 
cup-product [17]. 

Recall that graded commutative means that, for any x G i^([AX]ageoi=fc) C 
Hflh2k(X) and y G ^ ( [ A X ] a g e o / ^ ) C # ° ; y X ) , one has 

x^y=(-l)^2k^+2^y (n) x. 

Proof. — 1. By Riemann-Roch, the obstruction bundle Ox satisfies the following 
well-known formula (see [27] Lemma 1.12 and [17] Lemma 4.2.2): 

(16.2.2) rank(Dx) = 2(age o pl -f age op2 — age o m) + dim2 — dim om 
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where pi,p2 • AX X x AX —• AX are the projections on the first and second factor 

respectively, dim2 : A X x ^ A X —• Z is the dimension function of the orbifold A X x ^ A X 

and rank : Ox —• Z is the rank function of the vector bundle Ox (as a real vector 

bundle). Since j : A X A X —• AX x AX has codimension equal to dim op1 +dim op2 — 

dini2, the result follows from Formula (16.2.2) and Formula (16.1.2). 

2. Since flip (Ox) — Ox (for instance see [27]) and tx is of even degrees (thus 
strictly commutes with any class), the commutativity follows as in the proof of 11.1. 
It remains to prove the associativity. Consider the Cartesian diagrams 

(16.2.3) AX x r AX x AX 
.7(12)3 ^ m i 2 

AX xx AX xx AX AX x AX 

mi2 3 
AX xx AX 

(16.2.4) A X x A X x x A X 
il(23) m23 

A X x x A X x x A X AX x AX 

m23 3 
A X x x AX 

The map j ( i 2 )3> j i ( 2 3 ) are the canonical embeddings induced by j : AX X x AX —• 
AX x AX (applied, respectively, to the last two and first two factors). The maps ra^+i 
(¿ = 1,2) are induced by multiplication of the components i, i +1. Similarly we denote 

Pij : AX X x AX X x AX —> AX, i ^ j 

the map (pi,Pj) induced by the projections on the component i and j and 

j i 2 = j x id : AXx3 -> AX xx AX x AX, 

J23 = id x j : AXx3 —» AX x AX xx AX 

the respective embeddings. The excess bundle £12 associated to diagram (16.2.3) is 

defined as follows . There is a canonical map from the normal bundle Nj{12)3 of 

AX x x AX xx AX H™)3 AX xx AX x AX 

to the restriction m\2Nj of the normal bundle of A X x x A X AX. By definition <£i2 = 

Coker(iVj(12)3 Tn*2Nj). Similarly, there is the excess bundle (£23 = Coker(iy?(1(23) 

m^Nj) associated to diagram (16.2.4). The proof of Theorem 10.8 together with the 
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commutativity of tx with any class, shows that 

(a ini ß) ini 7 ra* (jl(rn12*(j[2(a x /? x 7) ̂ Pi2^x)) H e*) 

m* (mi2*(i(i2)3!((il2(« X ß X 7) rip^c*) H e(Ci2)) n ex) 

mi2) (j{2)'(a xßxj) np*12tx H e(«i2) H ro^e*) • 

The second line follows from the excess bundle formula (see Proposition 9.5) applied 

to diagram (16.2.3). Similarly, 

a ini (ß ini 7) mí2) ( i (2 ) ! (a X /? X 7) Hp*23tx n e(e23) H m*3e*) . 

Hence we need to prove that the bundles Ox and (Bij satisfy the following identity 

(16.2.5) p\2(Ox) + m\2(Ox) + C12 = p^CO*) + ro£3(Os) + ̂ 23 

in the if-theory group of vector bundles over AX x x AX x x AX. 

The main property of the obstruction bundle Ox is that it precisely satisfies an 

"affine cocycle condition" see Equation (16.2.9) below. In fact, there are two Cartesian 

squares (for i = 1,2), analogous to (16.2.3), (16.2.4) 

(16.2.6) AX xx AX 
pu+i m 

AXxxAX xxAX AX 

mii+1 ^Pi 

AXxxAX 

Since pi2 = pi2 o <7(12)3 and p\ = p\ o j , it is easy to check that the "excess" bundles 
associated to diagram (16.2.6) for i = 1,2 coincide with (£i2 and £23 respectively. 
Indeed, we have the following identities 

(16.2.7) £12 = pl2m*TAX + TAXXXAXXXAX - pl2TAXXXAX - m*12TAxxxAx, 

(16.2.8) (823 =_P23M*^A£ + TAXxxAXxxAX - P22^AXxxAX ~ ^23TAXxxAX-

in the iif-theory group of vector bundles over AX AX x ^ AX. It follows from 

Lemma 4.3.2 and Proposition 4.3.4 in [17] (also see Lemma 1.20 and Proposition 1.25 

of [27] for more details) that Ox satisfies the following "associativity" equation 

(16.2.9) P*12($x) + m*12(Ox) + C12 = P23(Ox) + m23{Ox) +£23 

in the K-theory group of vector bundles over AX Xx AX Xx AX. This is precisely 

identity (16.2.5); the associativity of (n) follows. 

3. Since dim : AX —> Z is always even, CP commutes with the cross product. Using 

general argument on the Poincaré duality homomorphism in [6], Proposition 9.3 and 

tubular neighborhood (see Section 8), it is straightforward that $ o f = f*£P for 
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130 C H A P T E R 16. ORBIFOLD INTERSECTION PAIRING 

any strongly oriented map of orbifolds / : X —> 2). Hence the following diagrams are 
commutative 

i f * ( A X ) ® i f * ( A X ) 
X 

H'(AX x AX) 
j* 

H*(AXxxAX) 

A p A 

H,(AX) ® H.(AX) 
X 

H J AX x AX) 
3 

H,(AXxxAX), 

H*(AXxxAX) 
Uex 

H'(AXxxAX) 
mi  

H'(X) 

A 9>\ 9\ 

H.(AX xx AX) 
Hex 

H.(AX xx AX) 
ra* 

H.(X). 

Now the result follows from Lemma 16.5 below. • 

Remark 16.4. — If X is compact, the orbifold Poincaré duality map is a linear iso­
morphism, thus an isomorphism of algebras according to Theorem 16.3.3. 

Lemma 16.5. — The Chen-Ruan orbifold cup-product [17] is the composition 

if* (AX) ® i T (AX) i f (AX x AX) if* (AX xx AX) 

Uex 
H*(AX xx AX) 

ra' 
if* (AX). 

Proof. — The Chen-Ruan pairing in [17] is defined, for compact orbifolds, by the 
formula 

(16.2.10) ( t t U o r b M o r b 
JAXXXAX 

PÎ(a)Up3(j9)Um*(r(7))Uex. 

Until the end of this proof, let us write /x for the pairing given by the formula of 
Proposition 16.5. We compute (/i(a, /3),7)orb- Denoting JAX the orbifold integration 
map defined in [17], we find 

(/i(a,/3),7)orb 
'AX 

Ai(a,/3)ur(7) 

'AX 

m!(pï(^)Up;(/3)Ue3e)ur(7) 

J AX 
ml(pt(a)Up'2(p) U tx Urn*( /*(7) ) ) 

*AXxxAX 
PÎ(a)Urf(/3)Um*(r(7))Uex. 

By nondegeneracy of the orbifold pairing, we get a Uorb P = M(a5 @ ) -
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Similarly to the twisted hidden loop product 11.1, we now introduce orbifold in­
tersection pairing twisted by a cohomology class. 

Definition 16.6. — Let a e if* (AX xxAX) be a (not necessarily homogeneous) coho­
mology class. We define the orbifold intersection pairing twisted by a, denoted ffila, to 
be the composition 

# ( A X ) <g> H (AX) H(AX x AX) 

H(AXxxAX] 
n(e*Ua) 

H(AXxxAX) ra* H(X). 

For a vector bundle <£ over AX AX, we call fn)6^ the orbifold intersection pairing 
twisted by (£. 

With similar notations as for Theorem 10.3, we prove the following. 

Proposition 16.7. — 1. If a satisfies the cocycle condition: 

p*12(a) U (m x l)*(a) = p*3(a) U (1 x m)*(a) 

in #* (AX xx AX xx AX), then fnY*: tf (AX) <8> H(AX) -> H(AX) is associative. 
2. If (B is a bundle over AX xx AX which satisfies the cocycle condition 

(16.2.11) p*12(<B) + (m x 1)*(<5) = p*23(<E) + (1 x m)*(<£) 

in the К-theory group of vector bundles over AX xx AX xx AX, then is 
associative. 

Proof. — It follows as Theorem 11.3 and Theorem 16.3.2. • 

We will now explain the relationship between the hidden loop product and the 
orbifold intersection product. Namely, the first one is obtained by twisting the second 
one by an explicit vector bundle over AX xx AX. 

The inverse map I: AX AX induces the 'Inverse" obstruction bundle Dxx = 
(I xx I)*(QX) which is also a bundle over AX xx AX. We let У1Х be the normal 
bundle of the regular embedding AX x ^ AX —> AX. 

Theorem 16.8. — For any almost complex orbifold X, the hidden loop product co­
incides with the orbifold intersection pairing twisted by O^1 0 У1Х, i.e., for any 
x £ H.(AX), 

x*y = xñ<°*' ®**> y. 

The proof will reduce to the following two lemmas. 

The first lemma relates the hidden loop product with the Gysin homomorphism 
j - : H(AX x AX) —• H(AX xx AX) and yet another canonical bundle on AX xx AX. 
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We define the full excess bundle $x as the excess bundle associated to the Cartesian 
diagram 

AX 
PI ev 

AXXAX X 

P2 - ev 

AX 

i.e., $x = Coker (NAXxxAxîiAX ^ N ^ ) . 

Lemma 16.9. — Let X be an almost complex orbifold. The hidden loop product * : 
i f (AX) ® i f (AX) —• i f (AX) is equal to the composition 

i f (AX) ® i f (AX) i f (AX x AX) i f (AX xx AX) 

^e(Fx) H(AXxxAX) i f (AX). 

Proof. — Apply the excess formula (Proposition 9.5). C 

The next Lemma relates the four bundles introduced above. 

Lemma 16.10. — The obstruction bundle satisfies the identity 

Dx+Nx+D?=Fx 

in the K-theory group of vector bundles over AX AX. 

Proof. — Recall that Dx is solution of the Equation (16.2.9): 

PUPX) + ™ 1 2 ( £ * ) + «12 = P*23(&X) + ™ 2 3 (Ox) + « 2 3 

in the if-theory group of vector bundles over AX x x AX x x AX. 

For any permutation r G S 3 of the set { 1 , 2 , 3 } , there is a map £7"T : AX x# AX — 
AX x x AX defined as the composition 

A X x x A 2 
'Di .09.Jomi 

AX*xAX*xAX 
T 

A X X Ï A Ï X Ï A Ï 
Pl2 

AX xxAX, 

where r is the permutation of factors induced by r. It is well-known (see [17], [27] 

Lemma 1.10) that 57"*(D*) = O*. 

Let r be the map 

(Pi,P2, Iop2): AXxxAX^ AXxxAXxx AX. 

Note that 

P12 o r = id, (mi2 o r ) = I o S7"(i3), P23 0 r = (P2J °P2)-
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and furthermore r*m23TAXxxAX — P\{TKX)- It follows (using Equation (16.2.7), 
Equation (16.2.8) and 9 1 ^ = m*TAx — TAXXX&X) that the pullback of Equa­
tion (16.2.9) along r yields the identity 

DX+D?+NX ev*Tx - TAXXXAX ~ P\TKX - P2TAX 

+r*p*23(Qx) + r*m*23(Qx) 

in the if-theory group of vector bundles over AX x x AX. Since the right-hand side of 
the first line is isomorphic to $Xi it suffices to prove that r*p23(Dx) and r*m23(Qx) 
have rank 0. This is an easy application of the Riemann-Roch Formula (16.2.2). • 

Remark 16.11. — One can easily check that the full excess bundle also satisfies the 
"associativity" Equation (16.2.9). It thus follows from Lemma 16.10 that the twisting 
bundle Vlx + D^1 satisfies Equation (16.2.11). 

Proof of Theorem 16.8. — By Lemma 16.9, it suffices to prove that e($x) = tx U 
e(D^x 0 Vlx) which is trivial by Lemma 16.10. • 

Remark 16.12. — Let us sum up the philosophy underlying Theorem 16.8. In Sec­
tion 11.1, we have defined an associative product on H9(AX) by using the Gysin 
map A! : i f . (AX x AX) —> iJ#_d(AX AX) for general oriented stacks. In the case 
of orbifolds, one can directly use the regular embedding j : AX Xx AX —• AX x AX 
(more precisely the regular embeddings associated to the various connected compo­
nents of AX) to define a Gysin map f. Due to the excess formula (Proposition 9.5), 
the map y does not induce an associative product, so that to get such a product one 
needs to twist this map by a class satisfying the "affine cocycle" condition (16.2.5). In 
the case of almost complex orbifold, the obstruction bundle is a small bundle satis­
fying this equation. The excess formula ensures that the Gysin map A! is the Gysin 
map j ' twisted by the Euler class of a bundle (the full excess bundle by Lemma 16.9). 
Then Lemma 16.10 proves that the obstruction bundle is a (virtual) subbundle of the 
full excess bundle and indeed, measures the difference between these two bundles and 
hence between the two Gysin maps. 

Remark 16.13. — According to Theorem 16.8, Theorem 16.3.3 and Remark 16.4, if X 
is compact, the orbifold Poincaré duality homomorphism <̂ orb induces an isomorphism 
of algebras between the hidden loop algebra ( H . ( A X ) , • ) and the orbifold cohomology 
equipped with Chen-Ruan orbifold cup-product twisted by the class e(D^-1X09tje)• A 
nice interpretation of this isomorphism has recently been found by Gonzalez, Lupercio, 
Segovia and Uribe [35]. They proved that the hidden loop product of compact complex 
orbifolds is isomorphic to the Chen Ruan product of the cotangent bundle T*X of X. 

16.3. Examples of orbifold interesection pairing 

Let us consider now a few examples. Note that the orbifold cup-product has been 
computed for many compact orbifolds. For instance one can refer to [17, 18, 27, 34]. 
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Complex toric orbifolds were dealt on in [33, 41]. By Theorem 16.3, the intersection 
pairing coincides with the orbifold cup-product in these cases. 

Example 16.14. — Let G be a finite group. Then [*/G] is a complex orbifold. It follows 
from Theorem 16.8 that the intersection product is the same as the hidden loop 
product in that case. Note that all the ages are trivial and thus Hfrh(X) = Hi(AX) 
for all z's. Thus the algebra (iJ°rb,(fil) is concentrated in degree 0 and isomorphic to 
the center Z(C[G]) of the group algebra C[G], see Example 17.7. 

Now let V be a C-linear representation of G of dimension n > 0. Then the quotient 
stack [V/G] is a complex orbifold. Since all invariant subspaces V9 (g G G) are con-
tractible, the homology H0(A[V/G]) is still concentrated in degree 0 and isomorphic 
to (C[G])G as a vector space. However, the ages are no longer trivial (and depends on 
the specific representation) and add an interesting combinatorial grading to (C[G])G-
It follows that 

#?RB(G) 

fo]€C(G) 

Cpagefo"1)] 

where C(G) is the set of conjugacy classes of G and C[q] means C placed in degree q. 

Since the age is invariant by conjugation, Z(C[G}) (which is isomorphic to H°rh(G) 

as a vector space) inherits a non-trivial grading induced by the age. Since [V/G] is of 

dimension n > 0, the hidden loop product is trivial. Similarly, the pairing [g] (n) [h] = 0 

if either V9 or Vh is non-trivial, while if V9 = Vh = { 0 } , [g] fn) [h] is non-zero and 

behaves as in the case of [*/G]. It follows that there is an isomorphism of graded 

algebras 

(H:rh([V/G}), ffii) ^ ZV,G © AnnVfG 
where Zy,G is the (graded by the age) subalgebra of Z(C[G]) generated by the el­

ements with trivial invariant subspace and Annv,G is the complementary subspace 

equipped with the zero multiplication. Finally, the orbifold cohomology ring H*rh(£) 

is isomorphic, as a graded ring, to Z(C[G}) equipped with the age grading. Thus for 

a generic representation none of the three rings are isomorphic as rings, though they 

are as vector spaces. 

Example 16.15. — We consider the Kummer surface orbifold & = [(51)4/Z/2Z] 

where Z /2Z acts diagonally by z \-> 1/z (on each factor). Then A is a complex 

orbifold with 16 orbifolds points { ( ( - l ) f , . . . , ( - 1 ) | ) } - We identify the above sets 

with (Z/2Z)4 (and we will denote e = (ex, . . . , e4) an element in (Z/2Z)4). The age 

of the generator r of Z /2Z is one at every orbifold point. Thus, as a graded vector 

space. 

H?h(Â) ^ H.(R) 0 (C[-2]) ( (Z/2Z)4) 

where C[—2] is the vector space C placed in homological degree 2. Since the coefficient 

ring is C, the cohomology of ^ is computed by the cohomology of invariant form 

^((^1)4)Z//2Z and its homology by the homology of Z/2Z-coinvariant chains. Hence 

ff,(*)^C-le C[-2](aifi, 1 < % < j < 4) 0 C[-4]as 
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where a& is the fundamental class of & and a»j is the class given by the cross product 

of the fundamental classes of the ith and jth circles in (S1)4. Thus 

tf?rb(#) = C • 1 0 C[-2](aifi, 1 < % < j < 4) 0 (C[-2])( (Z/2Z)4) 0 C[-4]a* 

The computation of the intersection pairing is similar to the computations in Sec­
tion 17.3. We find that a& is a unit for the orbifold intersection pairing and that 
Q>i,j fn) flfc,z = 1 if the 4 indices are distinct and 0 otherwise. The (degree 2) generators 
e G (Z/2Z)4 comes from the degree 0 homology of the corresponding orbifold point. 
Hence efnle = 1 and e (n )e ' = 0 if e ^ e ' . A degree argument also shows that e f f f l a ^ = 0 . 
This finishes the description of the whole intersection pairing of &. The hidden loop 
product of ^ is a little bit different since e * e = 0 for the latter product. 

Example 16.16. — Here is a (rather trivial) non compact example of orbifold product. 
Let d be a positive integer and consider the weighted projective stack P(d, d , . . . , d) = 
[V/C*], where V := Cn+1 - { ( 0 , 0 , . . . , 0)} and the action of A G C* is multiplication 
by (Ad, Ad, . . . , Xd). Let il be an open substack of P(d, d , . . . , d). Denoting fid the group 
of d**1 roots of unity, we have 

AU : 

€Eµd 
il. 

Note that the coarse moduli space of P(d, d , . . . , d) is CP71, and the coarse moduli space 
of il is an open U in Pn. Combining the results of Example 16.14 and Remark 17.2 
we see that the orbifold homology ring of il is 

H?h(U) = C[fid]®H.(U)i 

where Hm(U) is the usual homology of U endowed with intersection product, and 
C[nd] is the group ring of the group ßd of d**1 roots of unity (sitting in degree zero). 

Example 16.17. — We compute the orbifold homology of the weighted projective line 
P(ra,n). Recall that, for m and n positive integers, P(m,n) := [V/C*], where V := 
C2 - { (0 ,0 )} and the action of A G C* on V is by multiplication by (Am, An). We do 
not assume n and m to be relatively prime integers. 

Note that, except for CP1 = P(l, 1), a weighted projective line is never a (orbifold) 
global quotient as it is simply connected. We can, however, cover P(m,n) by two 
global quotient open substacks as follows. Denote the point [0 : 1] G P(m, n) by 0 and 
the point [1 : 0] G P(m,n) by o o . Then 

P ( m , n ) - { o o } ^ [ C / / / n ] and P(m,n) - { 0 } ^ [C//im], 

where \in = Z /nZ stands for the group of nth roots of unity. The action of £ G \in on C 

is given by x '—• where d = gcd(m, n). It follows that the inertia group of the point 

0 is /xn and the inertia group of o o is /xm. The inertia group of every other point is 

Note that \id sits inside \in as the cyclic subgroup generated by e2l7r/d = {e2™/nyild 

and similarly, it also sits inside /xm as the cyclic subgroup generated by (e2™"/m)m/d. 

Let us describe the inertia stack AP(m, n). Over the point 0 G P(m,n) consider a 
disjoint union of n copies of [*//xn] indexed by \in. Similarly, over the point o o consider 
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a disjoint union of ra copies of [*///m] indexed by / i m . For every if) G fid, "join" the 
copies of [*/fJin] and [ * / / i m ] corresponding to ip G fin and ip G //m, respectively, by 
viewing them as the 0 and the o o points of a new copy of P(m,n) (indexed by ip). 
Then, AP(m, n) is the union of all these, that is, 

AP(m, n) 

€Eµn 
[*/Mn]) U/xd 

vEµd 

P(m,n)) Uud 

CEµm 
[*/^m]). 

The map AP(ra,n) —» P(m,n) is the obvious one (it is the identity on each copy 
of P(ra,n) in AP(ra,ra)). 

Let us now describe the orbifold homology i7°rb(P(ra, ra)). First we determine the 
ages of the twisted sectors of P(m, ra). For every ip G fid, the age of P(m, n)^ is zero. 
For £ = e2i7rZ/n G jxn, the age of [*/^nk is {dZ/ra}. (For r G R, we define 0 < { r } < 1 
to be the residue of r modulo 1.) Similarly, the age of [*//xm]^, C — e2l7rk/m G /xm, is 
{dfc/ra}. Observe that the ages of two twisted sectors [*/fin\z and [*//xm]c are distinct 
unless they lie on some P(m, ra),/, (that is, if £ = £ = -0, for some ip G /x^)-

The above decomposition of AP(m, ra) implies that iI°rb(P(ra, ra)) is a union of 
three subrings Ro, R and Roo (given by the sectors/copies over the point 0, o o and a 
generic point of P(ra,ra)) . Only R is a unital subring. 

The ring R is the homology of U^efJ>d P(m, n) and is isomorphic, as a graded ring, 
to C[/Xd](g)i^«(CP1), where the elements of the group ring fid are sitting in degree 0 (this 
computation is the one done in Example 16.16). More precisely, if /3 G ifoCCP1) = C 
is the homology class of a point and a G # 2 (CP1) = C is the fundamental class, then 
xp<S>/3 corresponds to the homology of a point in Ho(¥(m,n)^) and ip<8>a corresponds 
to the fundamental class of P(m, n)^. In particular, the unit element of R (and also 
of the whole if?rb(P(ra, ra)) is 1 0 a. 

The ring # 0 is isomorphic, as a vector space, to C[/xn] (as in Example 16.14). 
For £/ G fin, the basis element & G C[fin] corresponds to the generator of H9([*/fjbn]^) = 
H0(*) = C. Its degree is equal to 2 - 2{-d/ / ra} , where & = e2Mln. Note that if 
-0 = Zin/d ^ C fin, then [*///n]<0 C P(n,ra)^ and the class &n/d is identified with 
the degree 0 generator of Ho(V(n,m^). Every class & in R0 is given by (a degree 
shifting of) an ordinary degree 0 homology class of the point 0 viewed as lying in the 
£rfixed point locus 0^ . The map ra: AP(ra,ra) xP(n?rn) AP(ra,ra) —> P(ra,ra) clearly 
maps 0^ '^ (the intersection locus of the copies of [*//xn]& and [*//x]^. indexed by & 
and £j) to 0^i+j (the copy of [*//in] indexed by If & is in /x^ (that is, it is of the 

form in/d), then & (n) £ j = 0 for degree reasons, since & is a degree zero homology 
class. Thus to compute the intersection pairing, it now remains to analyze the 
obstruction bundle in the other cases. For an integer i , let us denote 0 < {i}n < n/d 
the residue of i modulo n/d. From (the Riemann-Roch) Formula (16.2.2), we find 
that, for £ fid, the obstruction bundle (over the copies indexed by & and £ j ) is 
of rank 0 if 

{i}n + {j}n < n/d 
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and is of rank 2 otherwise. Indeed, if {i}n + {j}n < n/d, then {d(i+j)/n} = {di/n} + 
{dj/n} and dim2 = 0 = dimora. If {i}n + {j}n > n/d, then {d(i + j)/n} = {di/n} + 
{dj/n} — 1 and dim2 = 0 = dimom. If {i}n + {j}n — n/d, then {d(i + j)/n} = 
{di/n} + {dj/n} — 1 and dim2 = 0 but now dimom = 2 (the dimension of the copy 
P(n,m)£i+i). 

Thus, it follows that the orbifold intersection pairing & (n) £j of basis elements & 
and £? is given by 

(16.3.1) a f f i l e 
€i+f 

о 
if {г}п + {j}n < n/d and ^ £ /id 

if {¿}n + {j}n > n/d or ^ or ^ G /id 

In particular, JRO is generated, as a graded ring, by the elements £i,£i+n/d? It is 
easy to describe the action of R on Ro. Indeed, for degree reasons, (ip ® /3) (n) & = 0. 
However, since the fundamental class of P ( n , m)^in/d intersects [*///n]& f°r any & G /in 
with a trivial obstruction bundle, we have (&n/d ® a) (n) & = £i+^n/d (m particular 
1 ® /3 acts as the unit). Summing up, we have 

(16.3.2) 
(̂ <8>/?)lRI& 

(&n/d ® a) rfn ^ 

0 

Çi+in/d 

The ring i?oo is isomorphic, as a vector space, to C[/xm]. For G /xm, the basis 
element (k € C[/im] corresponds to the generator of /v»m]çk) = HQ(*) = C. Its 
degree is equal to 2 — 2{—dk/m}, where Cfc = e2l7rfc/m. We denote 0 < {i}m < m/d the 
residue of any integer i modulo m/d. A computation similar to the one of Ro shows 
that, the orbifold intersection pairing Çp (ni C of basis elements £p, C G /im is given by 

(16.3.3) Cp^Cq Cp+<? if {P}m + {tf}m 

0 if {p}m + {<?}m 

m/d and Çp,(q £ fid 

m/d or Cp or (g G /id 

and that the R action on R^ is given by 

(16.3.4) (V> (8) ß) ini Cp 
(Om/d ® a ) ini Cp 

0 

Cp+̂ m/d-

Since the points 0 and oo do not intersect, it is immediate that Ro fn) Roo = { 0 } . 

From the above descriptions (identifying the sectors [*//in]&n/d with their image 

in P ( n , m ) ^ n / d ) , we find that the orbifold homology # ° R B ( P ( n , ra)) is the graded ring 

#.rb = Ro®R® Roo/(Ùn/d = Ùn/d ®a = Cim/d ®<X = Qm/d) 

where the product structure is given by Formulas (16.3.1), (16.3.2), (16.3.3) 
and (16.3.4). 

The reader can check that the orbifold product on iJ°RB(P(ra, n)) is Poincaré dual 
to the Chen-Ruan orbifold cup product in Example 5.3 of [17] (note that loc. cit. 
only considers the relatively prime case). It is not hard to check that the hidden loop 
product is different. Indeed, the grading is different (concentrated in degree 0 and 2) 
and the only non zero products of basis elements are those involving ifr ® /3. 
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CHAPTER 17 

EXAMPLES 

17.1. The case of manifolds 

Smooth manifolds form a special class of differentiable stacks with normally non-
singular diagonal (Definition 8.15). Denote by the same letter M a manifold and its 
associated (topological) stack. The diagonal A : M —> M x M is strongly oriented iff 
the manifold M is oriented. 

Proposition 17.1. — Let M be an oriented manifold. The BV-algebra, Frobenius al­
gebra and (non-unital, non-counital) homological conformal field theories structures 
of Hm(LM) given by Theorem 13.2, Theorem 12.5 and Theorem 14-2 coincide with 
Chas-Sullivan [14], Cohen-J ones [21], Cohen-Godin [20] and Godin [32] ones. 

Proof. — By Proposition 5.7, the free loop stack of M is isomorphic to the free 
loop space LM. It follows from Proposition 9.3 and Proposition 8.32 (in the case 
G = { 1 } ) , that the Gysin maps of Sections 10, 12, 13 coincide with the Gysin maps 
in [21] Section 1 (also see [28] Section 3.1). • 

Remark 17.2. — When M is an oriented manifold, the hidden loop product 
on H9(AM) = Hm(M) is simply the usual intersection pairing. It is also imme­
diate that, if M is an almost complex manifold, the orbifold intersection pairing of M 
also coincides with the usual intersection pairing. 

Remark 17.3. — Similarly, the brane product for manifolds given by Proposition 15.1 
coincides with Sullivan-Voronov one [23] and Chataur one [15]. 

17.2. Hidden loop (co)product for global quotient by a finite group 

An important class of oriented orbifolds are the global quotients [M/G], where G is 
a finite group, M is an oriented manifold together with an action of G by orientation 
preserving diffeomorphisms. In this case, the homology of the inertia stack H(A[M/G]) 
is well known. Assume that our coefficient ring fc is a field of characteristic coprime 
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with |G| (or 0). The inertia stack of [M/G] is represented by the transformation 
groupoid 

(17.2.1) 
geG 

M9 x G 

geG 

M9 

where the action ofheG moves y G M9 to y • h G Mh lgh. Furthermore, 

AX xx AX 
g,heG 

M9*h/G], 

where M9>h = M9nMh, and the "Pontrjagin" map m : A X x x A X —> AX is induced by 
the embeddings ig^ \ M9>h Mgh. Since |G| is coprime with char(/c), the homology 
groups of the inertia stack A [M/G] are 

H.(A[M/G])^H. 
\geG 

M9 

G 
KgeG 

H.(M9) 

' G 

The excess bundle Ex(M, X, X') of the diagram of embeddings 

X 

Z = Xf)X' M 

X' 

is the cokernel of the bundle map Nz^x ^ (NX'^M)/Z- Thus Ex{M,X,X') is 
the virtual bundle TM — Tx — Tx' + Tz (each component being restricted to Z ) . 
For g,h G G, we denote ##(#, h) := Ex(M, M9', Mh). The bundles £#(#, /i) induce a 
bundle J^x on A[M/G] X[M/G] A [M/G] whose Euler class is denoted e(Ex). Since the 
diagonal G —> G x G is a group monomorphism, there is a transfer map 

lTGxG 
g,heG 

H.(M9) ® H.(Mh))GxG 
g,heG 

H.(M9)®H.(Mh))G 

explicitly given (see Equation (9.3.1)) by 

trG*G(x) 

gEG 

x.(g,1). 

The maps ig: M9>h <-» M9, ih : M ^ <̂-> M*1 yield Gysin morphims (ig x 

u V : ff.(M» x Mh) -+ HJM9>h). 
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Proposition 17.4. — The hidden loop product • : H(A[M/G]) <g> H(A[M/G]) —• 
i f (A [M/G]) is the composition 

\geG 

)H(M9) 

G \heG 
^ H(MH\ 

J 

G ,9,heG 

H(M9 x Mh) 
trG*G 

' GxG \9,heG 

H(M9 x Mh) 

G 

) ( » 9 X i h ) ! 

\9,heG 

H(M9>h) 

G 

(le(Ex) 

<g,h£G 

H(M9>h) 

G 

m * 

\k£G 
H(Mk) 

f 
G 

The proof of Proposition 17.4 relies on Lemma 17.5 below, which is of independent 
interest. Note that there is a oriented stack morphism 

(17.2.2) <p: A[M/G]x[M/G]A[M/G] 
9,h€G 

Mg>h/G A[M/G] x A[M/G] 

induced by the groupoid map (x,g) i-> (ig(x),g,ih(x),g). 

Lemma 17.5. — The Gysin map (pl is the composition 

\g,h£G 
) H(M9 x Mh) 

GxG 

GxG 

\g,heG 
H(M9 x Mh) 

G 

(igXihy 

\g,h£G 
H(M9'h) 

Proof. — The G-equivariant map M9ih —• M9 x Mh, given by x i-> (ig(x),ih(x)), 
induces an oriented stack morphism 

i>: A [M/G] x(M/G] A [M/G] -> A [M/G] x[t/G] A [M/G]. 

By Proposition 9.3, ip' = 0(zp x ih)\ Then, the result follows from the functoriality 
of Gysin maps and Lemma 9.4. • 

Proof of Proposition 17.4- — We use the notations of Section 11.1. The Cartesian 
diagram (11.1.3) (where X = [M/G]) and the excess Formula 9.5 shows that, 

A! = ipl(x)ne(Ex). 

Thus the result follows from Lemma 17.5. • 

Similarly we compute the hidden loop coproduct. For any g G G, the unit lg G 
HQ(M9) induces a map 

lg : H(M9) -> H0(M9) ® H(M9) -> H(M9 x M9). 

Proposition 17.6. — The hidden loop coproduct is induced (after passing to G-invari­
ant) by the composition 

geG 
ÏH(M9) ®19 / 

geG 

\H(M9 x M9) 
trG 
trG X G 

g,heG 
H(Mh x M9) 

¤i!g,h 

g,heG 
H(M9>h) 

(le(Ex) 

g,heG 
H(M9'h) 

(ig,ih) 

g,heG 
H(M9 x Mh) 

g,heG 
H{M9)®H(Mh). 
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Proof. — Let X be the transformation groupoid [M x G =4 M ] . Unfolding the defi­

nition of the groupoid AX (see Section 12.3), one finds that AX is the transformation 

groupoid 

G 
heG 

Mh <G2 G 

heG 

Mh, 

where the action of (/¿0^1/2) € G2 on (g,m) £ g x Mh is (h01ghi/2,m.ho). The 
Morita map p: AX —• A [M/G] (Equation (12.3.2)) has a section K defined, for m e Mh 

and ho G G, by «(m, /10) = (h,m,ho,ho). In particular « induces an isomorphism in 
homology and commutes with Gysin maps. Thus the Gysin map A! of Section 12.3 
is the composition of ft* with the Gysin map associated to the sequence of Cartesian 
diagrams 

(17.2.3) [ Q M S ' V G ] [Gx]]LMh/G] [Gx]\Mh/GxG] 

[M/G] [M x M/G] 'M/G] x [M/G]. 

By Proposition 9.5 and Lemma 9.4, the Gysin maps associated to the left square and 
the right square are, respectively, ig^{—) fl e(Ex(g,h)) and TrGxG. Since = 0l5, 
the result follows. • 

Example 17.7. — Consider [*/G] where G is a finite group. By Proposition 5.9, the 
stack morphism A[*/G] —• L[*/G] (see Lemma 12.14) is an isomorphism. Let k be 
a field of characteristic coprime with |G|. Then 

H.(A[*/G}) 

gEG 

k)G 

geG 

k)° S Z(k[G] 

where Z(k[G]) is the center of the group algebra k[G]. By Propositions 17.4, the iso­
morphism if .(A[*/G]) = Z(k[G]) is an isomorphism of algebras. By Proposition 17.6, 
the hidden loop coproduct is given by ô([g]) = ^2hk=g[^\ ® Thus the Probenius 
algebra structure coincides with the one given by Dijkgraaf-Witten [26]. 

17.3. String topology of [S2n+7(^/2^)n+1] 

Consider the euclidean sphere 
S2n+1={|z0|2+...+|zn|2=1,zi E C} 

acted upon by (Z/2Z)n+1 identified with the group generated the reflections across 
the hyperplanes z* = 0 (0 < i < n). Let 91 = [S2n+1 /(Z/2Z)n+1] be the induced 
quotient stack which is obviously an oriented orbifold of dimension 2n + 1. We now 
describe the Probenius algebras associated to AX and LX. Until the end of this section 
we denote R = (Z/2Z)n+1. 
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The hidden loop product has a very simple combinatorial description. Let An be a 
n-dimensional standard simplex. Denote vo,..., vn its n + 1-vertex and i<o,.. . , Fn its 
n-faces of dimension n — 1. In other words Fi = A(i>o,.. . , vl,..., vn) is the convex hull 
of all vertices but v*. More generally we denote i7^...^ •= F^ H • • • f l F̂ fc the subface 
of dimension n — k given by the convex hull of all vertices but vix,..., vik. We assign 
the degree 2n — 2k + 1 to a face F ^ . . . ^ of dimension n — k. 

Proposition 17.8. — Letf k be a ring with 1/2 e A:. Then H.(A9V) is the free k-module 
with basis indexed by elements r € R— {1} of degree 0 and all faces i^i. . . ifc ^ degree 
2(n — fc) + 1 (m particular F0 = An has degree 2n + l), i.e., 

H°(AR) k|R|-1 ¤ 

k = 0 . . . n 
0 < ¿1 < • • • < ifc < n 

fe-Pii...tfc j • 

TAe hidden loop product • ¿5 defined on the basis by the identities 

Fi1...ik *Fj1...j1 = Fi1...ik ^ Fj1...ji 

if the two subfaces have transversal intersection in An, and is 0 otherwise. The element 
An = F0 is set to be the unit and all other products involving a generator of k,\R\~l 

are trivial. 

In other words, i!o(A9t) = fc'^-1, and #21+1 (AJH) is the free module generated 
by the subfaces of dimension i of the simplex An. The product is given by transverse 
intersection in An. 

Proof. — Write Si ( i=0. . . n) for the reflection across the hyperplane Z{ — 0. Then, 
for 0 < k < n, 

(S2n+1)si1...sik \{z0,...,zn)&Cn+1, 
j#i1...ik 

|zj|2 = 1 ^ g2n-2fc+l 

Thus 
H°((S2n+1)Si1...Si2) 

= kV' ®kF¡^ik[2(n-k) + l}. 

Since these generators are ^-invariant, |U| is invertible in k and (S2n+1)8°'"8n = 0 , 
one has 

J5T#(A9t) r= 

9-{i}eR 

H.((s2^1y)R 

9-{i}eR 

H.us2n+1y) 

By Proposition 17.4, the hidden loop product is the composition of tiRxR with 

(17.3.1) H((S2n+1y x (S2n+1)h) (i9^h)l H((S2n+1)9>h) 
Cie(Ex(g,h)) 

H((S2n^h) ^ H((S2n+1yh) 

Clearly tiRxR is multiplication by the order of R. Furthermore i^...^ and Fjlm„jt are 
transversal iff the sets { ¿ 1 , . . . ,ik} and { j i , . . . , ji} are disjoint iff the submanifolds 
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(52n+i)S¿1...Sifc and (£2n+i)Sj l . . . s iz are transversal in (S2n+1). In particular, if F¿1...¿fc 

and Fj1„,jl are transversal, 

^2n+l^s¿1 "Sik ,sjl ...Sjl _ ̂ g2n+lYi1---Sik.Sj1...Sjl 

the excess bundle is of rank 0 , m* = id and by Poincaré duality, 

(^Si1 ...Sik X isjl ...sjt )' ( ^ . . 4 ^ , 4 ) ( ^ . . 4 ^ , 4 ) 
F7 . 

*i...tfcji...ji 
If i^i...ifc and Fjlmmmjt are not transversal, one finds 

(**ii-*ifc X ^ 1 . . . s j ( ) " ( í ¡ 1 . . . ¿ f c x ^ . . . j , ) - ^ . . . i f c n ^ i i . . . j z - 'F{*i,...,*fc}U{ji,...,ji} 

and ( 5 2 n + 1 ) s n - • « i f c S j i •SJJ contains (S,2n+1)s<i-sifc'sJi-aJi as a submanifold of codi-

mension > 0 . It follows that 

m* ( í í i i , . . . , i . }uü1 , . . . j l }ne (£?x ) )=0 

for degree reason. Similarly, F'ix ik -kg = 0 for any g G R. The result follows by 

identifying i*ii,...,zfc with 2~n~lF'ii ife as basis element. • 

Remark 17.9. — It is easy to show that the hidden loop coproduct is trivial. Indeed, 
for degree reason, only the class of F0 might be non zero. Proposition 17.6 shows the 
hidden loop coproduct is induced by the composition 

H(S2n+1) 
.i 

H((s2n+1)9) 
n®e((S2n+1)h) 

H((S2n+1)9). 

Since ( 5 2 n + 1 ) / l is an odd dimensional sphere, its Euler class is 2-torsion, hence trivial 
by our assumption on k. 

Since R = ( Z / 2 Z ) n + 1 is abelian, its group algebra is a Probenius algebra (see 
Example 1 7 . 7 above). 

Proposition 17.10. — Let k be a field of characteristic different from 2 . There is an 
isomorphism of BV-algebras as well as Probenius algebras 

( 1 7 . 3 . 2 ) ff.(LJR) = tf.(LS2n+1)<g)fc fc[(Z/2Z)n+1]. 

The BV-operator on the right hand side is B <g> id where B : H.(LS2n+1) —> 
i i . + i ( L S 2 n + 1 ) is the BY-operator of the loop homology of 5 2 n + 1 . 

Proof. — According to Proposition 5.9, the free loop stack L9i is presented by the 
groupoid 

LX 

geR 

0gS2n+1 X R : 
geR 

0gS2n+l). 

Hence 

H.(LX) 
geR 

H.(PgS2n+1))R. 

Since JR is a subgroup of the connected Lie group SO(2n + 2 ) , which acts on 5 2 n + 1 , 

for all g G R there is a continuous path p : [ 0 , 1 ] SO(2n + 2 ) connecting g to the 
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identity (that is p(0) = g, p(l) = 1). In particular, any path / G PgS2n+1 can be 
composed with the path /(O).p(t) yielding a loop Tg(f) G LS'2n+1. It is a general fact 
that Tg: (PgS271^1 —> L52n+1 is a G-equivariant homotopy equivalence (see [46] for 
details). We write 

T 
geR 

cpgS2n+i 

geR 

L 5 2 n + i 

for the map induced by the maps Tg for g G R. Since the G-action on LM = PeM is 
trivial, the isomorphism (17.3.2) follows. 

It remains to prove that the linear isomorphism (17.3.2) is an isomorphism of 
Probenius algebras and ffV-algebras. To do so, we need the evaluation map evo : 
L*H —> £K at the groupoid level. One checks that evo is represented by the maps 

ev,, : $>gS2n+l x R -+ 52n+1 x jR 

defined by evp ((/ , /*)) = (f(l),h). Let (f,g) G 0>rS2n+1 x g>hS2n+x be such that 
/ (1 ) = g(l). The composition of the path / (—) and g(—)-h gives an element ra(/, # ) G 
$rhS2n+l. This composition induces the stack morphism m : L9t x ^ L*K —• L9t. 
Denote by m the map 

g,heR 
L52n+1 x s 2 n + 1 L52n+1 S 

gER 

" L 5 2 n + 1 

which maps an element (7,7') G L52n+1 xS2n+i L52n+1 in the component (g,h) to 
the element 771(7,7') m the component gh. Here m is the usual composition of paths. 
The map : ff)gS2n+1 —» L52n+1 induces a commutative diagram of i^-equivariant 
maps 

U<,,hPgS2n+1 xPhS2n+1 Ug,hP9S2n+1xs2n+lPhS^"^ UaP9s2n+1 

/ T I T 8 X T " ||rg*rh ,11T-
U<,,hPgS2n+1 xPhS2n+1 Ug,hP9S2n+1xs2n+lPhS^"^ 

II8L52"+1. 

Since L52n+1 -f S2n+1, ff>gS2n+1 - » S2n+1 are fibration, the vertical arrows are 
i?-homotopy equivalences. It follows easily that the map 

1 

\R\ 
T : H. 

geR 
LS2n+l/R\) H.(LS2n+1) ® k[R] 

is a morphism of algebras. One proves similarly that T ^ T is a coalgebra map. 
\R\ 

Now we need to identify the BF-operator. Denote again LX the transformation 
groupoid 

geR 
PgS2n+1 x R 

g€R 
PgS2n+1] 
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and recall Remark 5.10. Since the stack S1 is canonically identified with the quotient 
stack [R/Z], the homology H9(S1) coincides with the homology of the groupoid Tf := 

[R x Z =4 R]. The 0-dimensional simplex (0,1) G R x Z = Ti defines an element 
in Cb(ri) C Ci(r;) which is the generator of H^S1). The map Tf x LX ^ LX 
defined, for (x, n) G R x Z, / G 0>g and h G R, by 0(x, n , / , = (/(* -f x) , #n/i) is 
a groupoid morphism representing the 51-action on LX. Since T(0( (0 ,1 ) , / ) = / , T 
commutes with the #K-operator. • 

Remark 17.11. — For the sake of completeness, we recall [22] that, H.(LS2n+1) ^ 
k[u,v] with \v\ = -2n - 1 and \u\ = 2n for n > 0, and H.(L52n+1) ^ fcf^u"1]]^] if 
n = 0. Thus 

H.(L[S2n+1/(Z/2Z)n+1]) ^ fc[(Z/2Z)n+1][u,v] if n > 0, and 

H.(L[5VZ/2Z]) £ /u[[ix,^-1]][r, v]/(r2 = 1) with. |v| = 1, |u| = 0 if n = 0. 

Remark 17.12. — The stack morphism 3>: AX —• LX of Section 12.15 is represented 
at the groupoid level by U9eR(s2n+1)g ^ UgeR ^9S2n+1 where x G (52n+1)^ is 
identified with a constant path. It follows easily that the Probenius algebra morphism 
is given by $(F0) = e, ^(Fh„Ak) = 0 and $(g) = gv. 

17.4. String topology of L[*/G] when G is a compact Lie group 

Any topological group G naturally defines a topological stack corresponding to the 
groupoid [G =4 { * } ] , which is denoted by [*/G]. In this section we study the Probenius 
structures on the homology of its loop stack and inertia stack assuming that G is a 
compact and connected Lie group. It turns out that in this case the two Probenius 
structures obtained are indeed isomorphic since A[*/G] and L[*/G] are homotopy 
equivalent. In this section, we assume that G is of dimension d and we will work with 
real coefficients for (co)homology groups. 

First we will identify the homology groups if0(A[*/G]) and if#(L[*/G]). 

Lemma 17.13. — The inertia stack A[*/G] is represented by the transformation 
groupoid [ G x G =4 G), where G acts on itself by conjugation, while the stack 
A[*/G] X[*/G] A[*/G] is represented by the groupoid [(G x G) X G =3 G x G] with the 
diagonal conjugacy action. 

The following result is well known [12]. 

Lemma 17.14. — The map A[*/G] ̂  L[*/G] is an homotopy equivalence. 

Proof. — Since G is connected, by Proposition 5.7, L[*/G] can be represented by the 

loop group [LG =4 { * } ] . On the other hand, BLG = LBG is homotopy equivalent 

to EG XQ G [9], [12]. This equivalence can be seen as follows. Denote by e the unit 

of G and let PeG be the based path space of G, that is PeG is the set, endowed with 

the compact-open topology, of paths [0,1] G such that / (0 ) = e. There is an 
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action of the loop group L G on E G x PeG given, for (x, / ) G E G x PeG and 7 G £G, 
by 

( e , / ) . 7 = (e -7(0), 7 ( G ) - 1 * / * 7) 

where * stands for the (pointwise) multiplication in G. This action is clearly free, thus 
BLG = (EG x PeG) x L G {p t} . The map (ar, / ) \-> ( x , / (1 ) ) induces a continuous map 
p : (EG x PeG) x LG {pt} —• EG xGG. Since G is connected, for any geG, there is 
a path fg G PeG with fg(1) = g. The map 

EGXGB (x,g) (x,fg) G x PeG 

induces a well-defined map I/J: EG xG G —• (.EG x PeG) x L G {p t} . It is easy to see 
that $ is independent of the choice of the fg and is a left and right inverse of p. Hence 
the homotopy equivalence BLG = EG xG G follows. Through the isomorphism in 
between L[*/G] and [*/LG] (Proposition 5.7), the map $ of Lemma 12.14 is transfered 
to the map 

il>: B[G/G] -> (EG x PeG) xLG pt £ B[pt/LG]. 

The result follows. 

As an immediate consequence, we have 

Corollary 17.15. — The map H9(A[*/G]) —> Hm(L[*/G]) is an isomorphism of 
Frobenius algebras. 

Thus it is sufficient to study the Probenius structure on the homology of the inertia 
stack A[*/G]. 

According to Remark 12.12, there is a dual Probenius structure induced 
on (£T*(A[*/G]),*,ô). We refer to 

6: H'(A[*/G}) -> JT(A[*/G]) <8> JT#(A[*/G]) 

and 

• : ^#(A[*/G]) ® //#(A[*/G]) -+ iT (A[*/G]) 

as the dual hidden loop coproduct and dual hidden loop product respectively. Since 
it is technically easier, we will describe the Probenius structure of i/*(A[*/G]). The 
following result is standard [49]. We write EG for a free G-space which is contractible 
and BG = EG xG {*} its classifying space so that #*([*/G]) = H*(BG) =H*G(*) 

Proposition 17.16. — 1. The cohomology ofG, as a topological space, is 

H'(G) = (Ag*f = Hyi,y2,...,yi) 

2. The cohomology of[*/G] is 

ff*([./G]) = 
(S*(g*))G S(x1,x2,...,xi) 

3. The cohomology of [G/G] is 

H-([G/G}) : (S*(g*))G (Ag*f = S(Xl,x2, ...,xt)Ç> A( Ï , I , 2 /2 , . . . , yi) 
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4. The cohomology of [G x G/G) is 

H*([G x G/G]) (5*(£i*))G0(A(0*e0*))G 
S(a?i, x2, • • •, xi) <8> A(2/i, y2, •.., 2/z, 2/i> 2/2. • • • > 2/z)> 

5. 7%e cohomology of [G x G/G x G] is 

H*([GxG/GxG]) (^*(0*e0*))G0(A (g*00*))G 

S(x\, X2,..., #z, a^i,x2,..., #/) 

®A(2/i,y2,...,2/z,î/i,y2»---»2/!) 

if e r e / = rank(G), deg(yi) = deg(yfi) = 2di — 1, deg(xi) = deg(x'i) = 2d{ and di 
are the exponents ofG. 

To compute the Probenius structure of H*(A[*/G\), we need an explicit construc­
tion of some Gysin maps. 

Let M be an oriented manifold with a smooth (G x G)-action. Consider G as a 
subgroup of G x G by embedding it diagonally. In this way, M becomes a G-space and 
we have a morphism of stacks [M/G] —» [M/G x G], which is indeed a G-principle 
bundle. According to Section 9.1, there is a cohomology Gysin map A\: Hm[M/G] —> 
H*~d[M/G x G], which should be in a certain sense fibration integration. 

Recall that when G is a compact connected Lie group, the cohomology of the 
quotient stack H*([M/G]) with real coefficients can be computed using the Cartan 
model (ftG(Af), dG), where ilG(M) := (S(fl*) ® ft(M))G is the space of G-equivariant 
polynomials P: Q —» O(M), and 

dc(P)(e) := d(P(0) - t€P(0, e fl-
Here d is the de Rham differential and is the contraction by the generating vector 
field of £. Given a Lie group K and a Lie subgroup G C K, let G act on K from the 
right by multiplication and K act on itself from the left by multiplication. The submer­
sion K —» K/G is a principal if-equivariant right G-bundle. There is an isomorphism 
of stacks [M/G] [K xG M/K] which induces an isomorphism in cohomology. It 
is known [49] that, on the Cartan model, this isomorphism can be described by an 
induction map Ind£ : QG(M) nK(K xG M ) . Here G acts on K x M by 

(fc,ra)-0 = (k-g.g'1 • ra). 

The induction map is the composition 

nG(M) ^ nKxG(K x M) ^ r - - - - > ^ k ( K * g M ) , 

Pul 

where f2G(M) —> fl^xG^ x ^ f ) is the natural pullback map, induced by the pro­
jections on the second factor K x G —• G, and 

ftKxG(X x M ) ^ ÎÎK(IT xG M ) 

is the Cartan map corresponding to a if-invariant connection for the G-bundle K —» 

K/G [49]. We now recall the description of this map. 
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Let 0 G QX(K) 0 g be a if-invariant connection on the G-bundle K —> K/G. The 
associated principal G-bundle 

G-*KxM 
K xM 

G 
= K XQ M 

carries a pullback connection, denoted by the same symbol © . We denote Fe = 

dQ + -[©, ©] its curvature, which is an element in &2K(K x M) 0 g. The equivariant 

momentum map fi@ G (t* 0 £}°(K))K 0 g is defined by 

£ e e ~ M e ( £ ) = - ' « e 

where is the contraction along £ € X( i f ) , the generating vector field of £. Then 
F@ + //e is the equivariant curvature of © [10]. Observe that 

SiKxG(K x M) = (S(g*) 0 ÇlK(K x M)f 

is the space of G-equivariant polynomial functions from g to £IK(K X M). Hence if 
x G g 0 îî/rCK' x M ) and P is a homogeneous degree q polynomial on g, then by 
substitution of variables, we get an element P(x) in Çl2£+QI(K x M). The Cartan map 
QKXG(K x M) —• FIK(K XG M) is the composition 

P 0 LJ G (5(fl*) 0 x M)f P{Fe +fi@)u;enK(KxM) 

Hor(F(F° + / i 6 » G fi*CRT xG M ) , 

where Hor: il(K x M) —• ^(K xG M) is the horizontal projection with respect to 0 . 
If moreover FG = 0 and K x M —> K xG M admits a horizontal section a: K xG 

M —> K x M, we have the following lemma. 

Lemma 17.17. — Let P 0 u be an element in (S(g*) 0 0(M))G ^=^G(M). Then, 

I n d ^ (P0u ; ) G xGM) zs the K-equivariant polynomial on t with value in Q(KxG 
M) defined, for any £ G t, by 

Indg(P®W): £ ~ a*(P(/ie(0)pr^(a;)). 

Proo/. — First of all, 

Pul(P® w) e (5((6 © fl)*) ®^(K x M))XxG 

is the map £ © y P(y)pr2(a;) for any £ € 6 and y € fl. Then, by hypothesis, 

Hor(P(Pe + /xe)u>) = a* (P(/ie(0)pr;(w)) € (S(V)® ^(K xG M))K 

and the lemma follows. • 

Now let K be the Cartesian product group GxG. We view G as the diagonal 
subgroup of K. The K action on itself by left multiplication commutes with the right 
G-action. We have a principal right G-bundle 

G K(= GxG) G 

(g, h) *gh~1. 
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The left Maurer-Cartan form Sj^c G Q1(G) 0 g on G yields a if-invariant one-form 
© = pr£ (©MC) € $ll(K) 0 g by pullback along the projection on the second factor. 
Then © is a K(= G x G)-invariant connection. Moreover it is flat, thus its equivariant 
curvature reduces to the equivariant momentum //G: I = g 0 g —> Q°(K) 0 g. 

Lemma 17.18. — For any (a , /3) G t(= g 0 fl), and /i) G i f (= GxG) one has 

tie(a,l3)\{gth) = -Adh-iP. 

Proof. — The generating vector field for the left G-action on G is given, for all /3 G g 

by 

B|h d 

dt t=0 

exp(tp)h = Lh (Adk-! /?) . 

It follows, for any (g,h) e K = G x G, that 

µ°(a,B)|(g,h) 
-t(â,/§)(el(9,fc)) 

-lBO?C|h 

-O?C|1(Adh-1B) -Adh-1B. 

Let M be a i f ( = G x G ) space. It is then a G-space. Thus we have an induction 
map 

IndgxG: ilG(M) - nGxG((G x G) xG M) * nGxG(G x M). 

The group GxG acts on G x M by 

(ki,k2) - (g,m) = (fcipfc^1,(fci,fc2) -m). 

Lemma 17.19. — 1. The map 

(G x G) xG M —• G x M, (fci, A;2,TO) »-> (fcifc^"1, (fci, fc2) • m) 

is a (G x G)-equivariant diffeomorphism. 

2. Tfte map 

<r: G x M —> i f x M, a(g,m) = 1, (<7_1,1) • ra) 

¿5 a horizontal section for the principal G-bundle G —> K x M -+ K xG M = 

GxM. 

As a consequence, we have an isomorphism 

^GXG((G x G) xG M) ^ nGxG(G x M). 

Thus there is an induction map 

IndgxG: QG(M) - nGxG(G x M). 

To obtain the Gysin map Hm{[M/G)) —> H*~d([M/G x G]), one simply composes 
the induction map IndgxG: H*([M/G\) -+ Hm([G x M/G x G]) with the equivariant 
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fiber integration map [4] Hm([G x M/G x G]) -* H—d{[M/G x G]) over the first 

factor G. 

Proposition 17.20. — Given a (G x G)-manifold M, the Gysin map 

HG(M) - HG~xdG(M) 

is given, on the Cartan model, by the chain map fìG(M) —> Q,GXG(M), VP<g)u; G 

(5(g*)®fi(M))G, 

(17.4.1) *(P<8>u;) ((E1,E2) 

G 
f P ( - f c ) ¥ > » ) , 

VE1,E2 E g, 

w/aere ip: G x M M is the map (g,m) & (g 1) • m, and JG stands for the fiber 

integration over the first factor G. 

Proof. — The induction map IndgxG: £2G(M) —• ^GXG(G X M) is a chain level 
representative of the stack isomorphisms 

\M/G] ^-IGxGx M/G xGxG]-^\GxGxG M/G x G\. 

induced by Morita equivalences of groupoids. Thus the Gysin map 

A, : Hm[M/G) H—d[M/G x G] 

is the composition of IndgxG with the Gysin map 

H*([G x M/G x G}) -> H—d{[M/G x G]) 

which, by Proposition 9.3, is the equivariant fiber integration. 
We now need to express the induction map more explicitly. Recall that, for any 

a G 17G(M), IndgxG(OJ) G QGXG(G X M). That is, IndgxG(a) is a polynomial 
function on t(= 00g) valued in 0 ( G x M). Write (p: G x M —• M for the composition 
[p = pr2 o a. Thus (p(g,m) = 1) • m. According to Lemma 17.17, it suffices to 
compute a*(P(//e(£i,£2))pr2(^))- By Lemma 17.19.3 and Lemma 17.18 we find that 

a*(P(/,e(6,e2))) = P(-6)-

Now the very definition of <p yields that for any a = P <S> w € UG(M) = 

( 5 (0 * )®n ( M ) ) G , a n d V 6 , 6 6 0, 

IndgxG(a)(6,6) = -P ( -6 )v*M. 

This concludes the proof. 

Remark 17.21. — If we identify an element of QG(M) with a G-equivariant polyno­

mial Q: g —• ft(M), then Equation (17.4.1) can be written as follows. V(£i,£2) 6 t = 

V(Q)(€1,€2) 
J G 

<p*(Q(-b))-
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We now go back to our special case. Denote by ra : G x G —> G and A : G —• G x G 
the group multiplication and the diagonal map respectively. The diagonal map induces 
a stack map A : [G x G/G] —> [G x G/G x G] and thus a Gysin map 

A, : Hm([G x G/G}) H-d([G x G/G x G]), 

which is given by Proposition 17.20. Similarly the group multiplication ra induces a 
stack map ra : [G x G/G] —> [G/G] and thus a Gysin map 

m, : H9([G x G/G)) H—d([G/G}). 

Since ra is G-equivariant, this is the usual G-equivariant Gysin map on manifolds 
according to Proposition 9.3. 

Note that HQ(G) is a free module over H*([*/G\) = S(xi,xt). In fact, 
HG№) = H'([*/G])[yi, • • •, yi] (the yjS are of odd degrees). Thus elements of HQ(G) 
are linear combinations of monomials y\x ...y^1, where each €j is either 0 or 1. 
Similarly HQ(G X G) is the free ii"J(G)-module generated by the monomials 

vV-'-yTy'i'1 •••v'C'1-
Lemma 17.22. — The map m\ is a H'([*/G]) linear map defined by 

ml{y?...y?1/1t> ... y'/') = y\^-\..y¡l+<-X 

with the convention that y- 1 = 0. 

Proof. — Since ra : G x G —* G is G-equivariant, the Gysin map 

mi : H*([G x G/G}) H*([G/G\) 

is a map of ^*([*/G])-module, and by Proposition 9.3, it is the equivariant fiber 

integration of the principal bundle G x G —> G. It can be represented on the 

Cartan cochain complex by integration of forms, see [37] for details. In particular 

m\(yV''-y^y'^1 • • • yf]El) 1S determined by the equation 

(17.4 .2 ; 
JGxG 

m%a)^{y\\..yïyt^ ...y[e'>) 
JG 

aAmi(yl\..y¡lyf1e[...y¡e[) 

Since the volume forms on G and GxG are respectively given by y \ . . .yi and 

yi--ViVi Equation (17.4.2) implies that ra.: H*{G x G) -> H*~d{G) sends 

ye11...yellyf1e'1 . ..y[e'1 to +ci1.. .yf1+cJ1. This finishes the proof. • 

The hidden loop product and coproduct on H9([G/G\), by universal coefficient 
theorem, induces a degree — d coproduct 

Ô: H'([G/G)) - H'([G/G\) ® H'([G/G}) 

and degree — d product 

* : F-QG/G]) ® H*([G/G]) - i f ( [ G / G ] ) 

which makes ff*([G/G]) into a Probenius algebra, called the dual Probenius structure 

on H*{[G/G)). 
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More explicitly, these two operations are given by the following compositions: 

6: H*{[G/G\) ^ Hm([G x G/G]) A! JT—d([G x G/G x G}) 

i+j—m—d 

f í ¿ ( [ G / G ] ) ® ^ ( [ G / G ] ) , 

and 

(17.4.3) • : Hm([G/G]) 0 H9([G/G\) * H'([G x G/G x G]) ^ 

H'([G x G/G]) ™ H-d({G/G]). 

Theorem 17.23. — Let G be a compact connected Lie group. The dual hidden loop 

coproduct on H'([G/G]) is trivial. And the dual hidden loop product on H*([G/G]) is 

given as follows. For any P ( # i , . . . ,xi)y{x ...y^1 andQ(xu..., x^yl1 ...y\l in H.([G/G]), 

we have 

(POn,.. .,Xl)y?...y?)* (q(X'1; . . . . x i K 6 ' 1 • --y'/') (PQ)(x1,...,xl)yl1+^-\..y¡l+<-1 

with the convention that y- 1 = 0. 

Proof. — On the Cartan model, by Proposition 17.20, the hidden loop coproduct is 
given by the following composition of chain maps: 

nG(G) nG(G x G ) ^ > nGxG(G x G) -=-• SlG(G) 0 ilG(G). 

Here the last map is Kunneth formula, and the first map 

p* : nG(G) 9á (5(ö*) 0 íl(G)f -> nG(G x G) = (5(0*) 0 tl(G x G)f 

is 5(a*Vlinear and given by 

p*(P (g) uj) = P 0 ra* (o;), VP (g) u; G (5(g*) 0 n(G))G 

Note that the space 

ílG(G) 0 iïG(G) ^ (5(ö*) 0 ft(G))G 0 (5(0*) 0 n(G)f 

has a 5(g*)G-module structure, which is given by multiplication on the second factor: 
i.e. 

VQ G 5(0*), Pi 0 un 0 P2 0 002 G iîG(G) 0 ÎÎG(G), 

one defines Q • (Pi 0 uj\ 0 P2 ® (¿2) by 

(6 ,6) ^ P I ( £ I ) 0^ I 0 Q ( - £ 2 ) P 2 (6 ) 0 Ü ; 2 G Í 2 ( G ) 0 Í } ( G ) . 

By Proposition 17.20, we know that the Gysin map ** : ttG(G x G ) - > fiGxG(G X G) 
is indeed a 5(g*)Gf-module map. 

There are two kinds of elements P 0 u in # # ( [ G / G ] ) = (5(g*))G 0 A(Q)G. One 
consists of those where a; is a top degree form, i.e. a multiple of y\ A • • • A yi, and 
the others are those where UJ corresponds to a form in Q,*<d(G). In the latter case, 
\I/(P 0 UJ) vanishes after fiber integration for degree reasons. In the first case, the 
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G-action on G is by conjugation. Since the conjugacy action is trivial in cohomology, 
fG<p*(uj) = 0 and by Proposition 17.20, \I>(P <g> UJ)vanishes. Hence the dual hidden 
loop coproduct is trivial. 

We now compute the dual hidden loop product. First, by a simple computation, 
we know that, on the Cartan model, the map A*: HGxG(G X G) —• HG(G x G) is 
given by 

Д * ( Р ( ж ь . . . , ж / , 2 / ь . . . , У1,х[,...,Х1 ' , î / i , . . . ,2/z')) 

P(Р(жь...,ж/,2/ь..., У1,х[,...,Х1 ',î/i,...,2/z')) 

In other words, the map A* is an algebra map that leaves the odd degree generators 

yi,y'j unchanged and send both generators x^ x\ (i = 1... r) to the generator Xi. By 

Lemma 17.22, one obtains that 

( m i o A ' ) ^ . . . ^ , ^ ' . . . ^ ) y1e1+e'1-1...yle1+e'1-1 

The dual hidden loop product now follows from the explicit £(g*)-module structure. 

• 
Remark 17.24. — It follows that the hidden loop product on Hm([G/G]) is trivial 

while the hidden loop coproduct has a counit given by the fundamental class of G, 

which is dual of the cohomology class y\.. .y\. 

Remark 17.25. — Let G be either a compact Lie group or a discrete group. As we 
have seen above, T the stack [*/G] is strongly oriented and, according to Theo­
rem 12.5, i/#(L[*/G]) is a Probenius algebra. An alternative approach to string topol­
ogy for [*/G] has been carried out in Gruher-Salvatore [36]. It would be interesting to 
find a precise link between the result of this Section 17.4 with those of [36]. Similarly, 
it would be interesting to find the connection between the construction relate of our 
hidden loop product (Theorem 11.1) with that of Abbaspour-Cohen-Gruher [1] for 
Poincaré duality groups. Another approach to the PF-algebra structure for L[*/G] 
was recently studied by Chataur-Menichi [16]. Their results seem to agree with ours. 
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APPENDIX A 

CATEGORIES FIBERED IN GROUPOIDS 

The formalism of categories fibered in groupoids provides a convenient framework 
for working with lax groupoid-valued functors. In this section, we recall some basic 
facts about categories fibered in groupoids. 

Let T be a fixed category. An example to keep in mind is T = Top, the category 
of topological spaces. A category fibered in groupoids over T is a category X together 
with a functor 7r: X —• T satisfying the following properties: 

i) For every arrow / : V —» U in T, and for every object X in X such that 7r(X) = 
U, there is an arrow F: Y —• X in X such that ir(F) = f. 

ii) Given a commutative triangle in T, and a partial lift for it to X as in the diagram 

Y F 

X 

G z 

7T 

V f 

h u 
9 w 

there is a unique morphism H: Y —* Z such that the triangle commutes and 
n(H) = h. 

We will often drop the base functor 7r from the notation and denote a fibered 
category TT : X —> T by X. 

For a fixed object T e T, we let X(T) denote the category of objects X G X 
such that TT(X) = T. Morphisms in X(T) are morphisms / : X —• Y in X such that 
7r(/) = idT. 

It is easy to see that X(T) is a groupoid. This groupoid is sometimes called the 
fiber ofX over T. It is also called the groupoids of T-points of X(T). 
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Example A.l. — 1. Let T = Top, and let G be a topological group. Let $G be the 
category of all principal G-bundles P —• T. A morphisms in <BG is a G-equiv­
ariant Cartesian diagram 

P' P 

V - T 

The base functor $G —> Top is the forgetful functor that sends P —• T to T. 
Observe that $G(T) is the groupoid of principal G-bundles over T. 

2. Let T = Top, and let X be a topological space. Let X be the category of 
continuous maps T —» X. A morphism in X is a commutative triangle 

T' T 

X 

The forgetful functor that sends T —> X to T makes X a category fibered in 
groupoids over Top. 

The groupoids X(T) is in fact equivalent to a set, namely, the set of continuous 
maps T —> X (i.e., the set of T-points of X). 

Remark A.2. — There are two ways of thinking of a fibered category X —• T. One 
is to think of it as a device for cataloguing the objects parameterized by a moduli 
problem over T. In this case, an object X G X(T) is viewed as a "family parameterized 
by T." 

The second point of view is to think of X as some kind of a space. In this case, an 
object in X(T) is simply thought of as a T-valued point of X, that is, a map from T 
to X. 

The Yoneda type Lemma A.4 clarifies this dual point of view. 

Remark A3. — 1. Conditions (i) and (ii) imply that, for every morphism f:T'-+ 
T in T, every object X G X(T) has a "pull-back" f*(X) in X(T ' ) . The pull-back 
is unique up to a unique isomorphism. We sometimes denote f*(X) by X\T'. 

2. The pull-back functors / * (whose definition involves making some choices) 
give rise to a lax groupoid-valued functor T i-> X(T). Conversely, given a lax 
groupoid-valued functor on T, it is possible to construct a category fibered in 
groupoids over T via the so-called Grothendieck construction. 

A . l . The 2-category of fibered categories 

Categories fibered in groupoids over T form a 2-category. Let us explain how this 
works. 

ASTÉRISQUE 343 



A.2. DESCENT CONDITION 157 

A morphism f: X —> 2) of fibered categories is a functor / : X —> 2) between the 
underlying categories such that 7r%)0 f = 7r%. Given two such morphisms / ,g: X —» 2), 
a 2-morphism <p: f => g between them is a natural transformation of functors ip from 
/ to g such that the composition 7r%) O ^ is the identity transformation from 7T£ to 
itself. 

With morphisms and 2-morphisms as above, categories fibered in groupoids over 
T form a 2-category ffibj- The 2-morphisms in $ibj are automatically invertible. 

The construction in Example A. 1.2 can be performed in any category T and it 
gives rise to a functor T —• S'ibj. From now on, we will use the same notation for an 
object T in T and for its corresponding category fibered in groupoids. 

We have the following Yoneda-type lemma. 

Lemma AA (Yoneda lemma). — Let X be a category fibered in groupoids over T, and 
let T be an object in T. Then, the natural functor 

Hom^ibT(T,X)^X(T) 

is an equivalence of groupoids. 

This lemma implies that the functor T —» $ibj is fully faithful. That is, we can 
think of the category T as a full subcategory of Sab-p- For this reason, in the sequel we 
quite often do not distinguish between an object T and the fibered category associated 
to it. 

A.2. Descent condition 

To simplify the exposition, and to avoid the discussion of Grothendieck topologies, 
we will assume from now on that T = Top. 

We say that a category X fibered in groupoids over T is a stack, if the following 
two conditions are satisfied: 

i) Gluing morphisms. Given two objects X and Y in X over a fixed topological 
spaces T, morphisms between them form a sheaf. That is, the presheaf of sets 
on T defined by 

U^HomxwiXlutYlu) 

is a sheaf. 

ii) Gluing objects. Let T be a topological space, and let be an open covering 

of T. Assume we are given objects X{ G X(Ui), together with isomorphisms 

(fij : XjluidUj —> Xi\uiC\Uj m £(Ui fl Uj) which satisfy the cocycle condition 

<Pa ° <Pik = Vik 

on Ui n Uj; fl Uk for every triple of indices j and k. Then, there is an object X 
over T, together with isomorphisms (fi : X\ui —> Xi such that uPij o ipi = (pj. 

The data given in (ii) is usually called a gluing data or a descent data. It follows 
from (i) that the object X in (ii) is unique up to a unique isomorphism. 

Stacks over T form a full sub 2-category of Jib. 
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Example A.5. — 1. The fibered category $G of Example A. 1.1 is a stack. This is 
because one can glue principal G-bundles over a fixed space T using a gluing 
data (and the same thing is true for morphisms of principal G-bundles as well). 

2. The fibered category X of Example A. 1.2 is a stack. This is because, given a 
collection of continuous maps fa: Ui —> X which are equal over the intersections 
Ui f l Uj, we can uniquely glue them to a continuous map f\T—>X. 

Note that the cocycle condition over triple intersections does not appear in Exam­
ple A.5.2. The reason for this is that the fiber groupoids X(U) are equivalent to sets. 
That is, if there is a morphisms between two objects in X(U) it has to be unique. 

In view of Example A.5.2 (and Lemma A.4), the descent condition for a stack X 
can be interpreted as follows. Let T be a topological space and {Ui} an open covering 
of T. Assume we are given morphisms fa: Ui —> X, together with 2-isomorphisms 
V>tj: fjluiHUj => filutnUj, satisfying the cocycle condition ^ o <pjk = (pik. (This 
should be thought of as saying that <pij are "identifying fa and fj along Ui f l Uj") 
Then, we can glue fa to a global map / : T —> X whose restriction f\ut to Ui is 
identified to fa via a 2-isomorphism (pi: f\u. => fa. 

A.3. Quotient stacks 

To any topological groupoid X = [X\ =4 XQ] one can associate a stack [Xo/Xi] 
called the quotient stack of the groupoid. A quick definition for this quotient stack 
is as follows. By definition, [Xo/Xi] is the stack associated to the (fibered category 
associated to the) presheaf of groupoids 

T ~ [X^T) =t X0(T)]. 

Since we have not discussed the stack associated to a category fibered in groupoids, 
we give an alternative description of [Xo/Xi] in terms of principal bundles. 

We only describe the case when X is the action groupoid [X x G =4 X] of the 
action of a topological group G on a topological space X and refer the reader for the 
general case to ([52], Section 12). In the case of a group action, the quotient stack is 
denoted by [X/G). 

For a topological space T, the groupoid [X/G](T) of T-points of [X/G] is the 
groupoid of pairs (P, </?), where P is a principal G-bundle over T, and (p: P —• X 
is a G-equivariant map. The morphisms in [X/G](T) are G-equivariant morphisms 
/ : P ' P such that (pf = ip o f. 

It is easy to verify that [X/G] is a stack. When X is a point, the quotient stack 
[*/G] coincides with 25G of Example A. 1.1 and is called the classifying stack of G. 
Remark that, by Lemma A.4, the groupoid Hom(T, $G) of morphisms from T to $ G 
is equivalent to the groupoid of principal G-bundles over T. 
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GENERALIZED FULTON-MACPHERSON 
BIVARIANT THEORIES 

In this section we recall the axioms of a Fulton-MacPherson bivariant theory. Our 
theory is slightly more general than the original approach of Fulton-MacPherson in 
the following ways: 

— Since we need to work with stacks, the underlying category of our theory is 
indeed a 2-category. All fiber products and commutative diagrams should be 
interpreted in the 2-categorical sense. The associated bivariant groups, however, 
will be equal for 2-isomorphic moprhisms. 

— Fulton-MacPherson have a notion of a 'confined morphism' (along which you 
can push forward bivariant classes) while we believe it is more natural to have 
'confined triangles'. 

— Product of bivariant classes are only partially defined. 

In the context of this paper, these differences, however, are not crucial and give us 
the right amount of generality to define the desired Gysin maps. 

B.l . The underlying (2-)category 

The underlying category of a generalized bivariant theory is a category C (rather, 
2-category) with fiber products and a final object. The category C is equipped with 
the following structure: 

— A class of commutative triangles called confined triangles 

X f - Y 

u f V 

s 

f v 
We usually write this triangle as X —• Y —• S. We sometime refer to the 
above triangle as a morphism f:X—*Y confined relative to S. 
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— A class of squares called independent squares 

X' 9' 
— > X 

f' if 
Y' 

9 
Y 

Note: we will distinguish the above square from its transpose, so the transpose 
of an independent square may not be independent. 

— A class of morphisms called adequate. 

We require the following axioms to be satisfied: 

A l . A triangle X -^-*.X Z in which / = idx is the identity map is confined. 
A2. If the inside triangles in 

X f Y 9 Z 

u \ v 
w 

s 

are confined, then so is the outside triangle. 
B l . Any commutative square in which the top and the bottom morphisms are the 

identity maps is independent. 
B2. Any square obtained from juxtaposition (vertical, or horizontal) of independent 

squares is independent. 
C. If in the commutative diagram 

X' 
f' 

Y' v' ̂  S' 

9'I ,9 
X 

f 
Y 

V 
S 

the left square (or its transpose) is independent and / is confined relative to 5, 
then f is confined relative to S'. 

D. All isomorphisms are adequate. 

Lemma B.l. — Given 

X ^ Y ^ Z - ^ W 

if f is confined relative to W then f is confined relative to Z. 

Proof. — Use Axioms B l and C. 
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B.2. Axioms for a bivariant theory 

A bivariant theory T on such a category C assigns to every morphism f:X—*Y 
in C a graded abelian group T(X —> Y), or T(f) for short. We denote the ith graded 

component, i G Z , of T by T \ We sometimes denote an element a G T(X —• Y) by 

X f 

® 
Y . 

The functor T support three types of operations: 
1. Product. For every f:X—*Y and adequate g: Y —» Z , there is a product 

T\X -Ay)® Tj(Y -^Z)—^ Ti+j(X gof Z). 

2. Pushforward. Given a confined triangle 

X f Y 

u \^ v 
s 

there is a pushforward homomorphism 

/. : T{X S) — f T{Y S). 

3. Pullback. For every independent square 

X' 
g' 

X 

/ ' v J 

Y'1 
9 

Y 

there is a pullback homomorphism 

g* : r*(X -U Y) — . T*(X' -C y')-

(Observe the abuse of notation.) 

These operations should satisfy the following compatibility axioms: 

A l . Product is associative. Given a diagram 

X f 

@ 
Y 9 

B 
z h 

y 
w 

where g, h and hog are adequate, we have 

(a • /3) • 7 = a • (/3 • 7) 

i n T ( h o S o / ) . 
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A2. Pushforward is functoriaL If the triangles in 

X 
f 

Y 9 z 
\ 

u 
v / w 

s 

are confined, then 

(go / ) , = s . o / . : T\X s) — » T ( z ^ S). 

A3. Pullback is functorial. If the squares in 

X" 
tí 

X' g' X 

f" f' f 

Y" h Y' g Y 

are independent, then 

(g o h)* = h*og*: T\X Y) —> T{X" - C y " ) . 

A12. Product and pushforward commute. Given 

X 
f Y y Z h 

B 
W 

(S) 

with / confined relative to W and h adequate, we have 

f*(a.B)=f*(a).B 

in T(hog). 
A13. Product and pullback commute. Given 

X' 
h" 

X 

f'<, f @ 

Y' tí Y 

g' 9 № 
Z' h z 

with independent squares, g and g' adequate, we have 

h*{a-(3) = h'*(a)-h*((3) 

in Tig1 of). 
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A23. Pushforward and pullback commute. Given 

X' 
h" 

X 

f' f 

Y' 
ti 

Y @ 

a' g 

z' h z 

with independent squares and / confined relative to Z, we have 

f'*(h*a)=h*(a) 

in T(g>). 
4123. Projection formula. Given 

X' 
g' 

X 

f f © 

Y' 
9 

Y 
h_ 

z 

@ 

with independent square, g adequate and confined relative to Z and hog ade­
quate, we have 

a:g*(B)=g'(ga.B) 

in Tlhof). 

We say a bivariant theory T has unital if for every X G C there is an element 

lx G T°(X X) with the following properties: 

— For every / : W —> X and every a G T(W — • X ) , we have a • lx = OL. 

— For every g: X —• Y and every ¡3 e T(X -U Y), we have lx • P = /?• 

— For every g: X' —• X, we have <?*(lx) = lx ' -

A bivariant theory T is called skew-commutative (respectively, commutative), if for 
any square 

X' 
g' , 

X 

f' f 
m 

Y' 
g 

0) 
Y 
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that is independent or its transpose is independent, g and / are adequate, we have 

g*(a) • /3 = ( - l )des(«)de^)/*( /?) • a 

(respectively, g*(a) •/? = /*(/?)• a). 

Note that we don't assume the class of adequate morphisms to be closed; that is, if 
/, g are adequate, go f might not be adequate. However, in practice, it is convenient 
to specify a (large) closed subclass of adequate maps, called the strongly adequate 
morphisms. In particular, the product of bivariant classes are always defined and 
associative on the subclass of strongly adequate morphisms. 

Using the definitions of Section 7 and results of Sections 4, 6, 6.1, it is straightfor­
ward to prove 

Theorem B.2. — The bivariant theory of Section 7 is a generalized Fulton-MacPherson 
bivariant theory. 

Note that, in view of Lemma 6.4 and Example 7.6.1, we can choose the class of 
strongly adequate morphisms to be the class of strongly proper maps. 
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