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OPERADS AND CHAIN RULES 
FOR THE CALCULUS OF FUNCTORS 

Greg ARONE and Michael CHING 

Abstract. — We study the structure possessed by the Goodwillie derivatives of a 
pointed homotopy functor of based topological spaces. These derivatives naturally 
form a bimodule over the operad consisting of the derivatives of the identity functor. 
We then use these bimodule structures to give a chain rule for higher derivatives in 
the calculus of functors, extending that of Klein and Rognes. This chain rule expresses 
the derivatives of FG as a derived composition product of the derivatives of F and G 
over the derivatives of the identity. 

There are two main ingredients in our proofs. Firstly, we construct new models for 
the Goodwillie derivatives of functors of spectra. These models allow for natural com­
position maps that yield operad and module structures. Then, we use a cosimplicial 
cobar construction to transfer this structure to functors of topological spaces. A form 
of Koszul duality for operads of spectra plays a key role in this. 

Résumé (Opérades et règles de la chaîne pour le calcul fonctoriel). — Nous étudions la 
structure des dérivées de Goodwillie d'un foncteur d'homotopie pointé d'espaces to­
pologiques possédant une base. Ces dérivées forment, de manière naturelle, un bimo­
dule au-dessus de l'opérade, celui des dérivées du foncteur identité. Nous utilisons ces 
structures de bimodule pour donner une règle de la chaîne pour les dérivées supé­
rieures en calcul fonctoriel, étendant celle de Klein et Rognes. La règle de la chaîne 
exprime les dérivées de FG en tant que produits de composition des dérivées de F et 
de G au-dessus des dérivées de l'identité. 

Il y a deux ingrédients principaux dans nos preuves. Premièrement, nous construi­
sons des nouveaux modèles pour les dérivées de Goodwillie des foncteurs de spectres. 
Ces modèles fournissent des applications de composition naturelles avec des structures 
de module et d'opérade. Ensuite, nous utilisons une construction de cobarre cosimpli-
cielle pour porter cette structure aux foncteurs d'espaces topologiques. Une forme de 
dualité de Koszul pour les opérades de spectres joue un rôle-clé dans cette preuve. 
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INTRODUCTION 

In a landmark series of papers, [16], [17] and [18], Goodwillie outlines his 'calculus 
of homotopy functors'. Let F : —> 2) (where *6 and 2) are each either Top*, the 
category of pointed topological spaces, or Spec, the category of spectra) be a pointed 
homotopy functor. One of the things that Goodwillie does is associate with F a 
sequence of spectra, which are called the derivatives of F. We denote these spectra by 
diF, &2F,..., dnF,..., or, collectively, by d*F. Importantly, for each n the spectrum 
dnF has a natural action of the symmetric group E n . Thus, d*F is a symmetric 
sequence of spectra. 

The importance of the derivatives of F is that they contain substantial informa­
tion about the homotopy type of F. Goodwillie's main construction in [18] defines a 
sequence of 'approximations' to F together with natural transformations forming a 
so-called 'Taylor tower'. This tower takes the form 

F • PnF P n _ i F -> • P0F 

with PnF being the universal 'n-excisive' approximation to F. (A functor is n-excisive 
if it takes any n + 1-dimensional cube with homotopy pushout squares for faces to a 
homotopy cartesian cube.) For 'analytic' F, this tower converges for sufficiently highly 
connected X, that is 

F(X) ~ h o l i m P n F ( X ) . 

In order to understand the functors PnF better, Goodwillie analyzes the fibre DnF of 
the map PnF —» P n _ iF . This fibre is an 'n-homogeneous' functor in an appropriate 
sense, and Goodwillie shows in [18] that DnF is determined by dnF, via the following 
formula. If F takes values in Spec then 

DnF(X)~(dnFAXAn)hEn. 
If F takes values in Top* then one needs to prefix the right hand side with .o s 

This paper investigates the question of what additional structure the collection 
d*F naturally possesses, beyond the symmetric group actions. The first example of 
such structure was given by the second author in [9]. There, he constructed an operad 
structure on the sequence d*Ijop^, where Ijop^ is the identity functor on Top*. Our 
first main result says that if F is a functor from Top* to Top*, then d*F has the 
structure of a bimodule over the operad d*IjoP^. (For functors either only from or to 
Top*, we get left or right module structures respectively.) 
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2 I N T R O D U C T I O N 

It turns out that these bimodule structures are exactly what is needed to write 
a 'chain rule' for the calculus of functors. By a chain rule we mean a formula for 
describing the derivatives of a composite functor FG in terms of d*F and d*G. Such 
a chain rule was first studied by Klein and Rognes, in [27], who provided a complete 
answer to this question for first derivatives. In this paper we extend some of their 
work to higher derivatives, although with some restrictions. In particular, we only 
consider reduced functors (those with F(*) — *) and only derivatives based at the 
trivial object *. (Klein and Rognes consider derivatives at a general base object.) Our 
result expresses d*(FG) as a derived 'composition product' of the <9*^Top*-bimodule 
structures on d*F and d*G. 

The proofs of our main theorems are rather roundabout, but give us additional 
interesting results along the way. We first treat the case of functors from Spec to 
Spec, and construct new models for the derivatives of such functors. Then, to pass 
from Spec to Top*, we rely heavily on the close connection between topological spaces 
and coalgebras over the cooperad E 0 0 ^ 0 0 , and also on a form of 'Koszul duality' 
for operads in Spec. Koszul duality for operads was first introduced by Ginzburg 
and Kapranov, in [14], in the context of operads of chain complexes. Some of their 
ideas were extended to operads of spectra by the second author in [9]. In particular, 
it was shown there that the operad d^Ijop# plays the role of the Koszul dual of the 
commutative cooperad, and hence is a spectrum-level version of the Lie operad. In this 
paper, we give a deeper topological reason behind this observation. The commutative 
cooperad appears because it is equivalent to the derivatives of the comonad E 0 0 ^ 0 0 . 
One of our main results is that the derivatives of Ijop* and E 0 0 ^ 0 0 are related by this 
form of Koszul duality. 

The module and bimodule structures on the derivatives of a general functor F also 
arise via an extension of Koszul duality ideas to spectra. For example, we show that 
for F : Top* —• Top*, the derivatives of F and E ° ° F are related by a corresponding 
duality between left <9*JTTOP„ -modules and left 9*(E 0 0 Q 0 0 )-comodules. 

It seems to us that this paper gives a satisfactory answer to one of the open-ended 
questions proposed in the introduction to [9]: is there a deeper connection between 
calculus of functors and the theory of operads? Yes, there is a deeper connection. 
It stems from two basic sources. The first is the fact that composition of functors 
is related to the composition product of symmetric sequences. The second is the 
relationship between Ijop^ and E 0 0 ^ 0 0 , which translates, on the level of derivatives, 
to Koszul duality of operads. 

We now proceed with a more precise statement of our main results. 

Our results. — As we mentioned already, our results are stated in the language of 
operads and modules over them. The collection of derivatives of a functor F (of either 
based spaces or spectra) forms a symmetric sequence of spectra, that is, a sequence 

d*F = (d1F,d2F,...) 
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I N T R O D U C T I O N 3 

in which the n t h term has an action of the symmetric group £ n . (In this paper, we 
only consider derivatives 'at' the trivial object *. Derivatives based at other objects 
are more complicated entities.) 

An operad consists of a symmetric sequence together with various maps involv­
ing the smash products of the terms in the sequence. These maps can be succinctly 
described by the composition product, a (non-symmetric) monoidal product on the 
category of symmetric sequences. An operad is precisely a monoid for this product. 
A module over an operad P is a symmetric sequence together with an action of the 
monoid P. Because the composition product is non-symmetric, right and left modules 
have very different flavours. We also have bimodules, either over a single operad, or 
two separate ones. We review all these notions in Section 2.1. 

We already mentioned that, in [9], the second author constructed an operad struc­
ture on d*Ijop^, where ITOP^ denotes the identity functor on the category of based 
topological spaces. The derivatives 9*ispec of the identity functor on spectra, also 
form an operad, albeit in a trivial way because d*Ispec is equivalent to the unit object 
1 for the composition product. (The identity functor on spectra is linear so all higher 
derivatives are trivial.) This observation allows us to state our first theorem in the 
following way. 

Theorem 0.0.1. — Let F : —> 2) be a homotopy functor with each of and 2) 
either equal to Top* or Spec. Then the derivatives of F can be given the structure of 
a (d*I<z), d*I%)-bimodule in a natural way. 

We point out that a left or right module structure over d* Ispec — 1 provides no 
more information than a symmetric sequence. Theorem 0.0.1 therefore only contains 
new content in the case that either or 2) (or both) is equal to Top*. The actual 
meaning of the theorem is that if F is a functor from Top*, then d*F has the structure 
of a right d^Irop^-module; if F is a functor to Top*, then d*F has the structure of a 
left /Top*-module; and if F is a functor Top* —• Top*, then d*F has the structure 
of a c^ijop^-^ïïiodule. We have a couple of reasons for phrasing Theorem 0.0.1 in 
this general form. One is that we believe the corresponding statement should be true 
for categories other than Top* and Spec, with module structures over operads formed 
from the derivatives of the relevant identity functors. Another reason is that it allows 
us to state a general version of our chain rule for Goodwillie derivatives, as follows. 

Theorem 0.0.2. — Let F : 2) —> & and G : *6 —> 2) be reduced homotopy functors 
with *&, 2) and 6 each equal to either Top* or Spec. Suppose further that the func­
tor F preserves filtered homotopy colimits. Then there is a natural equivalence of 
(9*/<ç, d*I<$)-bimodules of the form 

d*(FG)~d*(F) odml9d*(G). 

The right-hand side here is a derived composition product 'over' the derivatives of 
the identity functor on 2), using the right d* /^-module structure on d*(F) and the left 
9*/^-module structure on 9*(G) of Theorem 0.0.1. The derived composition product 
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4 I N T R O D U C T I O N 

can be constructed explicitly as a two-sided bar construction and we make extensive 
use of such bar constructions in this paper. In the case that 2) = Spec, Theorem 0.0.2 
reduces to the statement 

d*(FG)~d.(F)od+(G). 

This identity may be viewed as a direct analogue of the classical Faa di Bruno formula 
[25]. In the special case when *6 = 2) = & = Spec, Theorem 0.0.2 was proved in [10] 
by a different method. 

Notice that the statement of Theorem 0.0.2 is restricted to reduced functors, that 
is, those G for which G(*) ~ *. This is largely because we deal only with derivatives 
at *. To state the analogous chain rule in the non-reduced case, we would have to 
consider derivatives based at other objects, which require some extra technology (such 
as parameterized spectra). We do believe that Theorem 0.0.2, with the notion of 
derivative suitably interpreted, should hold for derivatives based at arbitrary objects, 
and for non-reduced functors. This would generalize the full force of Klein and Rognes' 
chain rule [27]. Indeed, their result originally inspired the form of Theorem 0.0.2. 

The other restriction made in Theorem 0.0.2 is that the functor F should preserve 
filtered homotopy colimits. This is an essential condition. A counterexample in the case 
this does not hold is given in Example 1.3.3. Intuitively, the reason for this hypothesis 
is that the derivatives of a functor depend only on the values of that functor on finite 
cell complexes. This condition ensures that the entire functor F is determined by its 
values on such inputs. 

The focus of this paper is on theory, but we also consider a few examples. In 
particular, we compute the right d*(Ijop^ )-module structure on the derivatives of A(-) 
(Waldhausen's algebraic K-theory of spaces functor, following Goodwillie's calculation 
of those derivatives in [18, 9.7]), and E°° Map(if, —) (the functor of stable mapping 
spaces out of a finite complex, following the first author's calculation of its derivatives 
in [1]). 

Open questions, possible directions for future work 

Is there a more direct approach to the chain rule ?— The following is a natural question 
to ask. A positive answer would point to a simpler and more direct way to prove many 
of our results. Suppose that F and G are homotopy functors such that the composition 
FG is defined. For concreteness, let us assume that F and G are functors between 
categories that are either Top* or Spec. 

Question. — Is there a model of d* that is endowed with natural maps 

fi : d*F o d*G —• d*(FG) 

and 
n : 1 —> d*I 

such that fi is associative, in the evident sense, rj induces an equivalence jor * = 1, 
and the two maps together are unital in the sense that the following composed maps 
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I N T R O D U C T I O N 5 

equal the identity: 

d*F 9É d*F o 1 — • d*F o dj — • Ô.(FJ) = <9*F 

and 

d^F^lo d*F —• a*/ o —> <9*(/F) = ^ F. 

It is relatively straightforward to construct a composition map that is associative 
and unital up to homotopy. However, to construct a strictly associative (or even Aoo) 
model appears to be difficult. 

A positive answer to this question would imply that if F is a monad and G is a 
module over F, then d*F has a natural operad structure and d*G has the structure of a 
module over d*F. Taking F to be the identity functor would then imply Theorem 0.0.1. 
Furthermore, it would imply the existence of a natural map 

d.Fodml9 d*G—+d*(FG) 

and the chain rule (Theorem 0.0.2) would then amount to the assertion that this map 
is an equivalence. 

As far as we know, no-one has yet managed to construct such maps, although 
unpublished work in this direction has been done by Bill Richter and Andrew Mauer-
Oats. 

Does the chain rule hold for junctors between categories other than Top* and Spec?— 
Kuhn showed in [30] that many of Goodwillie's constructions apply equally well to 
functors between other categories. In general, if and 2) are (simplicial) model cate­
gories, one can define a Taylor tower for functors F : *6 —> 2). Lurie [34] has examined 
how some of these ideas can be developed in the context of co-categories. We suspect 
that suitable versions of Theorems 0.0.1 and 0.0.2 apply in these more general settings. 

Suppose is a category appropriate for 'doing calculus' in one of the above senses. 
Then one can often define a stabilization of g\ denoted Spec(i?), that plays the role 
of the category of spectra for topological spaces. Schwede and Shipley, in [44], have 
shown, in good cases, how to present Spec(£?) as the category of modules over a kind 
of generalized ring spectrum, which we can denote R%. (In the classical case, we have 
i^Top,, = S, the sphere spectrum.) If F : —• 2) is a functor between categories for 
which this process works, one should be able to interpret the n t h derivative of F as a 
(i?0, JR^n)-bimodule with an appropriate En-action. There are corresponding notions 
of operad and module for sequences of such objects, and we speculate that, in general, 
the derivatives of the identity functor on 5? have an operad structure. We conjecture 
that Theorems 0.0.1 and 0.0.2 carry over in essentially the same form. 

Many of the ideas present in the proofs of these Theorems should be applicable in 
a more general setting. In particular, for J? as above, we have an adjunction 

E s: g ^ S p e c ^ ) s 

and hence a comonad £ g ? f i g ? . We propose that there exists a duality relationship 
between the derivatives of 1% and E ^ ^ ^ extending that described in this paper 
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6 INTRODUCTION 

for J? = Top*. In particular, this could provide interesting examples of Koszul dual 
operads. 

A key example we have in mind for this would be to take *6 equal to the category 
of spaces over a fixed base space X. This is the correct context for describing the 
Taylor tower of a functor expanded at an arbitrary base object. As we mentioned 
already, we need this to complete the extension of the Klein-Rognes chain rule to 
higher derivatives. Their result fits into the conjectural framework described above. 

Another family of examples is provided by categories of algebras over operads. This 
includes various categories of ring spectra (algebras over the associative or commuta­
tive operads in Spec) and things like simplicial commutative algebras. If J? is equal 
to the category of P-algebras, where P is an operad of spectra, we conjecture that 
the operad d*I% is equivalent to P. In this case, the suspension spectrum functor E°° 
is related to topological Andre-Quillen homology, and our results would tie in with 
work of Basterra and Mandell [6]. 

A somewhat different class of examples arises from Weiss's orthogonal calculus [46]. 
This is a calculus of functors ^ —• 6 \ where ¿1 is the category of Euclidean vector 
spaces and J? is either Top* or Spec. Let G : ¿1 —> J? be such a functor. In this case, 
the derivatives d*G do not form a symmetric sequence, but an orthogonal sequence of 
spectra, that is, dnG is a spectrum with an action of 0(n) for each n. The category of 
orthogonal sequences is left tensored over the category of symmetric sequences. This 
means that if M is a symmetric sequence and Q is an orthogonal sequence, then there 
is a natural way to define a composition product M o Q , which is again an orthogonal 
sequence. It follows, in particular, that there is a well-defined notion for orthogonal 
sequences of a left module over an operad. The analogue of Theorem 0.0.1 would say 
that the orthogonal sequence d*G has a left d*Ijop*-module structure. 

Now let F : — • 2) be another functor where 2) is again either Top* or Spec. 
Then the composite FG is defined, and we believe that Theorem 0.0.2 should basically 
VinlH vprha.t im t.Tifl.t. is* 

dJFG)~d*Fo»r„d*G 

where now this is an equivalence of orthogonal sequences. 
Finally, if G : ¿1 —• Top*, then we believe that the orthogonal sequences d*(G) and 

d*(£°°G) are related by the same sort of Koszul duality used in this paper. This often 
provides a practical way to calculate d* (G) and this method has been used implicitly 
by the first author in some recent and current work [2, 3]. 

Note that we do not know of a right tensoring for the category of orthogonal 
sequence. This corresponds to the fact that we have a calculus for functors from J 
but we do not know of any version of calculus for functors to ^. 

Can this approach be used to classify Taylor towers?— A basic problem in the cal­
culus of functors is to extend Goodwillie's description of homogeneous functors to a 
classification of Taylor towers. One way we might answer this is to describe structure 
on the collection of derivatives of a functor that is sufficient for reconstructing the 
Taylor tower, and hence, in the analytic case, the functor itself. It is obvious that 
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INTRODUCTION 7 

symmetric group actions described by Goodwillie are not sufficient, for these only de­
termine the layers in the tower and not the (possibly nontrivial) extensions between 
those layers. 

In this paper we show that the derivatives of a functor have more structure, namely 
that of a (bi)module over a certain operad. However, this structure is still not com­
plete, and is not sufficient for recovering the Taylor tower from the derivatives. For 
example, for functors from Spec to Spec, our results do not add any new structure to 
the derivatives - they still form just a symmetric sequence - but the Taylor tower of 
a functor from Spec to Spec cannot be recovered from its derivatives. McCarthy [40] 
has shown that obstructions to such a Taylor tower being the product of its layers 
live in the Tate cohomology of certain equivariant spectra. On the other hand, Kuhn 
shows in [29] that, for functors of appropriately localized spectra (such as rational 
or K(n)-local), the relevant Tate cohomologies vanish and we do obtain split Taylor 
towers. 

Now let F be a functor of topological spaces. We show (see Remark 4.2.27) that the 
extent to which the bimodule d*F fails to determine the Taylor tower of F can also 
be measured using Tate cohomology in an analogous way to that of McCarthy. We 
might therefore expect that Kuhn's result can be generalized to functors of if(n)-local 
spaces to obtain a classification purely in terms of bimodule structures on derivatives. 

We intend to come back to this in a future work. 

How far can one develop Koszul duality for operads in Spec?— In the next subsection 
of the introduction we review the notion of Koszul duality that we use in this paper, 
but for now let us just say that to an operad P, in Spec, one can associate another 
operad, its 'Koszul dual', which we denote by P. This is a lift of Ginzburg and Kapra-
nov's construction of the dg-dual [14] for differential graded operads. Furthermore, if 
M is a module (right, left or bi-) over P, one can construct a corresponding module 
M over P. As part of the proof of Theorem 0.0.2, we show that there is a natural 
equivalence 

B(MopN) ~ M o-p N. 

The left-hand side here is the termwise Spanier-Whitehead dual of the symmetric se­
quence MopN. We believe that our work can also be used to construct an equivalence 
between certain homotopy categories of P-modules and of P-modules. 

One question, however, that we have failed to answer is whether or not the double 
Koszul dual of P is equivalent, as an operad, to P. Ginzburg and Kapranov show this 
for operads of chain complexes, but for spectra we do not know if this is true. Without 
it, the duality picture is incomplete. We do show that these operads are equivalent as 
symmetric sequences, but we do not have a map of operads relating them. 

Outline of the paper. — This paper is long and rather technical and we feel that 
it would be useful to outline the central ideas of the proofs of Theorems 0.0.1 and 0.0.2 
without cluttering those ideas with too much detail. Along the way, we collect some 
additional results that may be of independent interest. We hope the casual reader 
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8 I N T R O D U C T I O N 

will be able to understand the philosophy behind the paper by looking at this section, 
without having to wade through the whole thing. As a result, we suppress some of 
the hypotheses needed to make all the statements in this section true. Some of these 
issues are addressed in the 'Technical Remarks' section below. 

Although the focus of this paper is functors to and/or from the category of based 
topological spaces, we start by considering functors from spectra to spectra. If F, G : 
Spec —> Spec are such functors, then take 

Nat(F,G) 

to be the spectrum of natural transformations between F and G. This can be denned 
as an enriched 'end' based on the internal mapping objects in Spec. 

For any F : Spec —• Spec, we set 

dn(F) := N a t ( F X , X A n ) . 

There is a natural L n-action on 6 \r) coming from the permutation action on XAn 

and so the collection d* (F) becomes a symmetric sequence of spectra, contravariantly 
dependent on F. One of our central results (Section 3.1) is that if F is a cofibrant func­
tor (in the usual model structure on the category of functors) then dnF is naturally 
equivalent to the Spanier-Whitehead dual of dnF. 

Thus, if F is a cofibrant functor whose derivatives are homotopy-finite spectra, 
d*F determines d*F. If F does not have homotopy-finite derivatives, we can refine 
the definition of d*F as follows. Approximate F with an ind-functor { C a } , where each 
Ca does have finite derivatives. Then, define dnF to be the pro-spectrum {dnCa}. This 
pro-spectrum is then Spanier-Whitehead dual to dnF in the sense of Christensen and 
Isaksen [12]. We mostly suppress the pro-spectrum aspect in this outline. It suffices 
to say that, if properly defined, the symmetric sequence d*F determines d*F. 

The proof that d*F is a model for the duals of d*F makes use of the following 
auxiliary construction. Let ^nF : Spec — • Spec be the functor defined by the formula 

VnF{X) = Map{dnF,X"TT n 

where Map(—, —) stands for the internal mapping object in Spec. There is an evalu­
ation map 

il> : F —> 9nF 
and we prove that this map is a Dn-equivalence, that is, it becomes an equivalence 
after applying Dn. It follows that dn(F) ~ dn(^nF). We then prove that dn(^nF) is 
the Spanier-Whitehead dual of dnF to complete the proof. 

One of the fundamental observations of this paper is that the construction 9* 
naturally relates the composition product of symmetric sequences with composition 
of functors. In Section 3.2 we prove the existence of maps 

d*Fod*G-^d*(FG) (*) 

and 
1 — • d*ISpec 
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I N T R O D U C T I O N 9 

that are associative and unital in the evident sense. In Section 3.3 we show that the 
maps (*) are weak equivalences of symmetric sequences. This proves Theorem 0.0.2 
in the case that F and G are functors from Spec to Spec. 

With new models of derivatives, and the chain rule, for functors of spectra well 
understood, we turn to the method by which we transfer these results to functors of 
topological spaces. The key is that the maps (*) can be used to construct operad and 
module structures on the duals of the derivatives of various functors. 

Recall that a functor F : Spec — • Spec is a called a comonad if there exist natural 
transformations F —> FF and F — • l s p e c that are coassociative and counital in an 
obvious way. A functor G : Spec — • 2) is said to be a right comodule over F if there is 
a natural transformation G —> GF that is coassociative and counital. We naturally 
also have left comodules and bi-comodules over a comonad. 

Now suppose F is a comonad in Spec and G a comodule over F (either right, left or 
bi-). Then the maps (*) endow d*(F) with an operad structure, and d*{G) with the 
structure of a module over d* (F). Unfortunately, the shortcoming of this argument is 
that d*(F) only has the correct homotopy type (i.e. that of the Spanier-Whitehead 
duals of the derivatives of F) when F is a cofibrant functor in the projective model 
structure on the category of functors. This means that we only really obtain structure 
on the derivatives of a comonad F or comodule G if these are also cofibrant functors. 
In order to transfer this structure to all comonads and comodules, we would need a 
cofibrant replacement that preserves the comonad and comodule structures. We do 
not know if such a replacement exists. 

We use the operad structure described in the previous paragraph in the case that 
F is the comonad E 0 0 ^ 0 0 which is cofibrant in our model structure, so the concerns of 
the previous paragraph do not apply. A routine calculation with the Yoneda Lemma 
shows that 

dnÇScono°) ~ 5, 

where S is the sphere spectrum, and that the resulting operad 9 * ( E 0 0 ^ 0 0 ) is equiva­
lent to the commutative operad in the category of spectra. This is essentially Spanier-
Whitehead dual to the statement that the derivatives ( ^ ( E 0 0 ^ 0 0 ) form the commu­
tative cooperad. 

Observe that for any functor F : Top* —> Spec, the composite F£l°° is a right co-
module over E 0 0 ^ 0 0 , again by way of the (E°°, fi°°)-adjunction. We therefore deduce, 
using the composition maps (*), that d*(Fi}°°) is a right module over the operad 

Similarly, for any G : Spec -» Top*, E°°G is a left comodule over E 0 0 £2 0 0 

and <9*(E°°G) is a left module over ^ ( E 0 0 ^ 0 0 ) . 
The reason that the cooperad E 0 0 ^ 0 0 plays an important role in extending our 

results from functors on Spec to functors on Top* is that there is a close connection 
between Top* and the category of coalgebras over E 0 0 ^ 0 0 . For example, one can show 
that the categories of 1-connected spaces and of 1-connected E^fi^-coalgebras are 
homotopy equivalent. More pertinent for us is the fact that as far as Taylor towers are 
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concerned, functors to or from the category Top* are essentially the same as functors 
to or from the category Spec that are left or right comodules over E 0 0 ^ 0 0 respectively. 

A more precise statement in this vein is given by Theorem 0.0.3 below. This theorem 
describes the Taylor tower of any composite FG where the 'middle' category (i.e. the 
source of F or target of G) is equal to Top*. This result is fundamental to our paper. 
It describes how to build Pn(FG) out of the Taylor towers of composite functors for 
which the middle category is Spec. This allows us to transfer the chain rule for spectra 
to the unstable setting. 

For any F : Top* —• 2) and G : —> Top*, the corresponding functors Fft,00 and 
E°°G form right and left comodules, respectively, over the comonad E 0 0 ^ 0 0 . There is 
then a natural map of the form 

e : FG —» Tbt (Ff i~(E~f i~) # E°°G) . 

The right-hand side here is the totalization of a cosimplicial object whose fc-simplices 
are given by the composite 

Fn o o (E 0 0 Q 0 0 )^E 0 0 G 

and whose coface and codegeneracy maps come from the comonad and comodule 
structures on E 0 0 ^ 0 0 , FQ°° and E°°G. The map € is a natural coaugmentation of this 
cosimplicial object. We then prove the following result in Section 4.1. 

Theorem 0.0.3. — The coaugmentation map e induces a weak equivalence 

Pn(FG) T o t ( P n ( r a 0 0 ( E 0 0 ^ 0 0 ) * E 0 0 G ) ) . 

It follows that we also have a weak equivalence on the level of derivatives 

dn(FG) ~ T o t ( a n ( F ^ 0 0 ( E 0 0 ^ 0 0 ) # E 0 0 G ) ) . 

It is worth noting that the map of Theorem 0.0.3 factors as 

Pn(FG) —> P n ( T o t ( F 0 o o ( E o o Q o o ) # E o o G ) ) — • T o t ( P n ( r a 0 0 ( E 0 0 ^ 0 0 ) # E 0 0 G ) ) . 

These intermediate maps are not equivalences in general. We do know them to be 
equivalences if F and G are analytic functors, and in this case the theorem can be 
proved using connectivity estimates and the classical fact that the natural transfor­
mation 

/TOP — • T b t f f i 0 0 ^ 0 0 ^ 0 0 ) ^ 0 0 ) 

is an equivalence on simply connected spaces. (Recall that the right-hand side here 
is a model for the Bousfield-Kan Z-completion functor of [8].) We do not use these 
arguments. Instead, we give a 'formal' proof of Theorem 0.0.3 that does not assume 
analyticity or rely on connectivity estimates. This proof is by induction on the Taylor 
tower of F using the fact that when F is homogeneous, it factors as F'E°° for some 
F'. 

The ingredients we have described so far imply the following Proposition. 
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Proposition 0.0.4. — Consider functors F : Top* —• 2) and G : 5? —• Top* w/iere 5? 
and 2) are themselves either Top* or Spec. Xnen t/iere ¿5 an equivalence of symmetric 
sequences of the form 

d*(FG) ~ d*(Fft°°) o^soonoo) 0*(E°°G). 

w/iere t/ie right-hand side makes use the operad and modules 9 * ( E 0 0 f i 0 0 ) ; d*(FQ°°) 
ana7 d*(E°°G) £Aa£ come from the comonad and comodule structures on these functors. 

This is proved by applying the chain rule for functors of spectra to the equivalence of 
Theorem 0.0.3 and noting that the Spanier-Whitehead dual of the cosimplicial cobar 
construction is equivalent to a bar construction model for the derived composition 
product that appears on the right-hand side of Proposition 0.0.4. Strictly speaking, 
we have only described the proof of the proposition when and 2) are both equal to 
Spec. There are some additional problems that arise in the spaces case. We address 
these further in the section on technical remarks below. 

We can think of Proposition 0.0.4 as a kind of indirect chain rule, in that it describes 
the derivatives of FG in terms of the derivatives of FCt°° and E°°G. But note that 
taking either F or G to be the identity gives us a relationship between d*(F) and 
d*(Fft°°), on the one hand, and between d*(G) and <9*(E°°G) on the other. In order 
to understand this relationship and write our chain rule in the form of Theorem 0.0.2, 
we turn to Koszul duality. 

Let P be an operad in Spec with P(l) = 5, the sphere spectrum, and consider 
the symmetric sequence BP = 1 oP 1 where the unit symmetric sequence 1 is given 
the obvious trivial left and right P-module structures. (Note the composition product 
here is made in the derived sense.) The main result of [9] was that BP has a natural 
cooperad structure. The termwise Spanier-Whitehead dual of BP is then an operad 
which we refer to as the Koszul dual of P, and denote P. (Strictly speaking, this 
generalizes Ginzburg and Kapranov's notion of the dg-dual of an operad, but we find 

the term 'Koszul dual' more appealing.) It was also shown in [9] that if M is a right 
P-module then the symmetric sequence M oP 1 is a right PP-comodule. The dual of 
this is then a right P-module which we denote M and refer to as the Koszul dual of the 
module M. There are analogous constructions for left P-modules and P-bimodules. 

We now consider the implications of Proposition 0.0.4 with these facts in mind. 
Firstly, if we take F = G = ITop^, then, using equivalences <9*(Q°°) ~ 1 and <9*(E°°) ~ 
1, we get 

9*(hopJ - 1 °d*(E°°n«>) 1-

Taking the Spanier-Whitehead dual of this, we see that d*(IjopJ is equivalent to 
the Koszul dual of the operad 9*(E 0 0 f i 0 0 ) , or equivalently, the Koszul dual of the 
commutative operad. This result was observed empirically in [9] but now we see a 
more solid reason for why this is true. 

Next take just F = hop* in Proposition 0.0.4 and G to be any functor from either 
spaces or spectra to Top*. Then we have 

d*(G)~ioe.poocloo)d*(i:00G). 
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This implies that d*(G) is equivalent to the Koszul dual of the module d*(E°°G). 
Incidentally, this gives a practical method for finding the derivatives of such a functor 
G because the derivatives of E°°G are often easier to compute. It also tells us that 
d*(G) has a left d*{Ijop*)-module structure. Similarly, if F is a functor from Top* 
to either spaces or spectra, then d*(F) is equivalent to the Koszul dual of the right 
module d*(FQ°°), and d*(F) is a left ^(/jop .J-module. This completes the proof of 
Theorem 0.0.1. 

Lastly, we prove in Section 4.5 the following result about Koszul dual operads and 
modules. If P is an operad with right and left modules R and L respectively, and P, 
R and L denote their Koszul duals, then we have an equivalence 

B(RoPL) ~ RoTL 

where D denotes a termwise Spanier-Whitehead dual. Applying this to the statement 
of Proposition 0.0.4, we obtain exactly Theorem 0.0.2. 

The structure of our text is as follows. The first chapter sets up the categories 
of functors that we are using and establishes their properties. Section 1.1 describes 
our categories of spaces and spectra and recalls basic results about realization of 
simplicial objects, and homotopy limits and colimits. Section 1.2 reviews Goodwillie's 
description of the Taylor tower and his definition of the derivatives of a functor. 
Section 1.3 proves an important result that says the Taylor tower of FG is determined 
by the Taylor towers of F and G. Sections 1.4 and 1.5 deal with the categories of 
functors, their structures and goes into some detail on the theory of cell functors 
and their subcomplexes. Section 1.6 recalls Christensen and Isaksen's results on pro-
spectra and Spanier-Whitehead duality. 

In the second chapter, we turn to operads and modules. Section 2.1 reviews the 
bar constructions for operads and modules that form a central chapter of this paper. 
Section 2.2 concerns the homotopy-invariance properties of the bar constructions. 
This motivates Section 2.3 which describes the cofibrant replacements for operads 
and modules needed to make the bar construction invariant. We get these cofibrant 
replacements by constructing model structures on the categories of operads and mod­
ules, the details of which are left to the Appendix. Section 2.4 is about Ext-objects for 
modules which play a key role in the later proofs. Section 2.5 deals with 'pro-' versions 
of symmetric sequences and modules and how Spanier-Whitehead duality works in 
this context. 

The real substance of the paper starts in the third chapter. This deals with func­
tors from spectra to spectra, their derivatives and the operad and module structures 
those derivatives possess. In Section 3.1, we construct our models for the derivatives 
of a functor from spectra to spectra. Section 3.2 describes the composition maps that 
relate these models, and Section 3.3 proves the chain rule for functors of spectra. In 
Section 3.4, we show that the (duals of the) derivatives of a comonad or comodule pos­
sess corresponding operad and module structures, and calculate what that structure 
is for the comonad E 0 0 ^ 0 0 . 
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Finally, in the fourth section, we turn to functors of spaces. Section 4.1 gives the 
proof of Theorem 0.0.3. Then in Section 4.2, we concentrate on functors from spaces 
to spectra and deduce Theorem 0.0.1 in that case. Sections 4.3 and 4.4 then apply 
the same ideas to functors from spectra to spaces, and from spaces to spaces. In these 
sections, we also discuss some basic examples of functors for which we can calculate 
the relevant module structures. Section 4.5 proves the key result on Koszul duality 
that allows us to deduce the final form of Theorem 0.0.2, which we do in Section 4.6. 

Technical remarks. — Here we make some comments about various technical is­
sues we faced in implementing the ideas of the previous section, and how we solved 
them. In particular, we explain our choices of models for the homotopy theories of 
spaces and spectra. 

Getting a category of functors. — The basic objects of study in this paper are functors 
F : —* 2) where J? and 2) are categories of either based spaces or spectra. To put the 
homotopy theory of such functors on a solid footing, we would like to consider a model 
structure on the category [t?, 2)] of all such functors. However, there are set-theoretic 
problems with defining 2)] since *6 and 2) are not themselves small categories, so 
there is not in general a set of natural transformations between two such functors. We 
avoid this by considering only functors defined on the full subcategory g ? f m of finite 
cell complexes (or finite cell spectra) in g\ Since J?fm is skeletally small, we obtain 
a well-defined functor category [??fm,2)] on which we can put a projective model 
structure. Prom the point of view of finding Goodwillie derivatives, this restriction is 
not a problem because the derivatives of a functor F are determined by its restriction 
to finite objects. 

Use of EKMM S-modules. — Throughout this paper, the category Spec is taken 
to be the category of 5-modules of EKMM with the standard model structure of 
[13, VII]. The main reason for this is that every object in this model structure is 
fibrant. This has numerous technical advantages for us. In particular, it means that 
every functor with values in Spec is fibrant in the corresponding projective model 
structure. This is important in that it ensures that the natural transformation objects 
Nat (FX, XAn) are homotopy-invariant (as long as F is cofibrant) without having to 
arrange separately for XAn to be fibrant. The typical disadvantage of using EKMM 
.S-modules for spectra is that the sphere spectrum S is not cofibrant. This turns out 
not to be a significant problem for us. We make heavy use of a cofibrant replacement 
for S which we denote Sc. It is conceivable that some of our work could be reproduced 
using, for example the category of orthogonal spectra [36] with the positive stable 
model structure, since this is known to have a symmetric monoidal fibrant replacement 
functor [28]. 

The functor E 0 0 ^ 0 0 and use of simplicial sets. — A key part of our argument relies 
on the functor E 0 0 ^ 0 0 from spectra to spectra. In particular, in order to construct the 
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operad and module structures on which this paper is based, we need to use a model 
for this functor that has all of the following properties: 

— E 0 0 ^ 0 0 is cofibrant (in the projective model structure on [Specfm, Spec]); 
— E 0 0 ^ 0 0 is a homotopy functor (i.e. preserves all weak equivalences); 
— E 0 0 ^ 0 0 has a (strict) comonad structure. 

The standard functors E°° and fJ°° between the categories Spec and Top* (as used 
in [13]) do not have the necessary properties, in particular, they do not preserve all 
weak equivalences. To obtain a functor of the sort we need, we adopt the following 
definitions. Firstly, we use the category sSet* of pointed simplicial sets as our model 
for based topological spaces. Thus, results stated in this introduction for Top* are 
actually proved for sSet*. The geometric realization and singular set functors preserve 
Taylor towers in an appropriate way which allows us to transfer these results back to 
functors of based topological spaces. Next, we define 

E°°(X) :=SCA\X\ 

where Sc is a cofibrant replacement for the sphere spectrum and \X\ denotes the 
geometric realization of the pointed simplicial set X. The functor E°° : sSet* —• Spec 
now preserves all weak equivalences because every simplicial set is cofibrant. We also 
have an adjunction between E°° and the functor O 0 0 : Spec —• sSet* defined by 

n°°(E) :=Sing*Map(S c ,£) 

where Map(5 c , i£) denotes the topological enrichment of Spec, and Sing* the pointed 
singular simplicial set functor. The functor also preserves all weak equivalences 
and so E 0 0 ^ 0 0 is a homotopy functor as required. Moreover, the strict adjunction 
between E°° and f2°° ensures that E 0 0 ^ 0 0 has a strict comonad structure. Finally, 
we note that E 0 0 ! ) 0 0 is cofibrant in the projective model structure on the category of 
(simplicial) functors Specfm —• Spec. In fact, it is a finite cell object in this category. 

Recall that Lewis showed in [31] that no model for the stable homotopy category 
could have functors E°° and Q°° satisfying all the properties one might want from 
such a pair. In our case, we do not have an isomorphism 

E°°(X AY) = (E°°X) A (E°°y) . 

For example, this means that, for a simplicial set X , the diagonal on X does not give 
E ° ° I a strictly commutative coalgebra structure. We avoid this problem by using a 
different model for the commutative operad, namely the 'coendomorphism operad' 
on the cofibrant sphere spectrum 5 C . The spectrum E°°X is a coalgebra over this 
oDerad. 

Pro-spectra and duality. — Spanier-Whitehead duality plays an important role in this 
paper. In order to make statements that hold for functors with derivatives that are 
possibly not finite spectra, we make heavy use of results of Christensen and Isaksen 
[12] on the duality between pro-spectra and spectra. As we noted above, for a functor 
F : Spec —• Spec, the correct definition of dn(F) is as a pro-spectrum formed by 
approximating F with a filtered homotopy colimit of finite cell functors (that is, finite 
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cell complexes in the cofibrantly-generated model structure on [Spec f m, Spec]). This 
makes the sequence of objects d*(F) into a pro-symmetric sequence rather than just 
a symmetric sequence, which requires us to develop a theory of modules over operads, 
and bar constructions in this context. 

A fundamental part of this paper is the construction of composition maps of the 
form 

d*(F) o d*(G) —• d*(FG). 

These form the basis of the operad and module structures we use to prove our main 
results. These composition maps must be done at the level of pro-spectra which re­
quires a detailed understanding of the theory of cell functors (that is, functors that 
are cell complexes with respect to the cofibrantly-generated model structure on the 
category of functors). In particular, we point out the importance of Lemmas 3.2.1 and 
3.2.2. These in turn depend on basic properties of cell complexes in the category of 
spectra. 

Dealing with the non-infinite-loop-space maps in the cobar construction. — The proof 
of Proposition 0.0.4 described in the previous part of this introduction is, in reality, 
somewhat more delicate than indicated above. We can take the case F = Ir0p^ to 
illustrate why this is. The problem can be described in terms of the 'end' coface maps 
in the cosimplicial cobar construction 

Tbt( f i~(E~f i~) # E°°G) . 

At the lowest level, we have the map 

d° : Q^Ti^G -> Q ^ ^ n ^ ^ G 

given by using the unit of the E 0 0 , ^ 0 0 adjunction to insert the first copy of f ^ E 0 0 

on the right-hand side. The problem is that while this is a map between infinite-loop-
spaces, it is not an infinite-loop-space map. It follows that we cannot easily analyze 
the map induced by d° on derivatives using our methods based solely on functors of 
spectra. 

Because of this, we actually prove Theorem 0.0.1 first by a different method and 
then go back and deduce Proposition 0.0.4 from this. This different method can be 
interpreted as finding an appropriate model for the cosimplicial cobar construction 
that builds in the non-infinite-loop-space maps in a way we can deal with. 

The outline of this new proof of Theorem 0.0.1 is closely related to the way we 
showed that dn(F) is the dual of the n t h derivative of F for F : Spec -> Spec. For 
example, given F : Top* —• Spec, we define, for each n, a functor 

$nF : Top* - » Spec 

by 

$nF(X) := Ext ( E ° ° X ) ^ n ) . 
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This is an Ext-object in the category of right 9*(E 0 0D 0 0)-modules. (We define the right 
5*(E 0 0Q 0 0)-module (T,°°X)^n in 4.2.9.) We also define a natural transformation 

(j) : F $ n F 

and show that </> is a 2}n-equivalence, and hence induces an equivalence on n t h deriva­
tives. We then show that the n t h derivative of $ n F is naturally equivalent to the n t h 

term in the Koszul dual of the module d*(FQ°°). This has a right d*(Ijop J-module 
structure which proves Theorem 0.0.1 in this case. Analogous constructions do the 
same job for functors to Top*. 

The functors $nF form a kind of 'fake' Taylor tower for the functor F. They are 
not, in general, equivalent to the Goodwillie's PnF, but they do form a tower which 
in some sense captures the best approximation to the Taylor tower based on the right 
5*(^TopJ-module structure on the derivatives of F. See Remark 4.2.27 for more on 
this. 
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tion 1.3.1 is partly due to Tom Goodwillie. We would like to thank these people and 
also Andrew Blumberg, Bill Dwyer, Jack Morava and Stefan Schwede for many useful 
conversations. Much of the work for this paper was done while the second author was 
in a postdoctoral position at Johns Hopkins University. 
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CHAPTER 1 

BASICS 

1.1. Categories of spaces and spectra 

This paper is about the homotopy theory of functors between categories of topo­
logical spaces and spectra. For various technical reasons, we use simplicial sets instead 
of topological spaces, and for spectra, we use EKMM's category of S-modules [13]. In 
this section, we recall various aspects of these categories. 

Definition 1.1.1 (Simplicial sets). — Let sSet* be the category of pointed simplicial 
sets. We denote the simplicial version of the standard n-simplex by A[n], and we 
write A[n]+ for this with a disjoint basepoint added. Then <9A[n]+ denotes the sim­
plicial (n — l)-sphere with a disjoint basepoint. The category sSet* has the following 
properties: 

— sSet* is a closed symmetric monoidal category with respect to the smash product 
A, with unit object A[0]+. We write sSet*(X, Y) for the internal mapping object; 

— sSet* has a cofibrantly generated pointed proper simplicial monoidal model 
structure with generating cofibrations given by the inclusions 

<9A[n]+ A[n]+ 

for n > 0. 
— Every object of sSet* is cofibrant in this model structure. 

Definition 1.1.2 (Spectra). — Let Spec be the category of 5-modules of EKMM [13] 
(there this category is denoted Ms)- This is our model for the stable homotopy cate­
gory. Unlike [13], we refer to an object of Spec as a spectrum, rather than an 5-mod-
ule. In [13], the word 'spectrum' is reserved for a more fundamental notion, with an 
5-module having additional structure. We choose this different terminology to avoid 
clashing with modules over operads which feature heavily in this paper. We stress 
that whenever we write 'spectrum', we mean an object of Spec, that is, an 5-module 
in the sense of [13]. 

The category Spec then has the following properties: 

— Spec is closed symmetric monoidal with respect to the smash product As which 
we write just as A. The unit for the smash product is the sphere spectrum S. 
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For spectra X , Y, we write Map(X, Y) for the internal mapping object, that is 
spectrum of maps from X to Y (We avoid the usual notation Fs(X, Y) because 
we often use F to denote an arbitrary functor); 

— Spec is enriched, tensored and cotensored over the category sSet*. For spectra 
X,Y, we write Spec(X, Y) for the simplicial set of maps from X to Y, and 
for K e sSet*,X G Spec, we write X A K for the tensor object in Spec. (In 
[13] only the enrichment over based topological spaces is considered. We obtain 
Spec(X, Y) by applying the singular simplicial set functor to the topological 
mapping object.) 

— There is a cofibrantly generated pointed proper simplicial monoidal model struc­
ture on Spec in which the generating cofibrations are given by maps 

S A£ LE~ \dA[n}+1 —> S Ajf LE£°|A[n]+| 

for q,n > 0. (See [13, 1.4-5] for the notation here.) This model structure is 
described in more detail in [13, VII]. 

— Every object in Spec is fibrant in this model structure. 

Definition 1.1.3 (Cofibrant replacement for the sphere spectrum). — It is well known 
that sphere spectrum S is not cofibrant for the standard model structure on Spec. 
We fix a cofibrant replacement given by 

Sc := S At hS. 

(See [13, 1.4-5] again for the notation.) An important fact for us is that the map 

is precisely one of the generating cofibrations in Spec (that with g,n = 0 in Defi­
nition 1.1.2). In particular, this means that Sc is a finite cell spectrum (see Defini­
tion 1.1.7 below). 

Definition 1.1.4 (Suspension spectrum and infinite loop-space functors). — We warn the 
reader that the functors E°° and Q°° do not have the same meaning in this paper as 
in [13]. In particular, we define them to be the following functors between Spec and 
sSet*: 

— Define E°° : sSet* —> Spec by 

E°°(K) := Sc A K 

where here A denotes the tensoring of Spec over sSet*, and Sc is as in Defini­
tion 1.1.3. 

— Define : Spec —> sSet* by 

n°°{E) := Specie, £ ) 

where Spec(—, —) is the simplicial enrichment of the category Spec. 

The suspension spectrum and infinite loop-space functors are defined in [13] by SAK 

and Spec(S, E) respectively. We use 5 C because it gives these functors better homo-

topical properties for our purposes. 
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Lemma 1.1.5. — The functors E°° and of Definition 1.1.4 have the following 
vroverties: 

1. £°° is left adjoint to ft00; 
2. E°° preserves all weak equivalences and takes values in cofibrant spectra; 
3. preserves all weak equivalences and takes values in fibrant pointed simplicial 

sets. 

Proof. — The existence of an adjunction follows from the standard theory of enriched 
categories. Since Sc is cofibrant, and every simplicial set is cofibrant, (2) follows from 
the pushout-product axiom in the simplicial model category Spec. Part (3) also follows 
from the pushout-product axiom by way of the fact that every spectrum is fibrant. • 

Remark 1.1.6. — The functors that we are calling E°° and Q°° are naturally equiva­
lent to the standard notions of the suspension spectrum of a space, and the infinite 
loop-space associated to a spectrum. For example, the composite ft00!!00 is equivalent 
to the usual stable homotopy functor Q (though defined in terms of simplicial sets). 

Lewis showed in [31] that one cannot construct functors E°° and that have all 
the good properties one would hope for from such an adjunction. In our case, we are 
lacking an isomorphism between E ^ X A Y ) and (E°°X) A(E°°y) . (This is essentially 
because Sc ¥ Sc A Sc.) 

Definition 1.1.7(Cell complexes). — A relative cell complex in either sSet* or Spec is 
a map that can be expressed as the composite of a countable sequence of pushouts 
along coproducts of the generating cofibrations. A cell complex is an object X such 
that * —• X is a relative cell complex. We refer to Hirschhorn's book [22, §10] for the 
general theory of cell complexes. 

We refer to cell complexes in sSet* just as cell complexes, and cell complexes in 
Spec as cell spectra. This definition of cell spectra agrees with that given in [13, III.2] 
(except that they call them 'cell 5-modules'). 

A cell complex or cell spectrum is finite if it has a cell structure with finitely many 
cells. For each of the categories 5? = sSet*, Spec, let 5? fm denote the full subcategory of 
*6 whose objects are the finite cell complexes. In each of these cases, £? fm is a skeletally 
small category that inherits a simplicial enrichment from J? with the same simplicial 
mapping objects ff(X,Y). 

We say that an object in is homotopy-finite if it is weakly equivalent (i.e. con­

nected by a zigzag of weak equivalences) to an object in { ? f , n . 

Remark 1.1.8. — In a general cofibrantly generated model category, it is usual to al­
low cell complexes to be the composite of an arbitrarily long sequence of pushouts 
along coproducts of the generating cofibrations (i.e. a sequence indexed by any or­
dinal). This is necessary for the small object argument to produce the appropriate 
factorizations. In both the categories sSet* and Spec, however, the domains of the 
generating cofibrations are u;-small relative to these arbitrary cell complexes, where 
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(j is the countable cardinal. It follows that only cell complexes given by countable se­
quences are necessary for the small object argument. We therefore restrict our notion 
of 'cell complex' to those formed from such countable sequences. Another way to say 
this is that the model categories sSet* and Spec are compactly generated in the sense 
of [39, 4.5]. 

Definition 1.1.9 (Presented cell complexes). — We emphasize that a cell complex does 
not include any particular choice of cell structure, rather it is merely an object for 
which such a structure exists. A presented cell complex, on the other hand, consists 
of the sequence of pushout squares that define a cell structure on a cell complex. In 
particular, the notion of a subcomplex is well-defined only for presented cell complexes. 
We refer to [22, 10.6] for an extended description of the theory of presented cell 
complexes and their subcomplexes. We describe this theory in more detail in §1.5 in 
the context of cell functors. 

Cell complexes in the categories sSet* and Spec satisfy some useful properties be­
yond those enjoyed in an arbitrary cofibrantly generated model category. The following 
proposition lists a couple of those properties that are important in this paper. 

Proposition 1.1.10 (Properties of cell complexes). — The following facts apply to cell 
complexes in either sSet* or Spec: 

1. A relative cell complex is a monomorphism. 
2. Let K be a finite cell complex and X any cell complex. Then any map K —> X 

factors via a finite subcomplex of X. 

Proof — These are familiar results in the cases of simplicial sets. A relative cell 
spectrum / is a cofibration in the model structure on Spec. By [13, VII.4.14], it is 
therefore a cofibration in the sense that it has the homotopy extension property. By 
[32, 1.8.1], / is a spacewise closed inclusion. Recall that a map X —> Y of spectra 
(in the sense of EKMM [13]) ultimately consists of a map of based topological spaces 
X(V) —> Y(V) for each finite-dimensional linear subspace V C We say that 
X —> Y is a spacewise closed inclusion if each map X(V) —• Y(V) is isomorphic to 
the inclusion of a closed subspace. In particular, note that a spacewise closed inclusion 
is a monomorphism which proves part (1). Part (2) is effectively [13, 111.2.3]. • 

Definition 1.1.11 (Simplicial and cosimplicial objects). — Simplicial and cosimplicial 
objects in our categories sSet* and Spec play an important role in this paper. We 
write A for the category whose objects are the totally ordered sets n := { 0 , . . . , n } 
for n > 0, and whose morphisms are the order-preserving functions. A simplicial 
object in a category *6 is a functor X. : Aop —> and a cosimplicial object in *6 is 
a functor Xm : A -> g\ We refer to the object Xk := X .(k) or Xk := X # (k ) as the 
object of k-simplices in X. or X* respectively. 

More explicitly, a simplicial object in *6 consists of a sequence of objects X^ £ J? 
for k > 0 and: 

— face maps di : Xk —» Xk-i for i = 0 , . . . , k; 
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— degeneracy maps Sj : Xk —> Xk+i for j = 0 , . . . , 
satisfying the 'simplicial identities' (see [15, 1.1]). Dually, a cosimplicial object in 
consists of objects Xk € 5? for k > 0 and: 

— co/ace maps d1 : Xk —• X / e + 1 for i = 0 , . . . , k + 1; 
— codegeneracy maps s-7 : X f c —> for j = 0 , . . . , k — 1; 

satisfying corresponding 'cosimplicial identities'. 

Definition 1.1.12 (Geometric realization and totalization). — If 5? is either sSet* or 
Spec, then a simplicial object Xm has a geometric realization, written \X9\, and a 
cosimplicial object X* has a totalization, written TotX*. These can be defined as 
the following coend and end respectively: 

\X.\ := A[n]+ A A X n , TotX* := Map A (A[n]+ ,X n ) . 

Definition 1.1.13 (Augmented simplicial objects). — Let X. be a simplicial object in a 
category An augmentation of X. is a map e : XQ —> y in 5? such that ecfo = edi. 
If 5? is either sSet* or Spec, then such an augmentation determines a map 

e:\X.\^Y. 

Dually, if Xm is a cosimplicial object in 5?, then an augmentation of X* is a map 
T) : y —* X ° such that d°77 = dlrq. This determines a map 

r/:y — TotX*. 

Remark 1.1.14. — Another way to view an augmentation of the simplicial object Xm 

to y is as a map of simplicial objects from Xm to the constant simplicial object Y9 

with value Y. If / : X. -» Y9 is a map of simplicial objects, then / 0 : X0 —• Y0 = y 
is an augmentation of X # . Conversely, given an augmentation e : Xo —> Y, we build 
such a map / by taking / n : Xn —> Yn = Y to be edo • • • do-

Dually, an augmentation of the cosimplicial object X* is equivalent to a map Ym —» 
X * where y* is a constant cosimplicial object. 

An important idea for this paper is the notion of a simplicial or cosimplicial 'con­
traction' as used, for example, by May [38, §9]. We recall this here. 

Lemma 1.1.15 (Simplicial contractions). — Let "6 be either sSet* or Spec. Let X. be a 
simplicial object in *6 with augmentation do : XQ —• X-\. Suppose that for all k > — 1 
there exist maps 

s-i : Xk —> Xk+i 
that satisfy the extended simplicial identities 

ÜQS-I = id 
s-idi = di+xs-i fori>0 

s-iSj = S j+is - i for j > - 1 . 

Then the induced map 
d0 : \X9\ —> X-i 
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is a homotopy equivalence in '. The maps s_i are referred to as extra degeneracies 
and provide a simplicial contraction for the augmented simplicial object X.. 

Proof. — The map s_i : X _ i —> Xn determines 

S _ i : X _ i - | X . | 

such that doS-i is the identity on X _ i . The maps s_i : Xk —» X^+i for A; > 0 
determine a homotopy between the identity map on \Xm\ and s_i(io- Therefore do is 
a homotopy equivalence. • 

Remark 1.1.16. — Let / : Xm —> Y. be a map from X . to the constant simplicial 
object Y # with value Y = X _ i . A collection of extra degeneracies, as in Lemma 1.1.15, 
determines a map i : Y. —> Xm such that /z is the identity on Y # , and a simplicial 
homotopy from z / to the identity on Xm. In other words, it makes Y. into a deformation 
retract of Xm. Taking geometric realizations, we deduce that Y = |Y # | is a deformation 
retract of \X*\ which recovers Lemma 1.1.15. 

Lemma 1.1.17. — Let "6 be either sSet* or Spec and let X* be a cosimplicial object in 
5? with augmentation d° : X~l —> X°. Suppose that for all k > —1, there exist maps 

S - l ; X

k + 1 - > Xk 

that satisfy extended cosimplicial identities dual to the extended simplicial identities 
of Lemma 1.1.15. Then the induced map 

d° -.X-1 ^TotX9 

is a homotopy equivalence in *6. The maps s are referred to as extra codegeneracies 
and provide a cosimplicial contraction for the augmented cosimplicial object X9. 

Proof. — This is dual to the proof of Lemma 1.1.15. 

Remark 1.1.18. — Let f : Y* —> X9 be a map from the constant cosimplicial ob­
ject y * with value Y = X~x to X9. A collection of extra codegeneracies, as in 
Lemma 1.1.17, determines a map p : X* —• Y* such that pf is the identity on Y*, 
and a cosimplicial homotopy between fp and the identity on X9 making Y* into a 
deformation retract of X*. Taking totalizations, we deduce that Y = TotY* is a 
deformation retract of Tot X V which recovers Lemma 1.1.17. 

Remark 1.1.19. — There are similar results to Lemmas 1.1.15 and 1.1.17 for extra 
degeneracy and codegeneracy maps on 'the other side', that is, Sk+i : Xk —> Xk+i 
or : Xh+1 —> Xh for k > — 1 that satisfy corresponding extended simplicial or 
cosimplicial identities. 

We now briefly recall some of the homotopical properties of realization and to­
talization of simplicial and cosimplicial objects. Recall the existence of Reedy model 
structures on the categories of simplicial and cosimplicial objects in a model category 
(see [22, Chapter 15]). We use the following result several times. 
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Proposition 1.1.20. — 1. Let f : X9 —> Y. be a map between Reedy cofibrant sim-
plicial objects in such that each fn : Xn —> Yn is a weak equivalence in 
Then the induced map 

l/l : \X.\ - \Y.\ 
is a weak equivalence. 

2. Let f :Y* —> X* be a map between Reedy fibrant cosimplicial objects in *6 such 
that each fn : Yn —> Xn is a weak equivalence in "6. Then the induced map 

Tot / : Tot y -*TotX Ä 

is a weak equivalence in 8\ 

Proof. — This is [22, 18.6.6]. 

Definition 1.1.21 (Homotopy-invariant realization and totalization). — Let be either 
sSet* or Spec and let X. be a simplicial object in 5?. The homotopy-invariant geometric 
realization of X9 is given by taking the realization of a Reedy cofibrant replacement 
for Xm. This is determined only up to weak equivalence. In practice, we can fix a 
Reedy cofibrant replacement functor and obtain a particular (functorial) choice of 
homotopy-invariant realization. We denote the homotopy-invariant realization of X. 
by 

|X.| 
Dually, if X9 is a cosimplicial object in ë\ then the homotopy-invariant totalization 

of X* is given by the totalization of a Reedy fibrant replacement for X*. We denote 
this by 

TotX* = Tot X V 

Proposition 1.1.20 implies that an objectwise weak equivalence between simplicial 
or cosimplicial objects induces a weak equivalence between their homotopy-invariant 
realizations or totalizations. 

Lemma 1.1.22. — Let *6 be either sSet* or Spec and let XM be a simplicial object 
in *6. Let XQ —» Y be an augmentation of X* that admits extra degeneracies as in 
Lemma 1.1.15. Then there is a weak equivalence 

\X.\^Y. 

Let X* be a cosimplicial object in 5? with augmentation Y —> X° that admits extra 
codegeneracies as in Lemma 1.1.17. Then there is a weak equivalence 

y - > T o t X V 

Proof — Let y . denote the constant simplicial object with value Y. As in Re­
mark 1.1.16, we have a deformation retract Ym —> Xm. Applying a simplicial Reedy 
cofibrant replacement functor, we obtain a deformation retract 

Y.-+X. 
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which induces a deformation retract 

in I ̂  I * . I 
whose homotopy inverse is a weak equivalence 

l * . | - \Y.\. 

Now a constant simplicial object with cofibrant value is Reedy cofibrant (because the 
latching maps are either the identity or map from the initial object). We can therefore 
take Y to be the constant simplicial object on a cofibrant replacement of Y. It follows 
that (whether or not Y is cofibrant), there is a weak equivalence 

\Y.\^Y. 

Combining this with the previous weak equivalence gives the first part of the Lemma. 
The proof of the second part is dual to that of the first. • 

Definition 1.1.23 (Homotopy limits and colimits). — We use homotopy-invariant ver­
sions of the homotopy limit and colimit of a diagram of pointed simplicial sets or 
spectra. The standard notions of homotopy limit and colimit (due to Bousfield and 
Kan [8]) preserve objectwise weak equivalences between only objectwise-fibrant, and 
objectwise-cofi.brant diagrams respectively (see [22, 18.5.3]). In our notation holim 
and hocolim, we understand that appropriate fibrant or cofibrant replacements have 
been taken (if necessary) before applying the Bousfield-Kan construction. 

Note that all objects in Spec are fibrant so that the standard homotopy limit is 
already the homotopically correct one. Similarly, all objects in sSet* are cofibrant and 
so the Bousfield-Kan homotopy colimit is already correct. 

At many points in this paper, we take the homotopy limit or colimit of a diagram 
of functors with values in either sSet* or Spec. Unless noted otherwise, such homotopy 
limits and colimits are always formed objectwise. 

Definition 1.1.24 (Functors). — We are interested in studying functors between the 
categories Spec and sSet*. To make the technical constructions of this paper, we need 
some basic conditions on such functors. Let F : 5? —> 2) be a functor where and 2) 
are each either Spec or sSet*. Then we say 

— F is pointed if F(*) = *; 
— F is simplicial if it induces maps of simplicial sets of the form 

g Y X , y ) - > ®(FX,FY) 

where recall that *6{X, Y) denotes the simplicial set of maps from X to Y in 
the category "6. Notice that a simplicial functor F is pointed if and only if all 
these are maps of pointed simplicial sets, that is, preserve the basepoint. 

— F is a homotopy junctor if it preserves weak equivalences, that is if X ——> Y is 
a weak equivalence in 5?, then FX —^ FY is a weak equivalence in 2) 
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— F is finitary if it preserves filtered homotopy colimits in the following sense: 
given a filtered diagram X : J —• the natural map 

hocolimF(X(i)) F (hocolimX(i) ) , 

should be a weak equivalence. 

Strictly speaking the map involved in the definition of when F is finitary is a zigzag 
involving inverse weak equivalences. We therefore really mean that each of the forward 
maps involved in that zigzag should be also be a weak equivalence. 

Remark 1.1.25. — The condition that a functor be pointed is clearly somewhat lim­
iting - there are many interesting functors without the property that F(*) = *. We 
remark here that any reduced functor F : —• 2) (i.e. with F(*) weakly equivalent 
to *) is itself weakly equivalent to a pointed functor. (By this we mean that there is 
a zigzag of natural transformations connecting them, each of which is an objectwise 
weak equivalence.) 

II CD = sbet*, then t (*) is a retract 01 r (X) lor any X E o, because * is a retract 
of X. Hence the map 

F- F(X) 

is a monomorphism, and so a cofibration of simplicial sets. But F(*) is a weakly 
contractible simplicial set since F is reduced, and it follows that the map 

F(X) - F(X)/F(*) 

is a weak equivalence. We therefore obtain a model F for the original functor F by 
taking 

F(X) := F(X)/F(*) 

and bv construction this is oointed. 
If 2) = Spec, there is a similar argument using the Quillen equivalence between Spec 

and the category SpE of symmetric spectra (based on simplicial sets) constructed by 
Schwede [42]. In this case, we define the symmetric spectrum F(X) by 

F(X)n := S p e c C ^ - 1 ) ^ , ^ ) ) 

where Sc

 1 is a cofibrant replacement of the — 1-sphere spectrum. The symmetric 
spectrum F(*) is now levelwise weakly equivalent to * and so the map 

F(X) -> F(X)/F(*) 

is a level weak equivalence, and hence a stable weak equivalence. Returning to Spec, 
by applying the other half of the Quillen adjunction to F(X)/F(*), we obtain the 
required pointed model for the functor F. 
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1.2. Taylor tower and derivatives of functors of simplicial sets and spectra 

This paper is about Goodwillie calculus applied to functors between the categories 
of simplicial sets and spectra, including all four combinations of source and target 
category. In [18], Goodwillie describes the construction of the Taylor tower of a functor 
from topological spaces to spaces or spectra. Kuhn [30] then shows that Goodwillie's 
work generalizes easily to functors between fairly arbitrary model categories including 
those we are interested in. 

We do not need the details of the construction of the Taylor tower, so we recall 
only the key properties that it possesses. We do concentrate more on the derivatives 
of the functors we are interested in because they are the focus of this paper. Note that 
we only consider Taylor towers expanded at the null object *, and only derivatives 
at *. 

Definition 1.2.1 (Cartesian and cocartesian cubes). — Recall that a cubical diagram of 
simplicial sets or spectra is cartesian if the map from the initial vertex to the ho-
motopy limit of the remaining diagram is an equivalence, and cocartesian if the map 
to the terminal vertex from the homotopy colimit of the remaining diagram is an 
equivalence. Such a cubical diagram is strongly cocartesian if every two-dimensional 
face is cocartesian. 

Definition 1.2.2 (n-excisive functors). — A homotopy functor F : 5? —• 2) is n-excisive 
if it takes strongly cocartesian (n.+ l)-dimensional cubes in to cartesian cubes in 
2). See [17] for more details on this definition. 

Theorem 1.2.3 (Goodwillie [18]). — Let F : *6 —• 2) be a homotopy functor where *6 
and 2) are either sSet* or Spec. Then there exist homotopy functors 

PnF:<G-^<D 

for n>0, and a diagram of natural transformations 

F —• > PnF - Pn_xF > P0F 

such that 

— PnF is n-excisive; 
— the map pnF : F —> PnF is initial, up to homotopy, among natural transforma­

tions from F to an n-excisive functor; 
— PnF is functorial in F, and an equivalence F —» G induces an equivalence 

PnF —> PnG; 
— Pn preserves finite homotopy limits and filtered homotopy cohmits; for spectrum-

valued functors, Pn preserves all homotopy colimits. 

Remark 1.2.4. — We need a couple of comments on the construction of PnF: 

— if F has any of the properties of being pointed, simplicial or finitary, then Pnl 
has the same properties; 
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— the definition of PnF(X) depends on the value of F on the joins of X with 
finite sets. In particular, if X is a finite cell complex, then PnF(X) depends 
only on the restriction of F to finite cell complexes. Therefore, given a functor 
F : î? f t n —> 2) (recall that £? f ,n is the full subcategory of finite cell complexes), 
we can construct PnF : ë > f m —> cb. 

Remark 1.2.5. — We give results in this paper for the calculus of functors to and/or 
from the category of pointed simplicial sets. Results for functors to and/or from based 
topological spaces can quickly be deduced via the Quillen equivalence between sSet* 
and Top*. Explicitly, we have 

PnF(\X\) ~ Pn(F\ - | ) (X) , for F defined on Top, 

and 

S ingP n F(X) ~ P n (S ingF)(X) , for F taking values in Top,. 

These equivalences follow from the construction of Pn using the properties of the 
realization functor | — | : sSet* —> Top, and the singular simplicial set functor Sing : 
Top, —• sSet*. 

Definition 1.2.6 (Layers of the Taylor tower). — The layers in the Taylor tower of F : 
% -> 2) are the functors DnF : g> 2) given by 

DnF := hofib(P nF P n _ i F ) . 

The functor DnF is n-homogeneous, that is both n-excisive and n-reduced (i.e. 
Pn-i(DnF) ~ *.) Goodwillie's classification of homogeneous functors then leads to 
the following proposition. 

Proposition 1.2.7. — In each case below, F is a finitary homotopy functor between the 
given categories: 

1. for F : Spec —> sSet*, there is an n-homogeneous functor D n P : Spec —> Spec 
such that 

DnF(X)~Çl°°№nF)(X): 

2. for F : sSet* —• Spec, there is an n-homogeneous functor D n P : Spec —> Spec 
such that 

DnF(X) ~ (D n P)(E°°X) ; 

3. for F : sSet* —> sSet*, there is an n-homogeneous functor B n P : Spec —• Spec 
such that 

DnF(X) ~ f î 0 0 (D n F)(S 0 0 X). 

In each case, the construction o / D n F can be made functorial in F. For F: Spec —> 
Spec, we set D n P := DnF. 

Proof. — Goodwillie describes in [18, 2.1] a (functorial) infinite delooping for a ho­
mogeneous functor that takes values in based spaces. Using an appropriate Quillen 
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equivalence to make sure this delooping lives in the category Spec, we get in cases (1) 
and (3) functors 

B°°DnF : J? -+ Spec 

such that 
DnF ~ Q^B^DnF. 

This does not require the finitary condition and in case (1), we set U)nF := B°°DnF 
and are done. 

For (2), we use the classification of finitary homogeneous functors in terms of 
coefficient spectra given in [18, §5]. We have a natural equivalence 

DnF(X) ~ ( £ A XAn)hxn * (E A Ç£°°X)An)hvn 

where E is a spectrum with £ n-action. This gives (2) with BnF(Y) := (E A F A n ) / l s n . 
This can be made functorial in F since E can be given by the formula 

E:=crn(DnF)(S»,...,S») 

where cr n is the n t h cross-effect construction defined below (1.2.8). 
Finally, (3) is given by combining the constructions of (1) and (2). 

The spectrum E that appears in the classification results in the proof of 1.2.7 is 
the ' n t h derivative' of the functor F. 

Definition 1.2.8 (Cross-effects). — Given a homotopy functor F : *6 —> 2), the rr 
cross-effect of F is the multivariable functor 

c r n (F ) : R 1 - 0 

given by 

c r n (F) ( X l 5 . . . , X n ) := thofib F 
/ C { l , . . . , n } ( , y , 4 

This is the total homotopy fibre of the cube, indexed by subsets of { 1 , . . . , n } , con­
sisting of F applied to wedges of the corresponding subsets of the objects X*. See 
[17] for a detailed description of total homotopy fibres of cubes, and [18] for more on 
cross-effects. 

Note that a permutation a of { 1 , . . . , nj induces a natural symmetry isomorphism 

c r n (F ) ( X i , . . . ,Xn) *è c r n (F ) . . . , X a ( n ) ) . 

Strictly speaking, the functor c r n (F ) defined here only preserves weak equivalences 
between cofibrant inputs. We therefore tacitly compose with a cofibrant replacement 
(if necessary) to get an honest homotopy functor. 

Definition 1.2.9 (Goodwillie derivatives). — Let F : —> 0 be a homotopy functor and 
let BnF be as in Proposition 1.2.7. The nth Goodwillie derivative of F is given by 
evaluating the n t h cross-effect of D n F at the cofibrant sphere spectrum for each input. 

dS(F) := cr n (D n F)(S c , . . . , 5 c ) 
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The symmetry isomorphisms give the spectrum d„(F) an action of the symmetric 
group E n . The construction of d!?(F) is natural in F. 

Remark 1.2.10. — The superscript G in d^{F) is meant to indicate that these are the 
derivatives of F as defined by Goodwillie. The main idea of this paper is to construct 
new models for these derivatives which we denote just by dn(F). These are defined in 
§§3.1,4.2-4.4. 

Remark 1.2.11. — Following through the definition of c ^ ( F ) , we can see that the 
derivatives of F depend only on the restriction of F to finite cell complexes. We 
therefore consider d^(F) to be defined for any functor F : J?f,n —* 2) where and 2) 
are either sSet* or Spec and 5?fm denotes the full subcategory of finite cell complexes 
in g\ 

Proposition 1.2.12. — Let F : *6 —> 2) be a finitary homotopy functor and let B n F be 
as in Proposition 1.2.7. There is a zigzag of natural weak equivalences 

D „ F ( X ) ~ ( 9 n

G ( F ) M A V „ . 

Combined with Proposition 1.2.7, this gives us formulas for layers in the Taylor tower 

ofF: ïï-> <D. 

Proof. — This is again Goodwillie's classification of finitary homogeneous functors. 

Finally, we record some of the properties of the process of taking derivatives. 

Proposition 1.2.13'. — For homotopy functors F : K? —> 2) with 2) = sSet*,Spec, 
the functor 

F -> a? (F) 

preserves finite homotopy limits and filtered homotopy colimits. If 2) = Spec, then 
preserves all homotopy colimits. 

Proof. — The Dn-construction has these properties (by [18, 1.18]) and taking cross-
effects preserves these homotopy limits and colimits, so d% also has them. • 

1.3. Basic results on Taylor towers of composite functors 

In this section, we prove some key results about the behaviour of Taylor towers of 
composite functors. The main result we need is the following. 

Proposition 1.3.1. — Let F and G be pointed simplicial homotopy functors (between 
any combination of the categories Spec and sSet*,). Suppose that F and G are com-
posable so that FG exists. Then: 

1. the natural map Pn(FG) -» Pn((PnF)G) is an equivalence; 
2. if F is finitary, then the natural map Pn(FG) —> Pn(F(PnG)) is an equivalence. 
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Proof. — In [10, §6], the second author proved these results in the case that F and G 
are functors from spectra to spectra. In remarks in that paper, it was indicated that 
the proofs largely carry over to the cases of functors to and/or from spaces. Here we 
fill in the details of these extensions. 

For part (1), the first part of the proof for spectra given in [10] applies directly to 
functors of simplicial sets also. This allows us to construct natural maps 

vn(F,G) : Pn((PnF)G) — P n ( P G ) 

such that the composite 

Pn(FG) P n F > Pn((PnF)G) Vn(F'G)> Pn(FG) 

is homotopic to the identity. (See [10, 6.9].) 
The remainder of the proof given for spectra does not work for spaces, but we are 

grateful to Tom Goodwillie for providing the following more general argument which 
completes the proof of (1). 

Consider the diagram 

Pn(FG) P n F > Pn((PnF)G) Pn(FG) 

P n ( ( P n F ) G ) P ^ } P n ( P n ( P n F ) G r ^ G V n ( ( P n F ) G ) 

where the vertical maps are all induced by pnF : F —> PnF. Each row here is ho­
motopic to the identity by the previous constructions, but the middle vertical map is 
an equivalence since PnF —• Pn(PnF) is an equivalence. Thus the left-hand vertical 
map is a retract of an equivalence, so is an equivalence. This completes part (1) of 
thé Proposition. 

For part (2), the argument given in [10] works for any F and G where the 'middle' 
category of the composition (i.e. the source category of F and the target category of 
G) is Spec. Here we describe the changes necessary to apply this method in the case 
that the middle category is sSet*. 

As in [10], we can reduce to the case that F is A:-homogeneous for some A:, using 
part (1) of this proposition and using the fibre sequences DkF —> P^P —> Pk-\F. 
Now suppose that the source category of F is sSet*. Then, by Proposition 1.2.7, we 
can write 

F ~ P ' E 0 0 

where F is a homogeneous functor with source category Spec. The method of proof 
of [10, 6.11] now applies if we can show that the map 

P n ( E ~ G ) ^ P n ( E ° ° P n G ) 

is an equivalence. In other words, the spectra to spectra result allows us to reduce to 
the case that F = E°°. 
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To see this case, it is sufficient to show that any map H°°G —• H with H n-excisive 
factors uniquely (up to homotopy) via the map 

E°°G -> S°°F n G - P n ( £ ° ° P n G ) . 

The claimed equivalence then follows by the universal property of Pn (see 1.2.3). 
But £°°G —• H is adjoint to a map G —• Q,°°H which factors uniquely (up to 

homotopy) via PnG since Q°°H is n-excisive. This then gives us a factorization 

E°°G £ ° ° P n G -> i î , 

and the second map factors via P n ( £ ° ° P n G ) since H is n-excisive. This completes the 
proof of (2). • 

Remark 13.2. — These are important results for our approach to the calculus of 
composite functors because they say that the terms of the Taylor tower of FG depend 
only on the appropriate terms of the individual Taylor towers of F and G. 

Example 133. — The following example of Kuhn [30] shows that the finitary con­
dition is necessary in part (2) of Proposition 1.3.1. Let F : Spec —> Spec be a non-
smashing localization LE (e.g. with respect to mod 2 K-theory), and let G be the 
functor given by G(X) = (X A X)hTl2. Then 

PX{FG){S) ~ hocofib(L£;(5) A RP°° LE{RP°°)) ^ * 

but PiG ~ *, so Pi(F(P1G)) ~ *. 

Remark 13.4. — Proposition 1.3.1 can be generalized to the following results. Recall 
that we say a functor F is m-reduced if P m _ i F ~ *, and that a map F\ —» F2 is 
m-reduced if it induces an equivalence P m _ iP i —• P m _ iP 2 -

— If Pi —+ F2 is an n-reduced map between finitary homotopy functors, and G is 
m-reduced (where m,n > 1) then the map PiG —» P2G is mn-reduced. 

— If F is an n-reduced finitary homotopy functor (where n > 1), and G\ —• G2 is 
an m-reduced map between d-reduced homotopy functors (where m > d > 1), 
then the map PGi —> PG2 is m + d{n — l)-reduced. 

These facts can be proved by generalizations of the arguments used to prove Propo­
sition 1.3.1. 

1.4. The category of functors 

We are interested in studying functors *6 —> 2), where the categories J? and 2) are 
each either sSet* or Spec. We cannot, however, define the category of all functors 
*6 —• 0 without incurring set-theoretic problems. Fortunately, this is unnecessary for 
us since the derivatives of a functor depend only on its values on finite cell objects. 
We therefore make the following definition. 
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Definition 1.4.1 (Functor categories). — Recall that if is either sSet* or Spec, then 
f? f m is the full subcategory of finite cell complexes in £?. Let [5?fm, 2)] be the category 
whose objects are the pointed simplicial (see 1.1.24) functors F : î? f m —• 2) and whose 
morphisms F —• G are the simplicial natural transformations. Since ë?f ,n is skele-
tally small, there is only a set of natural transformations between two such functors. 
Therefore [î? f , n , 2)] is a (locally small) category in the usual sense (i.e. the morphisms 
between any two objects form a set). 

We have the following version of the Yoneda Lemma for the category [t? f m, 2)]: 

Lemma 1.4.2 (Enriched Yoneda Lemma). — Let F : g" n —> 2) be a pointed simplicial 
functor, and take K G J?f,n and I G 2). Taen £/iere a i-i correspondence between 
the set of simplicial natural transformations 

IA%(K,-)^>F 

and the set of morphisms in 2) of the form 

I-*F(K). 

Proof — This follows from [26, 1.9]. 

Proposition 1.4.3. — Let and 2) be either sSet* or Spec. Then there is a model 

structure on the functor category [ë? f m, 2)] with the following properties: 

— a natural transformation F —• G is a weak equivalence or fibration if and only 

if F{X) —• G(X) is a weak equivalence or fibration in Ç), respectively, for all 

X G t? f i n; 
— the model structure is cofibrantly generated with generating cofibrations of the 

form 
I0 A V(K, - ) - h A - ) 

where Jo —• i i ¿5 one o/ t/ie generating cofibrations in 2) and K G , N . Similarly, 
the generating trivial cofibrations are of the form 

J 0 A Î ? ( K - ) ^ J i A i ? ( K - ) 

where Jo —* Ji zs one o/ £/ie generating trivial cofibrations in 2) and i f G î ? f m . 

PFe refer to this as the projective model structure on [ î? f m , 2)]. 

Proof. — This is an enriched version of [22, 11.6.1]. The proof of that result carries 
over to this case using the Yoneda Lemma, and the fact that limits and colimits in 
f J?n n, 2)1 can be calculated obiectwise. • 

Remark 1.4.4. — Just as for sSet* and Spec (see Remark 1.1.8), the model structure 
we use on [5?f,n, 2)] is 'compactly generated' (see [39, 4.5]). This requires that the 
domains of the generating cofibrations be a;-small relative to the I-cell complexes 
(where I is the set of generating cofibrations and UJ is the countable cardinal). This 
claim follows from the Yoneda Lemma and the corresponding claim in the model 
category 2). A consequence of this is that, as in sSet* and Spec, we only require cell 
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complexes formed from countable sequences of pushouts of coproducts of generating 
cofibrations in order to apply the small object argument. We therefore restrict our 
notion of 'cell complex' in [£? f i n, 0] to such cases. This gives us the following definition. 

Definition 1.4.5 (Cell functors). — A cell functor in [5? f i n,2)] is a cell complex with 
respect to the generating cofibrations of Proposition 1.4.3. We emphasize that a cell 
functor does not come with any specified cell structure, just the assertion that one 
exists. A presented cell functor is a cell functor F together with a chosen cell structure. 
Explicitly, this consists of: 

— a sequence of functors 

* = Fn -> Fi -> > F 

such that F is the colimit of the i ^ ; 
— a sequence of pushout squares of the form 

V J? A Fi 
aeAi I 

v 

V 7? A Fi+l 

aeAi 

where A{ is an indexing set (the set of cells of degree i + 1), each Iff —» I f is a 

generating cofibration in 2), and each Ka is an object of S ? f m. 

Definition 1.4.6 (Cofibrant replacements for functors). — Given F e [ î? f , n , 0 ] , the small 
object argument determines a cofibrant replacement for F, which we write QF. The 
functor QF comes with a canonical cell structure in which the cells of degree i + 1 
are in 1-1 correspondence with commutative diagrams of the form 

Jo A %(K, - ) (QF)i 

h A ïï(K, -) >• F 

The approximation map QF —> F is always a fibration and a weak equivalence in 
[£?fm, t n a t ^ Qp^x) —» F(X) is a fibration and a weak equivalence for all X € 
pfin 

Definition 1.4.7(Kan extension). — In order to describe the chain rule we have to be 
able to compose the functors we are working with. We therefore extend an object 
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F G [i? f m,2)] to a pointed simplicial functor LF : *6 —> 2) by enriched left Kan 
extension. Explicitly, for X G g\ we define 

LF(X) := colim ( V F[K) A , i f ' ) A X) =r V F ( * ) A W X ) ) * 

One map in this coequalizer is given by the composition map 

%(K,K') A %{K',X) i?(if,X) 

and the other by 

FK Л ЩК, К') —» F К Л 0(FK, F К') FK'. 

Equivalently, this is an (enriched) coend (in the sense of MacLane [35]). 
The Kan extension LF satisfies the following universal property. If we have any 

pointed simplicial functor H : —• 2) then there is a 1-1 correspondence between 
natural transformations F —• H\^m, i.e. from F to the restriction of H to £? f m, and 
natural transformations LF —> if. 

Lemma 1.4.8. — Let F e [ïï , 2)] òe #wen 

F(X) = lA%(K,X) 

/ o r some i" G 2) and If G ?? f , n . Tften ifte i f an extension of F to all of J? zs #wen 6?/ 
£fte same formula, that is, there is a natural isomorphism 

LF(X) = I A *6(K, X). 

This isomorphism is also natural with respect to F, that is, with respect to I and K. 

Proof — The extension is given by 

LF(X) 
[LEV** 

lA<g(K,L)A<$(L,X) 

which has a natural map to I A "6{K, X) given by the composition map 

<6{K,L)A<ë{L,X) -+ %(K,X). 

But there is an inverse to this given by 

IAÏÏ(K,X) -+IAÏÏ(K,K)AÏÏ(K,X) I A %(K,L) A %(L,X) 

using the unit map A[0]+ —» ^(K, K), and the fact that K G 6 > F , N . 

Remark 1.4.9. — The claim of Lemma 1.4.8 applies to any presented cell functor in 
[^",2)] in the following sense. The left Kan extension is a left adjoint and so preserves 
the pushout diagrams that describe the attaching of cells, and preserves the sequential 
colimit that describes the union of the cells. Therefore, if F is the Kan extension of a 
presented cell functor, then we can still write it as the colimit of a sequence 

* = F o - » F 1 - > - - -
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where Fi+\ is obtained from Fi by a pushout diagram of the form given in Defini­
tion 1.4.5. In other words, it is still a cell complex with respect to the Kan extensions 
of the generating cofibrations in [£? f m, 2)] (which by Lemma 1.4.8 are given by the 
same formulas). 

Notation 1.4.10. — Partly as a result of Lemma 1.4.8 and Remark 1.4.9 we now drop 
the extra notation for left Kan extension and write the extension of F also as F. 
Context should determine the exact meaning. In particular, if G G [£? F M , 2)] and F G 
[2) f in, &} then we define FG G [g , f l n , 6} to be the composite of G with the left Kan 
extension of F to all of 2). 

Lemma 1.4.11. — Let F G [?? f ,n, 2)] be a cell functor, left Kan extended to all of 5? as 
above. Let X G *6 be any object. Then F(X) is a cell complex in 2). (More generally, 
if F —> F' is a relative cell functor, then F(X) —> F'(X) is a relative cell complex in 
0 . ; 

Proof. — Pick a presentation of F. Then F(X) is the colimit of the sequence 

* = F0(X)-> FdX) ^ • • • , 

and each FAX) —> (X) is the pushout of a map of the form 

VIce 

ЛЩКа,Х) ^\Jl?A%{Ka,X) 
a 

and so it is sufficient to show that each map 

I0AÏÏ(K,X) ^I1A%(K,X) 

is a relative cell complex in 2). (A similar argument in the relative case also reduces 
to this claim.) 

When 2> = sSet*, this map is of the form 

(*) 0A[n]+ A %(K,X) -> A[n]+ A %(K,X) 

for some n. There is a relative cell structure on this map with an n + fc-dimensional 
cell for each nondegenerate fc-simplex in the simplicial set X). From this we 
obtain the required relative cell structure on IQ A *&(K,X) —» I\ A *6(K,X). 

When CJ) = Spec, the map IQ A g (iv, X) —> I\ A U(K,X) is given by applying 
one of the functors S A^ L££° to one of the maps (*) above. Since this functor takes 
the generating cofibrations in sSet* to generating cofibrations in Spec, and preserves 
colimits, it preserves relative cell complexes. • 

Remark 1.4.12 (Cell structure on F(X)). — The proof of Lemma 1.4.11 determines an 
explicit cell structure on F(X) where F : —> 2) is a presented cell functor and 
X G 2) is any object. The cells in this structure are in 1-1 correspondence with pairs 
(a,e) where a is one of the cells in the presented cell structure on F, and e is a 
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nondegenerate simplex in the simplicial set ^(K^X) where Ka is the object of î? f m  

corresponding to the cell a. Note that each such e corresponds to a morphism 

Ka A A[n]+ -+ X 

in the category 

Lemma 1.4.13. — Let F G [Specfm, 0 ] be a cell functor. Then the Kan extension of F 
is a homotopy functor Spec —• 0 . 

Proof — The basic cell functors I A Spec(if, —) preserve weak equivalences when I 
and K are cofibrant because every object of Spec is fibrant and every simplicial set is 
cofibrant. 

We now proceed by induction on a cell structure for F. Pick such a cell structure 
as in Definition 1.4.5. For any X G Spec, the map 

Jo A Spec(if, X) h A Spec(#, X) 

is a cofibration in 2) and it follows that the pushout diagram determining Fi+i(X) 
is a homotopy pushout. It also follows that Fi(X) —> FW(X) is a cofibration and so 
F(X), as the colimit of the Fi(X), is also their homotopy colimit. Now if X —^ Y is 
a weak equivalence in Spec, then it induces weak equivalences 

\/lo 
a 

A Spec(Ka,X) 
Ct 

\Spec(Ka,X) 

and so by induction on the homotopy pushout squares, it gives weak equivalences 
Fi(X) —^ Fi(Y) for each i. Therefore, by the property of homotopy colimits, we 
get an equivalence F(X) F(Y). (See also Props. 13.5.4 and 17.9.1 of [22] for 
statements of the invariance of homotopy colimits used here.) • 

Remark 1.4.14. — Lemma 1.4.13 does not hold for cell functors F : sSet* —• 2) be­
cause not all simplicial sets are fibrant. However, a similar argument shows that if 
X ^+ Y is a weak equivalence between fibrant simplicial sets, then F(X) ^+ F(Y) 
is a weak equivalence. 

Lemma 1.4.15. — Let F G [Specfm, 0 ] be a cell functor. Then the Kan extension of F 
to Spec is Unitary. 

Proof. — We saw in the proof of Lemma 1.4.13 that a cell functor is the homotopy 
colimit of a sequence of functors formed from taking homotopy pushouts along maps 
between coproducts of functors of the form iASpec(if, —) for I G 2) the source/domain 
of one of the generating cofibrations, and K G Specfm. Since all these homotopy 
colimits commute with filtered homotopy colimits, it is sufficient to show that I A 
Spec(if, —) is finitary. Also IA — preserves filtered homotopy colimits, so it is enough 
that Spec(if, —) be finitary, which is well-known. • 
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Remark 1,4.16. — Lemma 1.4.15 tells us that any pointed simplicial homotopy func­
tor F : Spec —> 2) for 2) either sSet* or Spec has a natural finitary approximation. If 
QF denotes the cellular replacement in [Specfm, 0] for the restriction of F to Specfm, 
then QF (Kan extended back to all of Spec) is a finitary homotopy functor, and there 
is a natural transformation QF —> F that is a weak equivalence of finite cell spectra. 
This map is a weak equivalence on all X G Spec if and only if F is finitary. 

1.5. Subcomplexes of presented cell functors 

In this section we describe the theory of subcomplexes in the model category 

[5? f m, 2)]. We refer again to [22, 10.6] for a general treatment. The situation is greatly 

simplified by the following lemma. 

Lemma 1.5.1. — A relative cell functor in [£?fm, 2)] (that is, a relative cell complex 
with respect to the generating cofibrations of Proposition 1.4-3) is a monomorphism. 

Proof. — Let t : F —• G be a relative cell functor. To show that ¿ is a monomorphism, 
it is enough to show that ix ' FX —> GX is a monomorphism for all X G £? f m. But 
FX —> GX is a relative cell complex by Lemma 1.4.11, so a monomorphism by 
1.1.10(1). • 

It follows from this lemma that a subcomplex of a presented cell functor is de­
termined by its set of cells (see [22, 10.6.10]). We therefore define a subcomplex as 
follows. 

Definition 1.5.2 (Subcomplexes of cell functors). — Let F be a presented cell functor 
(as in Definition 1.4.5). A subcomplex C of F is a subset of the set of cells of F that 
for each i > 1 satisfies the following inductive condition: 

— Suppose that as a result of the condition (Pi-i) we have constructed a functor 
Ci-i and a monomorphism Cf_i —> i^-i (where Co = * ) . The condition (Pi) is 
then that for each cell a of degree i in C, the attaching map for a of the form 

is1 л тк~.-\ -» F_i 

factors via C^-i —> i^-i- (Such a factorization is unique because Ci-i —> 
is a monomorphism.) 
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With this condition satisfied, we define Ci by the pushout diagram 

\/1£лЩКа>-) Ci-! 
a I 

V J? A Ci 
a 

with the map Ci —» Fi then determined by the universal property of the pushout 
and the diagrams that define the cell structure on F. The map CV —> Fi con­
structed in this way is a relative cell functor and hence a monomorphism by 
Lemma 1.5.1. 

The data associated to the subcomplex C (that is, the sequence * = Co —• C\ —• • • • 
and the pushout diagrams above) form a presented cell functor in their own right. We 
abuse notation by writing C for this functor, that is, for the colimit of the sequence 
of d. The colimit of the maps Ci —• Fi is then a map C —> F which we call the 
inclusion of the subcomplex C into F. 

Definition 1.5.3 (Finite subcomplexes). — A subcomplex C of a presented cell functor 
F is finite if it has finitely many cells. The finite subcomplexes of F form a partially 
ordered set under inclusion, which we denote Sub(F). If C, D G Sub(F) with C c D , 
then there is a unique map C —> D between the corresponding functors that commutes 
with the inclusions into F. We call this the inclusion of the subcomplex C into the 
subcomplex D. 

Lemma 1.5.4. — Let F be a presented cell functor in [5? f , n, 2)] Then the category 
Sub(F) has the following properties: 

1. Sub(F) is a poset; 
2. each object in Sub(F) has finitely many predecessors; 
3. any finite set of objects in Sub(F) has a least upper bound. In particular, Sub(F) 

is a filtered cateqory. 

Proof. — We already mentioned (1) in Definition 1.5.3. A finite set has finitely many 
subsets which gives (2). For (3), it is sufficient to show that the (set-theoretic) union 
of a set of subcomplexes is a subcomplex. This is easily checked using the inductive 
definition (1.5.2). • 

Proposition 1.5.5. — Let F : g**1" —> 2) be a presented cell functor. Then: 

1. any cell of F is contained in a finite subcomplex; 
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2. any map C —> F, with C a finite cell functor, factors via a finite subcomplex of 
F. 

Proof. — We prove (1) by induction on the degree of the cell. A cell a of degree i + 1 
has an attaching map of the form 

(*) 2b A C(K,-) -> FI 

where Jo is the domain of one of the generating cofibrations in 2) and K G j? f i n . By 
the Yoneda Lemma (1.4.2), (*) determines a map / : J0 —• Fi(K) in 2). Now Fi(K) 
has a cell structure as in Remark 1.4.12 and so, by 1.1.10(2), / factors via a finite 
subcomplex A c Fi(K). As noted in Remark 1.4.12, each of the cells in A corresponds 
to a cell in Fi which of course has degree at most i. By the induction hypothesis, each 
of these is contained in a finite subcomplex of Fi. Taking the union of these finite 
subcomplexes gives a finite subcomplex C of Fi such that A C C(K). But then the 
map / factors as 

Jo - C(K) - Fi(K) 
and hence the original attaching map (*) factors as 

J0 A C(K,-) - C - F i . 

Therefore, C U {a} is a finite cell complex containing a. 
For (2) pick a cell structure for C with finitely many cells. We prove (2) by induction 

on the number of cells. With no cells, C = * and so the map factors via the finite 
subcomplex * C F. Now suppose that C is obtained by adding a cell to C", and 
suppose that the restricted map C —> F factors via the finite subcomplex D' C F. 
Then we have the following diagram where the left-hand square is a pushout: 

J0 A « ? ( # , - ) C D' 

h A * ? ( # , - ) C ^ F 

By the Yoneda Lemma (1.4.2), the overall square corresponds to a square of the form 

Jo D\K) 

<, y 
Ji F(K) 

The argument we used in part (1) now tells us that the map I\ —> F(K) factors via 
D"(K) for some finite subcomplex D" C F. Set J} = D'\JD" so that £> is also a finite 
subcomplex of F. Then the map I\ —• D(K) corresponds by the Yoneda Lemma to a 
natural transformation 

h Л ЩК, -) —у D 
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which by construction factors the map I\ A ̂ (K, —) —> F. By the universal property 
of the pushout this gives us a factorization C —• D —> F. By induction, this is true 
for any finite cell functor C. • 

Corollary 1.5.6. — Let F : m —• 2) 6e a presented cell functor. Then the canonical 
map 

colim C-> F 
ceSub(F) 

is an isomorphism. The colimit here is taken over the poset of finite subcomplexes of 
F (see Definition 1.5.3). 

Proof. — We inductively construct maps from Fi to the colimit such that the com­
posite Fi —• colim C —• F is the usual inclusion. Suppose a map from Fi has already 
been constructed. By Proposition 1.5.5(1), each cell a of degree i + 1 is contained in 
some finite subcomplex C of F and so the map I\ A ^(K, —) —• F associated to a 
factors via this colimit. But then the universal property of the pushout determines a 
map Fi+i —> colim C with the required property. Taking the colimit over i we get a 
map 

F —> colim C 
ceSub(F) 

such that the composite F —> colim C —> F is the identity. The other composite is the 
identity on colim C and so we have an isomorphism. • 

Corollary 1.5.7. — Every functor F G [ { ? f m , 2)] zs weakly equivalent to a filtered ho­
motopy colimit of finite cell functors. 

Proof. — Any F is equivalent to its cellular replacement QF (see Definition 1.4.6) 
which is the strict colimit of its finite subcomplexes. It is therefore sufficient to show 
that the strict colimit of the canonical diagram of finite subcomplexes is equivalent 
to the homotopy colimit. To see this is it enough to show that the canonical diagram 
is a cofibrant object in the projective model structure on Sub(QF)-indexed diagrams 
of functors. Prom this it follows that the strict and homotopy colimits are equivalent. 

It is therefore enough to show that the canonical diagram of finite subcomplexes 
has the left-lifting property with respect to maps of Sub(Q.F)-indexed diagrams in 
[ë > f m , 2)] that are objectwise trivial fibrations. Let J denote that canonical diagram, 
so that J{C) = C for C G Sub(Qi^) . Then, given a diagram: 

* ^ n 

\ 
J « 

we construct a lift by induction on the objects in Sub (QF) . Suppose that we have 
constructed a lift for all proper subcomplexes of some C G Sub(QF) (and suppose 
that those lifts are compatible with inclusions of subcomplexes). If C is the union of 
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those proper subcomplexes, then together those lifts define a map C —> S(C) that 
fits into a sauare 

a —- a(C) 

C B(C) 

Now C is a subcomplex of C (possibly not proper), so C —> C is a cofibration. This 
diagram therefore has a lift C = J(C) —> J3(C). Of course it might have many lifts, bui 
anyone we pick is compatible with the morphisms in Sub(QF), namely the inclusions 
of subcomplexes. Since every object in Sub(QF) has finitely many subcomplexes 
we can proceed with the induction, and thus obtain a lift J —» S3 for the entire 

R Sub((5i^)-indexed diagrams. 

1.6. Pro-spectra 

Our constructions of new models for the Goodwillie derivatives make substantial 
use of Spanier-Whitehead duality for spectra. It is well know that this is only really 
a duality theory for finite spectra. For general spectra, the appropriate extension of 
Spanier-Whitehead duality uses the category of pro-spectra. This theory was worked 
out by Christensen and Isaksen in [12]. They constructed a model structure on the 
category of pro-spectra, and a zigzag of Quillen equivalences between that structure 
and the usual model structure on the opposite category of Spec. In this section, we 
recall some of the main constructions and results of [12]. 

Definition 1.6.1 (Pro-objects). — Let *@ be any category. A pro-object in 5? is a functor 
X C) ~~* *@ where ^ is a small cofiltered category. If X : ̂  —• "6 is a pro-object and 
j G we write Xj for the object of 5? given by evaluating X at j . 

Given two pro-objects X : ̂  —> and Y : 3i —> 5?, a morphism of pro-objects 
from X to Y is an element in the set 

lim colimHorn%(Xj,Yk). 

More explicitly, it consists of the following data: 

— a function / from the set of objects of fK to the set of objects of J/; 
— for each k G rfC, a map : Xf^ —> Y*.; 

subject to the following condition: 

— if k —> k! is a map in and j is an object in ^ with maps j —> f(k) and 
j —> f(kr) (such an object exists since¿1 is cofiltered), then the following diagram 
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commutes: 

Xf(k) ^ Yk 

Xi 

xf{kf) — Y k > 

Let (/, 0 # ) and ( / ' , <j>'m) be two such sets of data. They determine the same morphism 
X —> Y if for each h € tfc, there are maps j —» f(k) and j —* f'(k) for some j € ^ 
such that the following diagram commutes: 

Xj ^ Xf(k) 

<T>K 

Xf{k) > Yk 

For a fixed 8?, the pro-objects in "6 and their morphisms form a category which we 
write Pro(J?). 

Remarks 1.6.2. — 1. Recall that isomorphic pro-objects need not be indexed on 
the same cofiltered category. For example, if X is a pro-object indexed on a 
category that has an initial object jo then X is isomorphic to the pro-object 
with value Xj0 indexed on the trivial category with one object. 

2. Any morphism of pro-objects has a level representation, that is, by replacing 
the source and target with isomorphic pro-objects we can write it as a map 
(j) : X —> Y where X and Y are indexed on the same cofiltered category ¿1 and (f> 
is just a natural transformation between functors ^ —> 5? (that is, we can take 
the function / involved in <\> to be the identity on the objects of J / ) . 

Definition 1.6.3 (Properties of pro-objects). — A pro-object X in the category is said 
to have a property levelwise if there is some pro-object Y, isomorphic to X, such that 
each Yj has that property. 

A map (j) : X —> Y of pro-objects has a property levelwise if there exists a level 
representation 6' of 6 such that each map 6f- has that property. 

Definition 1.6.4 (Ind-objects). — An ind-object in the category "6 is a functor X : 
¿1^*6 where ^ is a small filtered category. We can identify an ind-object in *6 with 
a pro-object in 5? o p by identifying X with the corresponding functor —> <&op. A 
morphism of ind-objects in ^ is a morphism of the corresponding pro-objects in Y3°v. 
The ind-objects and their morphisms form a category which we write lnd(g >). 

We now summarize the main results of [12J. 
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Theorem 1.6.5 (Christensen-Isaksen). — (1) There is a model structure on the category 
Pro (Spec) in which 

— a morphism 4> ' X —• Y is a weak equivalence if for each n G Z it induces an 
isomorphism 

colim[Yk,Sn] • colim X ^ S " 

where [A, B] denotes the abelian group of weak homotopy classes of maps A —• B 
in Spec; 

— a morphism of pro-spectra is a cofibration if it has a level representation <j> : 
X —> Y such that each map 4>j : Xj —> Yj is a cofibration. In particular, if Xj 
is cofibrant for all j , then X is a cofibrant pro-spectrum. 

(2) There is a model structure on the category Ind(Spec) in which 
— a morphism </> : X —> Y is a weak equivalence if for each n G Z it induces an 

isomorphism 

colim 7rn (Xj ) -> colim7rn(Yk) 
HEX 

where 7rn(A) = [S ,A\ denotes the nia homotopy group of the spectrum A; 
— a morphism of ind-spectra is a fibration if it has a level representation (f) : X —* 

Y such that each map </>j : Xj —>Yj is a fibration in Spec. 
— an ind-spectrum is cofibrant if and only if it is levelwise homotopy-finite and has 

the left lifting property with respect to levelwise trivial fibrations (i.e. maps which 
have a level representation in which each map is a trivial fibration in Spec). 

(3) There is a Quillen equivalence between Pro(Spec) and the opposite o/lnd(Spec) 
in which both sides of the equivalence are given by applying the functor Map(—,5) 
lei) eh i lis p.. 

(4) There is a Quillen equivalence between Ind (Spec) and Spec in which the left 
idjoint is the colimit functor 

Ind (Spec) —> Spec; X i—> colim Xj 

and the right adjoint is the functor Spec —> Ind (Spec) that sends a spectrum X to the 
ind-spectrum with value X indexed on the trivial category with one object. 

Definition 1.6.6 (Spanier-Whitehead duals). — A Spanier- Whitehead dual of a pro-
spectrum X is an object DX in Spec that corresponds to X G Pro(Spec) under the 
Quillen equivalences of Theorem 1.6.5. Note that this dual is only defined up to weak 
equivalence, although a natural (but not canonical) choice can be made by fixing 
cofibrant replacement functors in the categories of pro- and ind-spectra. 

Remark 1.6.7. — We are concerned mainly with pro-spectra whose indexing cate­
gories are the opposites of the categories Sub(F) (see Definition 1.5.3) where F is a 
presented cell functor. We saw in Lemma 1.5.4 that such indexing categories have 
various useful properties. The following lemma helps us give a homotopy colimit form 
for the Spanier-Whitehead dual of a pro-spectrum indexed by such a category. 
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Lemma 1.6.8. — Let ^ be a filtered poset in which each object has finitely many pre­
decessors. (In particular, the categories Sub(F) of Definition 1.5.3 have these proper­
ties.) Let X be a levelwise homotopy-finite ind-spectrum indexed on ^ . Then 

(Lcolim)(X) ~ hocolimX 

where the left-hand side is the left derived functor of the colimit functor from ind-
spectra to spectra, and the right-hand side is the homotopy colimit of X as a ¿1-indexed 
diagram of spectra. 

Proof. — It is sufficient to show that a cofibrant replacement for X in the projective 
model structure on ^-indexed diagrams is also a cofibrant ind-spectrum. Applying 
the colimit functor to such a replacement is then a model for both the derived colimit 
of ind-spectra, and the homotopy colimit of ¿1-indexed diagrams. 

So suppose that X : ¿1 —> Spec is cofibrant in the projective model structure on 
such diagrams. We need to show that such an X is a cofibrant ind-spectrum in the 
model structure of Theorem 1.6.5. Since we are assuming X is levelwise homotopy-
finite, we need only show that it is strictly cofibrant, that is, it has the left lifting 
property with respect to essentially levelwise trivial fibrations. So take a diagram of 
ind-spectra of the following form 

El 

X B 

in which, for convenience, we choose a level representation (indexed, say, by $C) for 
A —•» B that is a levelwise trivial fibration, i.e. each map Ak —> Bk is a trivial fibration 
in Spec. Note that the morphism X —> B of ind-spectra determines a collection of 
compatible maps Xj —» Bg^ where g{j) is some object of ?K for each j G ¿1. 

We now inductively construct a functor f : J —> 3C. (The condition that / be a 
functor means that we have maps f(jf) —> f(j) when j ' < j , and that these maps are 
compatible with composition.) The starting point for the induction is to define f(j) 
for those j G ¿1 with no predecessors. For such a j , we pick any object in fK to be 

Hi). 
Now suppose that we have already constructed / on the restriction of to the 

(finitely many) j ' that map to some given j . Since fK is filtered, there is some k G tK 
that accepts a map from all the f(j'). Also since 3C is filtered, we can pick these maps 
such that they are all compatible with the already chosen maps f(jf) —> f(j")- We 
may also assume that k accepts a map g(j) —> k (where g(j) comes from the morphism 
X —• B as above). Now set f(j) := k. Proceeding inductively, again using the fact 
that any object in ^ has finitely many predecessors, we obtain a functor f : —> ft. 
This also has the property that there is a map g(j) —> f(j) in for any j G ^ . 
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We now pullback the map A —» B of ^-indexed diagrams to a map A' —> B' of 
^-indexed diagrams by 

A'i : = Afa), B', := Bf(i). 

Since / is a functor, we do obtain a natural transformation A' —> B''. The morphism 
X —» B of ind-spectra now determines a natural transformation X —• i?' by the maps 

X 3 -* B9Ü)
 BfU) = Bj-

This is a natural transformation by the definition of a morphism of ind-spectra. 
Now the natural transformation A' —• B' is still an objectwise trivial fibration, and 

so, since X is assumed to be a cofibrant diagram, there is a lift X —> A!. But we have 
therefore constructed maos 

x 3 - >
 AfU) 

which together form a morphism of ind-spectra X —» A, which in turn lifts the mor­
phism X —> B. We have therefore checked that X is cofibrant as an ind-spectrum 
which comoletes the Droof. • 

Remark 1.6.9. — The condition on the indexing category ^ required in Lemma 1.6.8 
is dual to that used by Isaksen in [24] to calculate limits and colimits of pro-objects. 
He defines a pro-object to be 'cofinite directed' if its indexing category ^ satisfies that 
dual condition: i.e. that is a cofiltered poset in which every element has finitely many 
successors. He also shows that any pro-object is isomorphic to one of this form, and du­
ally any ind-object is isomorphic to one which satisfies the conditions of Lemma 1.6.8. 

Lemma 1.6.10. — Let X : ¿1 —> Spec be a pro-spectrum. Suppose that the indexing 
category J is a cofiltered poset in which every element has finitely many successors, 
and suppose that each spectrum Xj is both cofibrant and homotopy-finite. Then the 
Spanier-Whitehead dual of X is given by 

B(X) ~ hoco l imMapp^S) . 

Proof. — Since each Xj is cofibrant, the pro-spectrum X is cofibrant (by Theo­
rem 1.6.5(1)). Therefore, the ind-spectrum corresponding to X under the Quillen 
equivalence of 1.6.5(3) is given by 

j R M a p № , S ) . 

The spectrum Map(Xj,5) is homotopy-finite since Xj is, and the filtered category 
Jop satisfies the condition of Lemma 1.6.8. Applying 1.6.8 we see that D ( X ) is given 
bv the indicated colimit. FL 

Definition 1.6.11 (Directly dualizable pro-spectra). — The pro-spectra we deal with in 
this paper almost exclusively satisfy the conditions of Lemma 1.6.10. It is helpful 
to have some terminology for this case. We say that a pro-spectrum X is directly-
dualizable if 

— the indexing category for X is a cofiltered poset in which every element has 
finitely many successors; 
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— each spectrum Xj is cofibrant and homotopy-finite. 

In this case we fix a model for the Spanier-Whitehead dual 3X using Lemma 1.6.10. 

We define 
BX := hoco l imMapp^S) . 

The homotopy colimit here is formed in the category Spec. Later on in this paper, 
we consider the Spanier-Whitehead duals of collections of pro-spectra that have extra 
structure. In those cases, we form the homotopy colimit in other categories in order 
to retain that additional information. (See §2.5.) 

We now check that the definition of U)X in Definition 1.6.11 is functorial. 

Definition 1.6.12 (Spanier-Whitehead dual of a map). — Let / : X —• Y be a morphism 
of pro-spectra with X and Y directly-dualizable as in Definition 1.6.11. Then / induces 
a. mnrnhism of snertra. 

Df : D Y- D X 

in the following way. Recall that / consists of maps Xf^ —> Yj where / : ¿1 —» J is a 
map from the indexing category of Y to the indexing category of X. We then obtain 
dual mans 

Map(*;-,S) — M a p ( X / 0 ) , 5 ) 

which together make up the required map 

D / : hocolimMap(Y;-,S) —• hocolimMap(JQ, S). 

This construction makes D into a contravariant functor from the full subcategory of 
Pro(Spec) consisting of the directly-dualizable spectra, to Spec. 

The construction of D / gives us the following useful way to decide if a morphism 
of pro-objects is a weak equivalence. 

Lemma 1.6.13. — Let f : X —> Y be a morphism between directly-dualizable pro-
spectra. Then f is a weak equivalence (in the sense of Theorem 1.6.5) if and only if 
Off) is a weak equivalence in Spec. 

Proof. — The functor D is the derived functor of one side of a Quillen equivalence 
It therefore preserves and reflects weak equivalences. C 
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CHAPTER 2 

OPERADS AND MODULES 

One of the main goals of this paper is to describe new structures on the Goodwillie 
derivatives of various sorts of functors. All of these new structures arise from the 
theory of operads, so we now turn to this. The aims of this part of the paper are as 
follows: 

— to recall the definitions of operads and modules over operads (as well as coop-
erads and comodules), and to describe the bar construction for operads, which 
is a crucial part of producing these new structures (this occupies §2.1); 

— to examine the homotopical properties of the bar construction (§2.2); 
— to describe the homotopy theory of operads and modules in the category of 

spectra, in particular in order to produce appropriate cofibrant replacements 
(§2-3); 

— to construct a theory of pro-modules and pro-comodules over operads and co-
operads respectively, and to understand how Spanier-Whitehead duality relates 
pro-comodules to modules (§2.5). 

2.1. Composition products, operads and bar constructions 

We first recall the definition of operads and modules over them, and of the bar 
construction in this context. We start with symmetric sequences. 

Definition 2.1.1 (Symmetric sequences). — Let Z denote the category whose objects 
are the finite sets { l , . . . , n } for n > 1 and whose morphisms are bijections. Thus 
Z(m,n) is empty unless m = n, in which case it is the group E n . 

Let be any category. A symmetric sequence in *6 is a functor A : T. —> ft. 
Explicitly then, we can think of a symmetric sequence as consisting of a sequence 
{A(n)} of objects of W together with a (left) En-action on A(n) for each n > 1. A 
morphism of symmetric sequences f : A —» B is a natural transformation of functors 
or equivalently, a collection of En-equivariant maps fn : A{n) —> B(n). We thus obtain 
a category of symmetric sequences in *6 which we denote ^ 
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The objects A(ri) involved in a symmetric sequence are called the terms of the sym­
metric sequence, and a symmetric sequence A is said to have some property termwise 
if each A(n) has that property. 

Example 2.1.2. — For a functor F : K? —• 2) where and 2) are either sSet* or Spec, 
the Goodwillie derivatives d^F of F form a symmetric sequence in Spec. 

Remark 2.1.3. — It is often convenient and conceptually more appealing to index 
symmetric sequences by all nonempty finite sets, rather than only by the positive 
integers. The category T. of Definition 2.1.1 is a skeleton for the category Fin Set 
of all nonempty finite sets with bijections as the morphisms. Therefore, there is an 
equivalence of categories between and, g ? F m S e t

5 the category of functors FinSet —> 
"6. One half of this equivalence is given by the inclusion Z —> FinSet and the other by 
fixing a bijection between each finite set T and { 1 , . . . , | T | } . 

For the majority of this paper, we use the integer indexing for symmetric sequences, 
but there are occasions, such as in Definition 2.1.4 below, where a much clearer picture 
can be given using arbitrary finite sets. When convenient, therefore, we use the above 
equivalence of categories to treat a symmetric sequence as an object of g > F m S e t . \ y e 

pass between this and the standard definition without comment. 

Definition 2.1.4 (Composition product of symmetric sequences). — Suppose now that *6 
is a cocomplete closed symmetric monoidal category with monoidal product denoted 
A and unit object S. (We have the category Spec in mind for ë*.) Let A and B be 
symmetric sequences in We construct another symmetric sequence, denoted AoB, 
which we call the composition product of A and B. To define Ao B, we use the finite-
set-indexing for symmetric sequences, as described in Remark 2.1.3. For a finite set 
T we set 

0 4 o M M : = V 
r = L L , T * 

4 ( / ) л | д в № ) | 

where \J denotes the coproduct in and this coproduct is taken over all unordered 
partitions of T into nonempty subsets TV The particular choice of indexing set / is 
not important in the sense that we do not include terms for different sets / that index 
the same partition. 

A bijection a : T —• T determines a bijection between the set ol partitions ol 1 
and the set of partitions of T. If T = ] J i G / T{ and V = \JieIr T[ are partitions that 
correspond under this bijection, then we get further induced bijections cr* : I —» I' 
and Ti —• for each i e I. Putting these together gives us the required map 

(AoB)(T) (AoB)(T'). 

Remark 2.1.5. — Using the more familiar integer-indexing for symmetric sequences, 
we can write 

(A o B)(n) := Y A(k) AB(m) A - - - AB(nk). 
PARTITIONS OF {1, . . . , N } 
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where the coproduct is taken over all partitions of { l , . . . , n } with k denoting the 
number of pieces and rt\,..., nk the sizes of the pieces of the partition. It is somewhat 
harder to describe explicitly the En-action on (A o B)(n) using this description. 

Another convenient description of (A o B)(n) is given by 

(AoB)(n) 
N 

= V 
k=l 

\f A(k) AB(m) A - - - AB(nk) 

where the inside coproduct is taken over all surjections from n = { 1 , . . . , n} to k = 
{ l , . . . , f c } . Here rij denotes the cardinality of the inverse image of j under such a 
surjection. The relationship between this description and the previous one is that 
a surjection n —• k corresponds to an ordered partition of { 1 , . . . , n } into k pieces. 
We need to take the Efc-coinvariants in order to match this up with the unordered 
partitions in the previous formula. 

Remark 2.1.6. — The terminology 'composition product' comes about for the follow­
ing reason. To a symmetric sequence A in g\ one can associate a functor from to 
Î? given by 

FA{X) : = V ( ^ ( n ) A X * " ) E n . 
N 

±ne composition product oi symmetric sequences tnen mirrors tne composition oi 
functors in the sense that there is a natural isomorphism 

FAFB — FAOB-

In fact one can view the taking of Goodwillie derivatives (at least for functors of spec­
tra) as a partial inverse to this process. In particular, for an (appropriately cofibrant) 
symmetric sequence A in Spec, we have a natural equivalence of symmetric sequences 

d.(FA)~A. 

Combining these observations, we obtain examples of the chain rule for spectra that 
we prove in §3.3. For symmetric sequences A, B, we have 

d*(FAFB)~d*(FA)od*(FB). 

Definition 2.1.7 (Unit symmetric sequence). — Let J? be a cocomplete closed symmetric 
monoidal category with terminal object * and unit object S. The unit symmetric 
sequence in is the symmetric sequence 1 given by 

l ( n ) : 
ÍS i f n = l ; 

1̂* otherwise. 

Proposition 2.1.8. — Let *6 be a pointed closed symmetric monoidal category. Then 
the composition product forms a (non-symmetric) monoidal product on the category 
of symmetric sequences in *6 with unit object given by the unit symmetric sequence 1. 

Proof. — This is standard (see [37, 1.68]). 
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Remark 2.1.9. — Proposition 2.1.8 relies heavily on the hypothesis that be closed 
symmetric monoidal because we need the monoidal structure to commute with co-
products. This is necessary in order that the composition product be associative. By 
introducing higher-order versions of the composition product, we can make partial 
sense of this proposition in the non-closed case. See [11] for details. 

Definition 2.1.10 (Operads). — Let g* be a pointed closed symmetric monoidal cate­
gory. An operad in is a monoid for the composition product. In other words, an 
operad consists of a symmetric sequence P together with a composition map 

PoP ^ P 

and a unit map 

1 -> P 

satisfying standard associativity and unit axioms. A morphism of operads is a map of 
symmetric sequences that commutes with the operad structures. 

Remark 2.1.11. — Prom the definition of the composition product, we see that this 
definition of operad is equivalent to the traditional one (e.g. see [38]), that is, as a 
symmetric sequence P together with a collection of composition maps 

P(k) A P(rn) A • • • A P(nk) P(m + • • • + nk) 

and a unit map 

S P(ï) 

satisfying various equivariance, associativity and unit axioms. This traditional defini­
tion has the advantage that it does not require the underlying symmetric monoidal 
category W to be closed. 

Definition 2.1.12 (Modules over operads). — Let P be an operad in a closed symmetric 
monoidal category {?. A right P-module consists of a symmetric sequence R togethei 
with a right P-action map 

RoP^ R 

satisfying the usual associativity and unit axioms. A left P-module consists of a sym­
metric sequence L and a left P-action map 

PoL->L 

again satisfying the usual axioms. A P-bimodule consists of a symmetric sequence M 
together with commuting right and left P-actions. 

A morphism of right P-modules is a map of symmetric sequences that commutes 
with the module structure maps. Similarly, we have morphisms of left P-modules and 
morphisms of P-bimodules. These notions then give us categories of right P-mod-
ules (denoted Mod ri gh t(P)), left P-modules (denoted Mod | eft(P)) and P-bimodules 
(denoted Mod b i (P) ) . 
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Remark 2.1,13. — If P is an operad in then a P-algebra is an object X 6 
together with maps 

Pin) A X A n X 

satisfying appropriate equivariance, associativity and unit conditions. 
Left modules over an operad P are related to P-algebras in the following way. If 

we allowed our symmetric sequences to include a 0 t h term (i.e. if we included the 
empty set as an object in the category XI) and extended the definition of composition 
product in the usual way, then a P-algebra would be equivalent to a left P-module 
concentrated in the 0 t h term (and equal to the terminal object of in all other 
positions). 

Definition 2.1.14 (Cooperads and comodules). — Let be a symmetric monoidal cat­
egory. Then the opposite category "6°v has a natural symmetric monoidal structure 
given by that of 6 \ Also a symmetric sequence in can be identified with a symmetric 
sequence in ^ o p via the isomorphism of categories Y. = Y.op that sends a bijection to 
its inverse. 

We then define a cooperad in to be an operad in the symmetric monoidal category 
£? o p , but viewed as a symmetric sequence in *6 rather than ?? o p . Thus a cooperad in 
J? is a symmetric sequence together with structure maps of the form 

Q(m + • • • + nk) - + Q(k) A Q(m) A • • • A Q(nk). 

The opposite of a closed symmetric monoidal category is very rarely closed so we are 
relying on the traditional definition (Remark 2.1.11) to say what an operad in ^ o p is. 
If Q is a cooperad in we write Qop for the corresponding operad in ff°p. 

It is useful to have notation for the dual of the composition product. We write 
M 6 N for the composition product of the symmetric sequences M and N viewed as 
symmetric sequences in 6 > O P . The object (M 6 N)(n) is then just the product (rather 
than the coproduct) of the same terms used to define (M oN)(n). With this notation, 
a cooperad consists of a symmetric sequence Q and a map Q —* Q 6 Q satisfying 
certain axioms dual to those for operads. Note that the operation 6 is unlikely to be 
associative since the smash product is usually not distributive over products in 

If Q is a cooperad in t?, then a right Q-comodule is a right Q o p-module consid­
ered as a symmetric sequence in i.e. it consists of a symmetric sequence R and 
a right Q-coaction R —> Ro Q. A left Q-comodule is a left Qop-module, so consists 
of a symmetric sequence L and a left Q-coaction L —> Q 6 L. A Q-bieomodule is a 
Q o p-bimodule. The likely failure of 6 to be associative can be ignored by writing ex­
plicit cocomposition maps, as in the definition of cooperad above. As with operads 
and modules there are obvious notions of morphisms of cooperads and comodules and 
we obtain corresponding categories. 

Definition 2.1.15 (Reduced operads). — An operad P is said to be reduced if the unit 
map S —> P ( l ) is an isomorphism. Note in particular that this means P has a unique 
augmentation P(l) —> S given by the inverse of the unit map. If P is reduced then the 
unit symmetric sequence 1 has both a right and left P-module structure. We denote 
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by Op((5j the category consisting of the reduced operads in CR and the morphisms of 
operads between them. 

We now recall the bar construction for operads. Prom here on, we take to be the 
category Spec of spectra, although many of the remaining results of this section apply 
equally well in a more general setting. We leave the reader to extend to the general 
case as necessary. 

Definition 2.1.16 (Simplicial bar constructions). — Let P be an operad in Spec with 
right module R and left module L. Then the simplicial bar construction on P with 
coefficients in R and L is a simplicial object Bm(R, P, L) in the category of symmetric 
sequences of spectra. The A;-simplices are given by 

P f c (P ,P ,L) := RoPo-oPoL. 

The face and degeneracy maps are given as follows: 

— do : Bk(R, P, L) —> 13fc_i(jR, P, L) by the action map R o P —> P; 
— di : Bk(R, P, L) —» Pfc_i(P, P, L) for i = 1,..., k — 1 by the operad composition 

map P o P - > P applied to the kth and k + 1 t h factors of P; 
— dk : Pfc(P,P,£) —> Pfc-i(P,P,L) by the action map P o L ^ L ; 
— Sj : Pfc(P, P, L) —> Pfc + i(P, P, L) for j = 0 , . . . , k by using the unit map 1 —• P 

to insert the j -h 1 t h copy of P. 

This is a standard two-sided simplicial bar construction. 
We now take the (termwise) geometric realization of this simplicial object to obtain 

what we call just the bar construction on P with coefficients in R and L: 

B(R,P,L)(n) := \B.(R,P,L)(n)\. 

This bar construction is our model for the derived composition product R oP L of the 
right and left modules R and L, over P. 

The main result of [91 is the following;: 

Proposition 2.1.17. — Let P be a reduced operad in Spec with right module R and left 

module L. Then there are natural mans 

<fiR>L : B(R, P, L) - B{R, P, 1) Ô B(l, P, L) 

that are associative in the sense that the following diagram commutes 

B(R,P,L) — >- B(R,P,1)ÔB(1,P,L) 

<t>R,L <F>R,l 

B(R. P 1) ô B( 1, P L) B(R, P, 1) ô B( 1, P 1) ô JB(1, P L) 

(Strictly speaking, the bottom-right corner of this diagram does not make sense because 
the dual composition product ô is not associative. However, there is a natural way of 
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forming iterated versions of 6 by taking one large product. See [9, Remark 2.20] or 
[11] for more details.) 

Proof. — This is in [9, §7.3]. 

Corollary 2.1.18. — Let P be a reduced operad in Spec with right module R and left 
module L. Then: 

— the reduced bar construction B{P) := £?(1,P, 1) forms a reduced cooperad i\ 
Spec; 

— the one-sided bar construction P(P , P, 1) forms a right comodule over the co 
operad BP; 

— the one-sided bar construction P ( l , P, L) forms a left comodule over the cooperai 
BP. 

Proof. — See [9, Prop. 7.26]. 

Definition 2.1.19 (Bisimplicial bar constructions). — Let P be an operad in Spec and 
let M be a P-bimodule, R a right P-module and L a left P-module. Then we define 
the bisimplicial bar construction on M to be the bisimplicial object 

P. , . (P, P, M, P, L) := R o P # o M o P* o L. 

with face and degeneracy maps similar to those in the bar constructions above. The 
bimodule bar construction on M is then the realization 

B(R,P,M,P,L) := |P . , . (P ,P ,M,P ,L) | . 

Remark 2.1.20. — Dual to the bar constructions considered above, we have cobar 
constructions for cooperads and their comodules. We do not make explicit use of 
these. Instead we use Spanier-Whitehead duality to write most of our constructions 
in terms of onerads and modules. 

We conclude this section by noting that if the right and left P-modules R and 
L involved in the bar construction P(P, P, L) (or P(P, P, M, P, L)) are themselves 
bimodules, then this bar construction retains some of that additional structure. We 
start with the following construction. 

Proposition 2.1.21. — Let P be a reduced operad in Spec and let R and L be right 
and left P-modules respectively. Let A be any symmetric sequence. Then there are 
isomorphisms of symmetric sequences: 

Xr'-AoB(R,P,L)^B{Ao P, P, L) 

and 

Xi : P(P , P, L) oA = B(R, P, L o A) 

where, in the targets of these maps, we give A o R the structure of a right P-module 
via 

{AoR)oP^Ao(RoP) ^ AoR 
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using the right P-module structure on R, and we give L o A the structure of a left 
P-module similarly. 

Proof — To define Xn we notice that 

[AoB(R,P,L)](n) := V A(k)AB(R,P,L)(nx)A---AB(R,P,L)(nk). 
partitions of { 1 , . . ., N] 

Each term here is defined to be 

A(k) A \B.(R, P, L)(m)| A A \BJR,P, L)(nk)\ 

which bv [13, X.1.41 is isomorphic to 

\A(k) A B.(R, P, L)(m) A • • • A P . (P , P, L)(n f c ) | 

which by definition is the same as 

|i4(Jfc) A (R o P # o L)(m) A • • • A (R o P* o L)(nk)\ 
Taking the coproduct over all partitions of { 1 , . . . , n } , (and because coproducts com­
mute with realization), we get 

\(AoRoP* oL)(n)\ 

which is the definition of 
B(AoR,P,L)(n). 

This sequence defines the isomorphism Xr, and xi is given similarly. 

Definition 2.1.22 (Module structures on bar construction). — Let P be a reduced op­
erad in Spec and let R and L be right and left P-modules respectively. Suppose 
that the right module structure on R is part of a P-bimodule structure. We then 
define a left P-module structure on B(R, P, L) by 

P o P (P , P, L) ^ B(P o P, P, L) -> B(R, P, L). 

The first map is the isomorphism Xr of Proposition 2.1.21, and the second comes from 
the left module structure on the bimodule R. 

Similarly, if the left module structure on L is part of a P-bimodule structure then 
we define a right P-module structure on B(R, P, L) by 

B(R, P, L) o P = P(P , P, L o P) P(P , P, L). 

If i? and L are both P-bimodules, then these constructions together give B(R, P, L) 
a P-bimodule structure as well. 

Remark 2.1.23. — We can think of the bimodule bar construction P(P , P, M, P, L) as 
given by first forming B(R, P, M) (i.e. taking the bar construction for the left module 
structure on M) and then forming B ( P ( P , P , M ) , P , L ) (i.e. taking the bar construc­
tion for the right module structure on 5 ( P , P, M) that comes via Definition 2.1.22 
from the right module structure on M ) . Alternatively, we can do these constructions 
in the other order. In anv case, we set 

B(R7 P, M, P, L) = B(B(Ry P, M ) , P, L) ^ J5(i?, P, B ( M , P, L)). 
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These isomorphisms come from doing horizontal then vertical, or vertical then hori­
zontal, realizations of the bisimplicial bar construction, instead of the diagonal real­
ization. It also follows that if either R or L is a P-bimodule, then the bar construction 
B(R, P, M, P, L) is a left or right P-module respectively. 

Corollary 2.1.24. — Let P be a reduced operad in Spec and let M be a P-bimodule. 
Then the bimodule bar construction 

B(1,P,M,P,1) 

forms a bicomodule over the cooperad B(P). 

Proof. — Prom Remark 2.1.23, we can think of J5(l, P, M, P, 1) as 

P (P (1 ,P ,M) ,P ,1 ) 

from which it follows by Corollary 2.1.18 that this has a right PP-comodule structure. 
Alternatively, we can think of P ( l , P, M, P, 1) as 

B(1,P,B(M,P,1)) 

from which it follows that this has a left PP-comodule structure. These comodule 
structures commute and so we have a PP-bicomodule. • 

2.2. Homotopy invariance of the bar construction 

We now want to address the homotopical properties of the bar construction. Specif­
ically, we ask when weak equivalences between operads and modules induce weak 
equivalences between the corresponding bar constructions. For us, weak equivalences 
of operads and modules are always detected termwise. 

Definition 2.2.1 (Weak equivalences). — Let / : A —> B be a morphism of symmetric 
sequences of spectra. We say that / is a weak equivalence if the map 

fn : A(n) -+ B(n) 

is a weak equivalence in the category Spec for all n > 1. A morphism of operads, 
modules, cooperads or comodules is said to be a weak equivalence if the underlying 
map of symmetric sequences is a weak equivalence. 

In the most general case, we want to consider the effect on the bar construction of 
changing both the operad and the modules involved. Therefore we make the following 
definition. 

Definition 2.2.2 (Morphisms of modules). — Let / : P —> P' be a morphism of operads 
of spectra. Let R be a right P-module, and R' a right P'-module. If r : R —> Rr is a 
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morphism of symmetric sequences, then we say r respects the module structures on R 
and R' via f if the following diagram commutes: 

RoP ^ R 

roj r 

R' o P' ^ R' 

where the top and bottom maps are the module structures on R and R' respectively. 
If I : L —• L' is a morphism of symmetric sequences from a left P-module to a left 
P'-module, then there is a corresponding definition of when / respects the module 
structures on L and V via / , and similarly for bimodules. 

Definition 2.2.3 (Induced maps on bar constructions). — Now suppose that / : P —> P' 
is a morphism of reduced operads, r : R —» R' a morphism that respects right module 
structures on R and Rr via / , and I : L —> V a morphism that respects left module 
structures on L and V via / . Then the triple (r, / , Ï) induces a morphism of symmetric 
sequences 

(r,f,l)*:B(R,P,L)^B(R',P',L') 

via the induced maps r o fk o I : R o Pk o L. In particular, / induces a morphism 

/, : B(P) - B(P'). 

If P' — P and / is the identity map, then r : R —> R' is just a morphism of right 
P-modules, and induces a map 

r* : B ( Ä , P , 1 ) - B(fl',P,l). 

Similarly, I : L —» L' is a morphism of left P-modules and induces a map 

J„,:B(1,P,L)->B(1,P,L')-

Now suppose that the maps r, / , / in Definition 2.2.3 are weak equivalences. It is 
not always true that the induced map (r, / , / )* is a weak equivalence. For example, 
(V. f. l)i is the mao 

n A h : R(l) A L(l) A L ;(l). 

This is in general not a weak equivalence unless all these objects are cofibrant. In gen­
eral we need some cofibrancy hypotheses in order that (r, / , Z)* be a weak equivalence 
of symmetric sequences. 

Definition 2.2.4 (Termwise-cofibrant operads). — Let M be a symmetric sequence in 
Spec. We sav that M is termwise-cofibrant if: 

1. M(n) is a cofibrant spectrum for n > 2; and 
2. either Mil) is a cofibrant spectrum, or M ( l ) = S. 
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Recall that the sphere spectrum S is not cofibrant, so the alternatives in the second 
condition here are meaningful. It is important for us to include the case M ( l ) = S to 
allow for reduced operads, and for the unit symmetric sequence 1. 

We can now state our main result on the homotopy mvanance of the bar construc­
tion. 

Proposition 2.2.5. — Let f : P —> P , r : R —• R and I : L —> L be as in 
Definition 2.2.3. Suppose that f, r and I are weak equivalences, and that the sym­
metric sequences P , P', P , R!, L , L' are all termwise-cofibrant. Then B(R, P , L) and 
B{R', P', V) are termwise-cofibrant, and the induced map 

<j> = ( r , / , Z ) . : B(R, P , L) - B(Rf, P ' , L ' ) 

is a weak equivalence. 

Proof. — We start by noting that, in a monoidal model category, a smash product of 
weak equivalences is a weak equivalence if all the objects involved are cofibrant. This 
follows from the pushout-product axiom. Even if the unit object S is not cofibrant, 
this claim is still true when the objects involved are either cofibrant or equal to S. 
This follows from the condition in a monoidal model structure that the map 

SrAX->SAX^X 

is a weak equivalence (where Sc is a cofibrant replacement for S). 
Now note that the map fa : B(R, P , L ) ( l ) —> B(Rf, P ' , L')(l) is isomorphic to 

n A h : P ( l ) A L(l) -* R'(l) A 2/(1) 

The spectra involved here are either cofibrant, or isomorphic to S, and this map is a 
smash product of weak equivalences, so is itself a weak equivalence. Each of the terms 
R(l) A L ( l ) and Rf(l) AL'(1) is either cofibrant or isomorphic to 5, so the symmetric 
sequences B(R,P,L) and B(R',P',L') satisfy condition (2) of Definition 2.2.4. 

Now consider 0 n : P ( P , P , L ) ( n ) - > B(R',P',L'){ri) for some n > 2. This is the 
map on geometric realizations induced by 

r 1 r r 
, * s ' v 

0 n ? r : P o P o . - . o P o L ( n ) ^ o P ' o - . - o P ' o L ' (n). 

1 his is a coproduct oi maps oi the lorm 
R(i) A • • • A P(j) A • • • A L ( f c ) ^ Rf(i) A • • • A P ' ( j ) A • • • A L ' f J b ) 

which in turn is a smash product of weak equivalences in which all the objects in­
volved are either cofibrant or isomorphic to 5. So again it is itself a weak equivalence. 
Moreover, not all the indices k,... can be equal to 1, so this is a weak equivalence 
between cofibrant objects. The map fa^ is therefore a coproduct of weak equivalences 
between cofibrant spectra, so it too is a weak equivalence. 

We have therefore shown that map (f)n is the realization of a levelwise weak equiv­
alence of simplicial spectra. By Proposition 1.1.20, it is now sufficient to show that 
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each of these simplicial spectra is Reedy cofibrant (see [22, 15.3]). It then follows that 
<j)n itself is a weak equivalence between cofibrant spectra, which completes the proof 
of the proposition. 

To show that the simplicial bar construction Bm(R, P, L)(n) is Reedy cofibrant, we 
have to examine the latching maps 

Xt : colim Bs(R,P,L)(n) Bt(R,P,L)(n) 

where this colimit is taken over all surjections t -» s in the simplicial indexing category 
A with s < t. We need to show that each A r is a cofibration of spectra. 

To see this, first note that surjections in the simplicial indexing category A cor­
respond to degeneracies in the simplicial object B9(R,P,L)(n) which in turn come 
from the unit map S —• P ( l ) of the operad P. Since P is reduced, this unit map is 
an isomorphism and so the colimits in question take a particularly simple form. 

Recall that Bt(R, P, L){n) is a coproduct of terms of the form 

R(i) A ( P ( j i , i ) A A P ( j M ) ) A - . . A ( P ( j t , i ) A • • • A P(jt,m)) A ( L ( * i ) A • • • A L(kj)). 

We have written it out like this to show that there are effectively t copies of P (coming 
from the composition product P o P o - o P o L ) , each contributing to one section of 
this smash product. 

The colimit involved in the latching map can be described as the set of degenerate 
terms in this coproduct, or more precisely, those terms in which one of the copies of 
P contributes only via P ( l ) (that is, there is some u such that j u , v = 1 for all v). 

The latching map \ t is then isomorphic to the inclusion of the coproduct of these 
degenerate terms into the full coproduct defining Bt(R, P, L)(n). This map is a cofi­
bration of spectra if each of the 'nondegenerate' terms is cofibrant. Each such term 
is a smash product of cofibrant objects (and possibly some copies of S) so is indeed 
cofibrant. 

Thus the latching maps are cofibrations, and P(P , P, L)(n) is a Reedy cofibrant 
simplicial spectrum. Therefore </>n is indeed a weak equivalence. This completes the 
proof that 0 is a weak equivalence of symmetric sequences. • 

Remark 2.2.6. — Proposition 2.2.5 is not special to operads in Spec, but applies in any 
closed symmetric monoidal model category in which the relevant bar constructions 
can be formed. 

Remark 2.2.7. — A version of Proposition 2.2.5 holds for operads P and P' that are 
not reduced. The correct generalization of the cofibrant condition is to insist that the 
unit maps S —> P ( l ) and S —> P ' ( l ) be cofibrations. The colimits involved in the 
latching maps then take on a more complicated form, but the latching maps can still 
be shown to be cofibrations. 

As a special case of Proposition 2.2.5, we get homotopy-invariance statements for 
the reduced, one-sided and bimodule bar constructions: 
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Corollary 2.2.8. — With f : P —> P*, r : R ^> R' and l : L —> L' as in Proposi­
tion 2.2.5 and m : M —» M' a morphism that respects P and P'-bimodule structures 
on M and M' via f, each of the following maps is a weak equivalence of symmetric 
sequences (and hence of cooperads, or comodules as appropriate): 

— U : B(P) - B{P'); 
— r * : P ( i ? , P , l ) ^ £ ( P ' , P ' , l ) ; 

— l*:B(l,P,L)^B(l,P',L'); 

— m* :B (1 , P ,M,P , 1 ) ->B (1 , P ,M,P , 1 ) . 

2.3. Cofibrant replacements and model structures for operads and modules 

For the main chapter of this paper, we need homotopically-invariant versions of 
the various bar constructions on an operad P. Proposition 2.2.5 tells us that to do 
this, we first need to find termwise-cofibrant replacements for the operad P, and for 
the P-modules involved, and then take the bar construction. In order for this to be 
possible, we need to show that such termwise-cofibrant replacements actually exist. 

We obtain the necessary termwise-cofibrant replacements by constructing projec­
tive model structures for our categories of operads and modules. Cofibrant replace­
ments in these model structures then turn out to be termwise-cofibrant. The first part 
of this section concerns the existence of these model structures. For most of this we 
follow methods of EKMM [13] and the details are left to the Appendix. 

Remark 2.3.1. — Model structures on categories of operads have been extensively 
studied. Rezk [41] described model categories of operads of simplicial sets. Hinich 
[21] studied operads for chain complexes. Then Berger and Moerdijk [7] proved a 
general result establishing the existence of projective model structures on operads in 
various contexts including topological spaces. Their examples do not include any mod­
els for stable homotopy theory, but Kro [28] applied their methods to the category of 
orthogonal spectra of [36] with the positive stable model structure. Kro thus estab­
lished the existence of a model structure on operads in this category. Spitzweck [45] 
analyzed the general case of operads in a cofibrantly generated monoidal model cate­
gory and demonstrated the existence of a ' J-semi model structure' (a notion slightly 
weaker than a model structure) on these. 

These and other authors have studied model structures on categories of algebras 
and modules over operads. Again Rezk [41] gave the initial account of these in the con­
text of simplicial sets and Berger-Moerdijk's work extended to categories of algebras. 
Schwede and Shipley [43] described general conditions for finding model structures 
on associative and commutative monoids (i.e. algebras over the associative and com­
mutative operads). Most recently, Harper [20] constructed model structures for the 
categories of algebras and left modules over an operad in symmetric spectra. Note 
that for some of these authors, operads are allowed to include zero terms. Essentially 
we are looking at the case where the zero terms are trivial which makes the homotopy 
theory simpler. 
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Model structures for the categories of associative and commutative algebras in 
Spec were studied in detail by EKMM [13, VII] and extended to algebras over other 
operads in Spec by Basterra-Mandell [6, 8.6]. There is little new in our work here. We 
just verify that their approach applies to our case. 

In our model structures, fibrations (as well as weak equivalences) are always de­
tected termwise. 

Definition 2.3.2 (Fibrations). — Let / : M —> N be a morphism of symmetric se­
quences of spectra. We sav that f is a fibration if each map 

fn : M(n) - N(n) 

is a fibration in Spec. If / is a morphism of operads, modules, cooperads or comodules, 
we say that / is a fibration if it is a fibration of the underlying symmetric sequences. 

To describe the generating cofibrations in our model categories, we define the free 
objects in each of these cases. 

Definition 2.3.3 (Free symmetric sequences). — Let X be a spectrum and fix an integer 
n > 2. The free symmetric sequence on X in position n is the symmetric sequence 
AJX) given by 

An(X)(r] 
i ( E n ) + A X if r = n; 

otherwise. 

The functor An from spectra to symmetric sequences is left adjoint to the functor 
that picks out the n t h term of a symmetric sequence (and forgets the E n-action). 

Definition 2.3.4 (Free operads). — Say that a symmetric sequence A is reduced if 
A(l) = * and write Spec^d for the full subcategory of Spec51 consisting of the reduced 
svmmetric seauences. 

Now recall the definition of the free operad on A using trees. For n > 2, let T n 

be the set of (isomorphism classes of) rooted trees (where each internal vertex has at 
least two incoming edges) with leaves labelled { 1 , . . . , n } . For T G T n , we set 

A(T) := / \ A(i(v)) 

where the smash product is taken over all internal vertices of T and i(v) is the number 
of incoming edges to the vertex v. The free reduced operad on the reduced symmetric 
sequence A is the operad F(A) given by 

F(A)(n) := 
(\/TeTnA(T) i f n > l ; 

\S i£n = l. 

with operad composition given by grafting trees. This construction defines a functor 
F from reduced symmetric sequences (i.e. those concentrated in terms 2 and above) 
to reduced operads. The functor F is left adjoint to the forgetful functor. (See [37, 
II. 1.9] for more details on the free operad construction.) 
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Definition 2.5.5 (Free P-modules). — Next consider a fixed reduced operad P in Spec 
and let A be any symmetric sequence of spectra. The free right P-module on A is the 
svmmetric semience 

RIA) := A o P 

with right P-module structure given by 

(A o P) o P ^ A o (P o P) -> ^ o P. 

Similarly, the /ree Ze/t P-module on A is the symmetric sequence 

L(A) := P o A 

with left P-module structure given by 

P o (P o A) = (P o P) o A ^ P o A. 

Finally, the free P-bimodule on A is the symmetric sequence 

M (A) :=PoAoP 

with P-bimodule structure given similarly. Each of these constructions gives a functor 
from symmetric sequences to modules that is left adjoint to the appropriate forgetful 
functor. 

Definition 2.3.6 (Free operads and modules on a spectrum). — Now let X be a spectrum 
again. We define the free reduced operad on X in position n by: 

Fn(X) := F(An(X)) 

for n > 2, the free right P-module on X in position n by: 

Rn(X):= R{An{X)), 

the free left P-module on X in position n by: 

Ln(X) := L(An(X)) 

and the free P-bimodule on X in position n by: 

Mn(X) :=M(An(X)). 

These constructions give functors from Spec to our categories of reduced operads and 
modules that are left adjoint to the functors that pick out the n t h term (and forget 
the E n-action). 

Next, we describe the generating cofibrations in each of our model categories of 
symmetric sequences, operads or modules. 

Definition 2.3.7 (Generating cofibrations for operads and modules). — Write I for the 
set of generating cofibrations in Spec (see Definition 1.1.2). Then we define the 
following sets of moronisms: 

— I S p e c r := { A „ ( / 0 ) -> An(h) I I0 - h E I, n > 1}; 
— Ispec^ == {Mio) An(h) \ I0 -* h Gì, n> 2} ; 

— Iop(s"pec) := W o ) -> Fn(h) I Io -> li € I, n > 2}; 
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— l M o d r i g h t ( p ) : = {Rn(h) Rnih) | / 0 ^ / i e I , n > 1}; 
— l M o d l e f t ( P ) : = {Ln(Io) Ln{h) I I0 ~> h e I, n > 1}; 
— l M o d b i ( P ) := { M n ( / 0 ) M n ( / i ) I J0 -+ Ji G I, n > 1}. 

Similarly, if J is the set of generating trivial cofibrations in Spec, we define corre­
sponding sets of morphisms in each of the categories £?. 

Theorem 2.3.8. — Let *6 be one of the following categories: 

— Spec ; the category of symmetric sequences in Spec; 
— Spec^ d ; the category of reduced symmetric sequences in Spec; 
— Op(Spec); the category of reduced operads in Spec; 
— Mod right(-P).' the category of right modules over a fixed reduced operad P in Spec; 
— Mod|eft(P).* the category of left modules over a fixed reduced operad P in Spec; 
— Modbi(P): the category of bimodules over a fixed reduced operad P in Spec. 

Then there is a cofibrantly-generated simplicial model structure on *6 with weak equiv­
alences and fibrations defined termwise (as in 2.2.1 and 2.3.2), and with generating 
cofibrations given by the set 1% of Definition 2.3.7. 

Proof. — We leave the proof of this theorem to the appendix. See Proposition A.0.1(4^ 
and Corollary A.0.14. C 

Definition 2.3.9 (E-cofibrations). — We say that a symmetric sequence is T,-cofibrant 
if it is cofibrant in the projective model structure on Spec5", and a reduced symmetric 
sequence is Yt-cofibrant if it is cofibrant in the projective model structure on Spec^ d. 

A reduced operad in Spec is said to be H-cofibrant if the underlying reduced sym­
metric sequence is E-cofibrant. For an operad P in Spec, a P-module is said to be 
E- cofibrant if the underlying symmetric sequence is E-cofibrant. 

Similarly, we say that a map of modules or reduced operads is a H-cofibration if 
the corresponding map of symmetric sequences, or reduced symmetric sequences, is a 
cofibration in the relevant projective model structure. 

Definition 2.3.10 (En-cofibrations). — There is a projective model structure on the 
category Spec S n whose objects are spectra with Enactions, and whose morphisms 
are En-equivariant maps of spectra. If E is an object in this category, we say that 
E is En-cofibrant if it is cofibrant in this projective model structure. Equivalently, 
this means that E has the left-lifting property with respect to En-equivariant maps 
of spectra that are trivial fibrations in Spec. 

Remark 2.3.11. — The condition of being E-cofibrant can be verified termwise. A 
symmetric sequence, reduced operad, or module A is E-cofibrant if and only if each 
A(n) is En-cofibrant. (For reduced operads and reduced symmetric sequence, this 
needs to hold only when n > 2.) 

Lemma 2.3.12. — A T,-cofibrant symmetric sequence, reduced operad or module is 

termwise-cofibrant. 
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Proof. — Let M be the E-cofibrant object. We know from Remark 2.3.11 that each 
M(n) has the left-lifting property with respect to En-equivariant trivial fibrations. 
We have to show that M(n) has the left-lifting property with respect to all trivial 
fibrations in Spec. Take any trivial fibration X —> Y and a map / : M(ri) —• Y in 
Spec. Extending / equivariantly to a map M(n) —• Map((E n )+, Y) we get a diagram 
of E-«-eauivariant mans 

M a p ( ( E „ ) + , X ) 

M(n) Map((E„)+ ,y) 

The vertical map here is still a trivial fibration since the discrete space E n is cofi­
brant. Therefore this diagram has a lift M(ri) —> M a p ( E n , X ) which determines a lift 
M(n) —» X of the original map / : M(n) —> Y. Thus, M(n) has the necessary lifting 
property and is cofibrant in Spec. • 

Definition 2.3.13 (Projective-cofibrations). — Let J? be one of the categories of The­
orem 2.3.8. We use the term projective-cofibration to describe the morphisms in 5? 
that are cofibrations in the model structure described in 2.3.8. The objects of J? that 
are cofibrant in that model structure are then described as projectively-cofibrant. We 
stress this so as not to confuse these with termwise-cofibrant objects. 

We now have three cofibrancy notions for operads and modules: 
— projectively-cofibrant (cofibrant in the relevant projective model structure); 
— E-cofibrant (cofibrant as a symmetric sequence); 
— termwise-cofibrant (individual spectra are cofibrant). 

We have already shown that E-cofibrant objects are termwise-cofibrant. We now ver­
ify that, under suitable conditions, projectively-cofibrant objects are E-cofibrant. This 
completes the construction of termwise-cofibrant replacements for operads and mod­
ules, and allows us to form homotopy-invariant versions of the bar constructions. 

Proposition 2.3.14. — A projectively-cofibrant reduced operad is E-cofibrant. If P is a 
T,-cojibrant reduced operad, then a projectively-cofibrant P-module (left-, right- or bi-J 
is T,-cofibrant. If P is a termwise-cofibrant reduced operad, then a projectively-cofibrant 
P-module is termwise-cofibrant. 

Proof — Let P be a projectively-cofibrant reduced operad. Then P is a retract of 
a 'cell operad' (that is, a cell complex formed from the generating cofibrations in 
Op (Spec)). If we can show that a cell operad is E-cofibrant, it follows that P is too. 
So we can assume, without loss of generality, that P actually is a cell operad. 

We now use induction on a cell structure for P. The colimit of a sequence of 
cofibrations in a model category is a cofibration, so it is sufficient to show the following 
claim. 
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Suppose we have a pushout square 

FIA) X 

F(B) X' 

in the category of reduced operads. Here F(A) —> F(B) is the coproduct of some 
set of generating cofibrations in the model structure of Theorem 2.3.8. Note that any 
such coproduct is given by applying the free operad functor F to a map A —> B of 
symmetric sequences. It is sufficient then to show that, if X is E-cofibrant, X —> Xf 

is a E-cofibration (i.e. a cofibration of the underlying symmetric sequences). This 
is related to the 'Cofibration Hypothesis' used to establish the model structure on 
operads and we prove this claim in the appendix (Lemma A.0.11). 

It should be noted that in general it is not true that X —> X' is always a E-cofi­
bration. In particular, projective-cofibrations in Op(Spec) are not always E-cofibra-
tions. However, our proof demonstrates that a projective-cofibration with project ively-
cofibrant domain is a E-cofibration. 

The module cases are similar (with right modules being much easier to deal with 
since pushouts are then calculated on the underlying symmetric sequences). • 

Corollary 2.3.15. — If P is a reduced operad in Spec, then there is a functorial 
termwise-cofibrant replacement 

P ^ P 

such that: 

— P is a termwise-cofibrant operad (in fact, we can take P to be projectively-
cofibrant); 

— the map P —> P is a trivial fibration, and so in particular P(n) —> P(n) is a 
weak equivalence for all n. 

Similarly, if P is a termwise-cofibrant operad and M a P-module (either right-, left-
or bi-), then there is a functorial termwise-cofibrant replacement M —^ M. 

Proof. — Take P —» P to be a functorial projectively-cofibrant replacement for P, as 
guaranteed by the model structure of Theorem 2.3.8, for example, using the small ob­
ject argument. Then P is termwise-cofibrant by Proposition 2.3.14 and Lemma 2.3.12. 
The proof is similar for modules. • 

Remark 2.3.16. — Given a reduced operad P, left P-module L and right P-module 
P, we can form a (functorial) homotopy-invariant version of the two-sided bar con­
struction as follows. First let 

P ^ P 
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be a (functorial) termwise-cofibrant replacement for P, as in Corollary 2.3.15. Via the 
map P —> P, L inherits a left P-module structure, and R inherits a right P-module 
structure. We then take termwise-cofibrant replacements 

L —>• Z/, R —> R 

of L and R respectively, as P-modules. The two-sided bar construction 

B(R.P.L) 

is then a functorial homotopy invariant of the original data P, R and L. 

Our projectively-cofibrant replacements are guaranteed by the small object argu­
ment in the relevant projective model category. It is, however, useful to have more ex­
plicit examples of projectively-cofibrant replacements. In the remainder of this section, 
we show that our bar constructions can be used to do this in some cases. The essential 
idea is that if R is a D-cofibrant right P-module, then B(R, P, P) is a projectively-
cofibrant right P-module, that is weakly equivalent to R. Similar statements hold for 
left modules and bimodules. 

Definition 2.3.17 (Bar resolutions). — Let P be a reduced operad in Spec and let R be 
a right P-module. We define a map 

P ( # , P , P ) - » P 

of symmetric sequences as follows. Treating R as a constant simplicial object we define 
mans 

B.(R,PP)-^R 

by means of the iterated composition maps 

RoPk oP -+ RoP - + R. 

These commute with the face and degeneracies and so taking realizations, we get the 
required map 

B(R. P P) R. 

Similarly, if L is a left P-module, we obtain a map of symmetric sequences of the form 

B PPL) -> L. 

If M is a P-bimodule, there is a corresponding; map 

P(P, P, M, P, P) —• M. 

Lemma 2.3.18. — The maps of Definition 2.3.17, P ( P , P , P ) - » R, P(P ,P ,L) -> L 
and B(P, P, M, P, P) —• M are weak equivalences of symmetric sequences. 

Proof. — The module structure map R o P —> R provides an augmentation of the 
simplicial bar construction B0(R, P, P) (see Definition 1.1.13). The unit maps 1 —> P 
applied on the right-hand end of the fc-simplices objects RoPkoP provide a simplicial 
contraction and so by Lemma 1.1.15, the induced map B(R, P, P) —* R is a homotopy 
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equivalence and hence a weak equivalence in Spec. Similarly for P(P, P, L) —• L and 
B(P, P, M, P, P) —• M. • 

Lemma 2.3.19. — The maps of Definition 2.3.17, P ( P , P , P ) P, P (P ,P ,L) L 
and P(P, P, M, P, P) —• M are morphisms of right, left and bi- P-modules respectively. 

Proof. — In the first case, this amounts to showing that the following diagram com 
mutes: 

P(P, P, P) o P ^ B(R, P, P) 

P o P ^ R 

This follows from the definition of the right P-module structure on P(P , P, P) . (See 
Definition 2.1.22.) The other parts are similar. • 

The previous two lemmas together say that P(P , P, P) is some kind of resolution 
of R in the category of right P-modules. Proposition 2.3.21 below gives a condition 
that P(P , P, P) be a projectively-cofibrant right P-module. To prove this, we need 
the following lemma. 

Lemma 2.3.20. — 1. Let A and B be Yt-cofibrant symmetric sequences in Spec. 
Then Ao B is E- cofibrant. 

2. Let P be a E-cofibrant reduced operad in Spec and let R and L be E-cofibrant 
right and left P-modules respectively. Then P(P , P, L) is Y-cofibrant. 

Proof — For (1), we can assume, without loss of generality, that A is a cell complex 
with respect to the generating cofibrations in the model structure on Spec51 (see 
Definition 2.3.7). The composition product A o B commutes with colimits in the 
^-variable. Therefore, by induction on a cell structure for A, it is sufficient to show 
that, for k > 1 and IQ —• I\ one of the generating cofibrations in Spec, the map 

Ak(I0) o B ^ Ak(h) o B 

is a projective-cofibration in Spec , where Ak denotes the free symmetric sequence 
functor on an object in position k (Definition 2.3.3). 

It follows from the definition of Ak that we can write 

[Ak(I0) o B](n) * V Jo AB(n i ) A - - - AB(nk) 

where the coproduct is taken over all surjections from n = { 1 , . . . , n} to k = { 1 , . . . , k}. 
(See Remark 2.1.5 for the description of the composition product that explains this 
formula.) 

We can therefore think of the map 

[Ak(Io)°B](n)^[Ak(h)°B}(n) 

A S T É R I S Q U E 338 



2.3. COFIBRANT REPLACEMENTS AND MODEL STRUCTURES 67 

as a special case of 

(*) Y / 0 A B i ( m ) A A Bk(nk) -> V /1 A Pi(m) A . . . A P f c(n f c) 

where B\,... ,Bk can now be different symmetric sequences. The map we are inter­
ested in then comes by taking each Bi equal to B. 

It is now sufficient to show that the map (*) is a En-cofibration for any E-cofibrant 
symmetric sequences B\,..., Bk. We prove this by again assuming, without loss of 
generality, that the P¿ are cell complexes in Spec E , and applying induction on cell 
structures. This works because each side of the map (*) preserves colimits in each 
invariable. 

We have now reduced to showing that the map (*) is a cofibration when Bi = 
Ani(Ki) for some finite cell spectra Ki € Spec. In this case, we can rewrite (*) as 

\J 7 0 A ü : i A . . . A ü : f e A ( E n i x . . . x E n f c ) + -> \J h AKX A-• • AKk A ( E n i x • • • x E n J + . 

This can be rewritten in turn as 
(7 0 A Kx A - - • A Kk) A (E n )+ (h A Kx A • • • A Kk) A (E n )+ . 

This is now the free En-spectrum functor applied to a cofibration in Spec and is 
therefore a En-cofibration as required. 

For (2), we start by showing that P # ( P , P, L) is Reedy E-cofibrant (that is, Reedy 
cofibrant with respect to the Reedy model structure on simplicial symmetric sequences 
coming from the projective model structure on Spec1"). To see this, we consider the 
latching: maps 

colim Bm (P, P, L) 
m<n 

-+BJR.P,L) = RoPnoL. 

Arguing as in the proof of Proposition 2.2.5, this map is the inclusion of a En-equiv-
ariant wedge summand. But then, since R o P n o L is E-cofibrant by (1), it follows 
that this map is a E-cofibration. Thus the simplicial bar construction P # ( P , P, L) is 
E-cofibrant. By [22, 18.6.7], it follows that P (P ,P ,L ) is E-cofibrant. • 

Proposition 2.3.21. — Let P be a H-cofibrant operad in Spec and let R be a T,-cofibrant 
right P-module. Then P (P , P, P) is a protectively-cofibrant right P-module. Similarly, 
if L is a E-cofibrant left P-module, P(P, P, L) is a protectively-cofibrant left P-module, 
and if M is a Ti-cofibrant P-bimodule, then P(P, P, M, P, P) is a projectively-cofibrant 
P-bimodule. 

Proof — In the appendix (A.0.1(5) and A.0.10), we show that the geometric real­
ization of a simplicial P-module (right-, left- or bi-) inherits a P-module structure. 
The simplicial bar construction Bm (P, P, P) is a simplicial right P-module (via the 
regular right P-action on R o P o • • • o P) and our chosen right P-module structure on 
P(P , P, P) comes from taking geometric realization of this. (See also 2.1.21.) 

By [22, 18.6.7] it is now sufficient to show that the simplicial bar construc­
tion P # ( P , P, P) is Reedy projectively-cofibrant. This is similar to the proof of 
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Lemma 2.3.20(2) except that we are working in the Reedy model structure on 
simplicial right P-modules, rather than on simplicial symmetric sequences. 

The source of the n t h latching map is 

colim £ m ( P , P , P ) 
m<n 

= col imPoP™ o P 
m<n 

This colimit is calculated in the category of right P-modules, but the free functor 
— o P from symmetric sequences to right P-modules preserves colimits and so this is 
isomorphic to 

( c o l i m P o P m > ) o P 
\ m<n / 

where the colimit is now taken in the category of symmetric sequences. Since — o P 
also preserves cofibrations (it takes generating cofibrations to generating cofibrations), 
it is now sufficient to show that the map 

c o l i m P o P m - ^ P o P n 

m<n 

is a projective-cofibration of symmetric sequences (i.e. a E-cofibration). But this map 
is equal to the corresponding latching map in the simplicial bar construction B(R, P, 1) 
which we showed in the proof of Lemma 2.3.20(2) to be a E-cofibration. 

Analogous arguments apply for the cases of B(P, P, L) and B(P, P, M, P, P) . • 

Definition 2.3.22 (Bar resolutions). — Let P be a E-cofibrant operad in Spec. If R is 
a E-cofibrant right P-module, then we call P(P , P, P) the bar resolution of R as a 
right P-module. Similarly, if L is a E-cofibrant left P-module, then P(P, P, L) is the 
bar resolution of L as a left P-module, and if M is a E-cofibrant P-bimodule, then 
B(P, P, M, P, P) is the bar resolution of M as a P-bimodule. 

2.4. Derived mapping objects for modules 

As part of Theorem 2.3.8 we constructed simplicial enrichments on the categories 
of symmetric sequences, and of right-, left- and bimodules over a fixed reduced operad 
P. These enrichments play an important role in the later sections of this paper so we 
describe them more explicitly here. In addition, the categories of symmetric sequences 
and right P-modules have enrichments over Spec, not just sSet* which are also impor­
tant. The last part of this section is dedicated to constructing derived versions of the 
various mapping objects associated to these enrichments, based on the bar resolutions 
of Definition 2.3.22. 

Definition 2.4.1 (Mapping objects). — Let M and N be symmetric sequences of spec­
tra. We define 

Map z(M, N) = JjMap(M(r),AT(r)) S T' 
r=l 
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where the E r-fixed point object can be defined as the limit of the corresponding 
E r-indexed diagram in Spec. Equivalently, this is the 'end' (in the sense of MacLane 
[35, IX.51) of the bifunctor 

Z x I o p -> Spec; (r, s) i-» Map(M(r), N(s)). 

This definition produces an enrichment of the category of symmetric sequences over 
Spec. There is a corresponding enrichment over sSet* which we write 

Hom z (M, N) 
oo 

= IJSpec(M(r),JV(r))s-. 
r=l 

These are related by 

Hom z (M,iV) 2* Spec(S,Map z (M,iV)). 

This is the same as the simplicial enrichment considered in the proof of Theorem 2.3.8 
(see the appendix). 

Definition 2.4.2. — Let M, TV, P be symmetric sequences in Spec. Then there are nat­
ural maDS 

Map z (M, N] ^ M a p s ( M o P , i V o P ) 

constructed from the maps 

Map(M(r),7V(r)) -» Map (M(r) A P(ni) / • • • A P(nr),N(r) A P(ni) A • • • A P ( n r ) ) 

rhere are also natural maps 

Hom z (M, N) - ^ H o m E ( P o M , P o i V ) 

constructed from the composites 

oo n 
r=l 

Spec(M(r),JV(r)) 
/00 \ A k 

^ m S p e c ( M ( r ) , A r ( r ) ) j 

- 2 ^ 1 1 1 Spec(M(n), N(n)) A • • • A Spec (M(r f c ) , N(rk)) 

^ Spec (P(jfc) A M(n) A • • • A M(r f c), P(k) A N(n) A • • • A JV(rfc)). 
Note that in the latter case, we need to use the A;-fold diagonal map for pointed 
simplicial sets to make the construction. The corresponding object cannot be defined 
using only the enrichment over Spec since we have no diagonal on the spectrum 
Map(M(r),JV(r)). 

Definition 2.4.3 (Mapping objects for modules). — Let P be an operad in Spec and let 
P, R' be right P-modules. We then define a spectrum 

M a p ^ P , ^ ) := lim (Map z (P, P ' ) Map z (P o P, R')) 
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where one of the arrows on the right-hand side is induced by the module structure 
map R o P —¥ R, and the other is the composite 

Map z (P , R') Mapz(R o P, P ' o P) — M a p z ( P o P, Rf) 

where the first map here comes from Definition 2.4.2, and the second is induced by 
the module structure map R' o P —> R'. This gives us an enrichment of Modrjght(P) 
over Spec and we get a corresponding simplicial enrichment by replacing MapE(—, —) 
with H o m v f - . —) . 

If L and V are left P-modules, we define 

Hom£ f t (L,L') := lim (Horns(L, L') =* H o m z ( P o L, L')) 

in the corresponding way. Similarly, if M and M' are P-bimodules, we define 

Hombrl(M, M') := lim (Hom z (M, M') =t H o m z ( P o M o P, M')). 

Note that Homp(L,L') and Homp(M, M') are only simplicial sets. There are no 
natural enrichments for left and bi- P-modules over Spec. 

Remark 2.4.4. — The fact that we can enrich the category of right, but not left or 
bi-, modules over Spec is related to the fact that right modules (in Spec) form a stable 
model category. Right modules are really just functors from an appropriate (Spec-en­
riched) category into Spec (see Appendix) and categories of functors with values in a 
stable category are stable. On the other hand, left modules and bimodules are more 
closely related to algebras which generally do not form stable model categories. 

Lemma 2.4.5. — Let P be a reduced operad in Spec. The adjunctions between free and 
forgetful functors for P-modules extend to the following isomorphisms in the enriched 
setting. 

— M a P p
g h t ( A o P, R) ^ Ma P 5 : (A , R) 

— Hom^ f t (P o A, L) ^ Hom z (A, L) 

— Hom£(P o A o P, M) = Hom z (A, M) 

where A is any symmetric sequence, R is a right P-module, L is a left P-module and 
M is a P-bimodule. 

Proof. — These are standard. 

Our mapping objects have the usual homotopy invariance properties. 

Proposition 2.4.6. — Let P be a reduced operad in Spec. 

1. The construction Mapp g h t (P, Rf) for right P-modules R,R' preserves weak 
equivalences between projectively-cofibrant objects in the R-variable. If R is 
projectively-cofibrant, it preserves all weak equivalences in the Rf-variable. 

2. The construction Homp f t(L, V) for left P-modules L,L' preserves weak equiva­
lences between projectively-cofibrant objects in the L-variable. If L is projectively-
cofibrant, it preserves all weak equivalences in the V-variable. 
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3. The construction Horrip(M, M ' ) for P-bimodules M,M' preserves weak equiv­
alences between projectively-cofibrant objects in the M-variable. If M is 
projectively-cofibrant, it preserves all weak equivalences in the M1-variable. 

4. The construction Map 5 :(A, A') for symmetric sequences A, A' preserves weak 
equivalences between projectively-cofibrant objects in the A-variable. If A is 
projectively-cofibrant, it preserves all weak equivalences in the Af-variable. 

Proof. — In each case, we check that the given mapping object makes the module 
category into a enriched model category (in the sense of Hovey [23]) over either Spec 
or sSet*. For this it is enough to check the claims for the generating cofibrations and 
trivial cofibrations. For example, in (1) we check that the map 

M a p ^ ( Ä n ( I i ) , Ä ' ) - + Map£ g h t ( i* n (J 0 ) ,P ' ) 

is a fibration in Spec when Io —» I\ is one of the generating cofibrations in Spec and 
Rn is the free right P-module construction of Definition 2.3.6. But by use of various 
enriched adjunction isomorphisms, this reduces to the fact that 

Map(Ji,Ä^n)) Map(Jo,P'(n)) 

is a fibration in Spec. 

Proposition 2.4.6 tells us that the homotopically correct form of the mapping object 
between two P-modules requires taking a projectively-cofibrant replacement for the 
first module. We are particularly interested in the case where such a projectively-
cofibrant replacement is given by one of the bar resolutions of Definition 2.3.22. 

Definition 2.4.7(Ext-objects). — Let P be a reduced operad in Spec and let R,R' be 
right P-modules and suppose that R is E-cofibrant. We define 

Ext£ g h t (P, R') := Map£ g h t (£(P, P, P) , R'). 

Note that this Ext-object is in Spec. By Propositions 2.3.21 and 2.4.6, this is the 
derived mapping object in the category of right P-modules (with the projective model 
structure). 

Let L, L be left P-modules and suppose that L is E-cofibrant. We define 

Ext£ f t(L,L') := Hom£ f t (P(P,P,L),Z/) . 

This Ext-object is a pointed simplicial set because left P-modules are enriched only 
over sSet*, not Spec. 

Let M, M' be P-bimodules and suppose that M is E-cofibrant. We define 

Ext£(M, M') := Hom^( JB(P, P, M, P, P) , M'). 

This again is a pointed simplicial set because P-bimodules are also enriched only over 
sSet*. 

Lemma 2.4.8. — Each of the Ext-objects of Definition 2.4-7 is homotopy invariant 
with respect to E- cofibrant modules in the first variable, and all modules in the second 
variable. 
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Proof. — This follows from Propositions 2.3.21 and 2.4.6. 

Remark 2.4.9. — We can replace maps out of a geometric realization with the total­
ization of a corresponding cosimplicial object. For the Ext-objects of Definition 2.4.7 
we get: 

Extp g h t (P, R') 9* Tot [Mapp g h t(Jl o P ' o P , R')\ 9* Tot [Ma P 5-(P o P # , R')] 

The coface and codegeneracy maps are dual to those in the simplicial bar construction, 
except that in the second presentation, the final coface map is given by 

5k : Ma P 5 - (P o P f c , R') -> M a p z ( P o Pk o P, R' o P) -+ M a p z ( P o P f c + 1 , Rr). 

Similarly, for left- and bimodules, we have 

Ext£ f t(L, L') ^ Tot [Hom z(P* o L, L')] 

and 

Extp(M, M') 2È Tot [Hom E(P* o M o P*, M')] 

respectively. 
If the operad P and the module P, L or M are termwise-cofibrant (which we have 

assumed to be the case in defining the Ext-objects), then the cosimplicial objects 
appearing above are Reedy fibrant (essentially by the same argument as in the proof 
of Proposition 2.2.5). The homotopy-invariance properties of Lemma 2.4.8 then follow 
by Lemma 1.1.17. 

Definition 2.4.10 (Maps of Ext-objects). — Let P be a reduced operad in Spec and 
let P, R' be right P-modules. Then the resolution map P(P, P, P) —• R of Defini­
tion 2.3.17 gives us a natural map 

M a p ^ ^ P O -> Ext£ g h t (P ,P ' ) . 

Similarly, for left P-modules L and 1/, we have a map 

Hom£ f t (L,L') -> Ext£ f t(L,Z/) 

and, for P-bimodules M and M' , a map 

Hom£(M,M') -+ Ex t£ (M,M ; ) . 

2.5. Pro-symmetric sequences and Spanier-Whitehead Duality 

We now consider Spanier-Whitehead duality for modules over operads. This re­
quires us to extend the theory of pro-spectra described in §1.6 to symmetric sequences, 
and to modules and comodules. The main aims of this section are: to define pro-
symmetric sequences, pro-modules and pro-comodules; to construct specific Spanier-
Whitehead duality functors relating these; and to establish the basic properties of 
Spanier-Whitehead duality, including how it interacts with the composition product 
and bar construction. 
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Definition 2.5.1 (Pro-symmetric sequences). — A pro-symmetric sequence in Spec is a 
pro-object in the category of symmetric sequences in Spec. Note that this differs 
from a symmetric sequence in Pro(Spec) although those two categories are equivalent. 
Explicitly then, a pro-symmetric sequence consists of a sequence M(n) of pro-spectra, 
each indexed on the same cofiltered category, together with a En-action on M(n) by 
levelwise maps. 

Let P be a reduced operad in Spec. A pro-right-P-module is a pro-object in the 
category of right P-modules. A pro-left-P-module is a pro-object in the category of 
left P-modules. 

Let Q be a reduced cooperad in Spec. A pro-right-Q-comodule is a pro-object in the 
category of right Q-comodules. A pro-left-Q-comodule is a pro-object in the category 
of left Q-comodules. 

We emphasize that in each of these cases, the pro-object involves a single cofiltered 
category on which all the terms in the symmetric sequences are indexed. 

If M is a pro-symmetric sequence (or pro-module or -comodule) indexed on the 
cofiltered category then we write Mj for the symmetric sequence (or module or 
comodule) given by evaluating M at j £ \ and we write M(n) for the pro-spectrum 
formed by the terms Mj{n). 

Remark 2.5.2. — We could also define pro-operads and pro-cooperads along similar 
lines, but we do not need these ideas in this paper. In particular, the pro-modules and 
pro-comodules we consider are all over individual (not pro-) operads and cooperads. 

Definition 2.5.3 (Weak equivalence). — A morphism / : A —• B of pro-symmetric se­
quences in Spec is a weak equivalence if each map fn : A(n) —> B(n) is a weak 
equivalence of pro-spectra in the sense of Theorem 1.6.5. A morphism of pro-modules 
or pro-comodules is a weak equivalence if the underlying morphism of pro-symmetric 
sequences is a weak equivalence. 

Definition 2.5.4 (Directly-dualizable pro-symmetric sequences). — Recall that a pro-
spectrum X is directly-dualizable if the indexing category has a certain form and 
if each term Xj is a cofibrant homotopy-finite spectrum (see Definition 1.6.11). We 
extend this definition to pro-symmetric sequences. We say that a pro-symmetric 
sequence M (or pro-module or pro-comodule) is directly-dualizable if each M(n) is a 
directly-dualizable pro-spectrum. We include the case where the indexing category for 
M is trivial, so that a symmetric sequence (or operad, cooperad, module or comodule) 
M is directly-dualizable if each M(n) is a cofibrant homotopy-finite spectrum. In 
particular, note that a directly-dualizable operad or module is termwise-cofibrant. 

Remark 2.5.5. — The term 'directly-dualizable' is meant to invoke the ease with 
which we can form the Spanier-Whitehead duals of these objects. In particular, as­
suming that each spectrum E involved in one of our pro-symmetric sequences is cofi­
brant and homotopy-finite ensures that the naive dual Map(i£, S) is a model for the 
homotopically-correct Spanier-Whitehead dual. Thus, no further cofibrant replace­
ments are necessary to form that dual. For pro-objects, it also includes a condition 
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on the indexing category that allows the dual spectrum to be formed as a homotopy 
colimit (see Lemma 1.6.8). 

Definition 2.5.6 (Spanier-Whitehead duality for pro-symmetric sequences). — Let M be 
a directly-dualizable pro-symmetric sequence indexed on the cofiltered poset We 
define the Spanier-Whitehead dual of M to be the symmetric sequence of spectra 
given bv 

(DM)(n) := DM(n) 

where DM(n) is the Spanier-Whitehead dual of the pro-spectrum M(n) as described 
in Definition 1.6.11. Explicitly, then we have 

(DM)(n) :=hocohmMap(M J (n) ,5) . 

We also write this as 

DM := hocolimMap(M 7 ,5) 

with the understanding that homotopy colimits ol diagrams ol symmetric sequences 
are formed termwise. 

We now look at how Spanier-Whitehead duality relates to the composition product. 
For this we need to extend the composition product to pro-symmetric sequences. 

Definition 2.5.7 (Composition products). — Let M and N be pro-symmetric sequences 
indexed on the cofiltered categories ^ and CK respectively. We then define M o N to 
be the pro-symmetric sequence indexed on the cofiltered category ^ x CK given by 

(MoN)Utk) :=MjoNk 

for j e k e tK. 

We now show that Spanier-Whitehead duality commutes with composition prod­
ucts. For this we need the following lemma. 

Lemma 2.5.8. — Let M : ^ —> Spec1" be a diagram of termwise-cofibrant symmet­
ric sequences of spectra and let N be any termwise-cofibrant symmetric sequence of 
spectra. Then we have a natural equivalence 

hocolim(M 7 o N) ~ (hocolimMj) o N 

If ¿1 is filtered, then there is also a natural equivalence 

hocolim(AT o MA ~ N o (hocolimMj). 

In other words, composition product commutes with filtered homotopy colimits in both 

variables. 
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Proof. — The first claim follows from the fact that homotopy colimits commute with 
smash products. For the second, we have 

N o (hocolim Mj){r) ~ y hocolim N(k) A Mjx (ri) A • • • A Mjk (rk). 

There is a natural map from 

hocolim N(k) A Mj (ri ) A • • • A Mj(rfc) 

to this given by the diagonal on Jf. But since ^ is filtered, the set of fc-tuples of the 

form ( j , . . . , j) is cofinal i n ^ k and so this has an inverse (up to weak equivalence). • 

Lemma 2.5.9. — Let M and N be directly-dualizable pro-symmetric sequences in Spec. 
Then M o N is also directly-dualizable, and there is a natural equivalence 

B(M) oB(N) ~B(M o N). 

Here D(—) denotes a termwise-cofibrant replacement for the symmetric sequence 

D(-) . 

Proof. — Let ¿1 and be the indexing categories for M and N respectively. Then 
¿1 and CK are cofiltered posets in which every element has finitely many successors. 
The same is therefore true of^xrfC. The directly-dualizable hypothesis also says that 
each Mj(r) and Nk(r) is cofibrant and homotopy-finite. The same is then true of each 
(M o N)(jik)(r). Therefore, M o N is directly-dualizable. 

Now for each j G k G CK, we have maps 

Map(M j (r) , S) A Map(JVfc(ni), 5) A • • • A Map(Nk(nr), S) -> 

Map(M 7(r) A Nk(m) A • • • A Nk(nr),S) 

and these are weak equivalences because of the finiteness hypotheses. These make up 
weak equivalences of symmetric sequences 

Map(Mj, S) o Map(iVfe, S) Map(Afj o iVfc, S) 

I hen taking the homotopy colimit over j G ¿1 and A; G <%, and combining these maps 
with Lemma 2.5.8, we get the required result. • 

Corollary 2.5.10. — Let A B be a weak equivalence of directly-dualizable pro-
symmetric sequences in Spec, and let C be another directly-dualizable symmetric se­
quence. Then the induced maps 

AoC ^BoC 

and 

CoA^CoB 

are weak equivalences. 
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Proof. — This follows from Lemmas 1.6.13 and 2.5.9 in the following way. By 
Lemma 1.6.13, it is sufficient for the first part to check that 

D ( B o C ) ^ B(A o C ) 

is a weak equivalence of symmetric sequences in Spec. By Lemma 2.5.9, this is equiv­
alent to checking that 

BB o D C —> IDA o D C 

is a weak equivalence. This is true because the composition product in spectra pre­
serves weak equivalences of termwise-cofibrant symmetric sequences. The second part 
is similar. • 

We now turn to Spanier-Whitehead duality for cooperads and pro-comodules. The 
main results are that the Spanier-Whitehead dual of a cooperad has a natural operac 
structure and that the Spanier-Whitehead dual of a pro-comodule has a natural mod­
ule structure. In order to construct these, we need to be careful with the homotopy 
colimits involved in our chosen model for Spanier-Whitehead duality. In particular 
these homotopy colimits need to have the required module structures. We verify thiï 
by forming these homotopy colimits in the category of modules and showing thai 
these are equivalent to the homotopy colimits formed termwise in the category o: 
spectra, and so correctly model the Spanier-Whitehead dual. 

Lemma 2.5.11. — Let Q be a directly-dualizable reduced cooperad in Spec. Then the 
symmetric sequence DQ given (as in Definition 2.5.6) by 

(DQ)(n) := Map(Q(n),S) 

has a natural reduced operad structure. If M is a directly-dualizable (right- or left-) 
Q-comodule, then the symmetric sequence DM (defined similarly) has a natural (right-
or left- respectively) DQ-module structure. 

Proof. — The operad composition maps are given by 

Map(Q(fc), S) A Map(Q(ni), S) A • • • A Map(Q(n f c), S) 

-> Map(Q(fc) A Q(m) A • • • A Q(nk), S) 

- » Map(Q(n),5) 

where the first map comes from the fact that Map(—, — ) is part of a closed symmetric 
monoidal structure on Spec, and the second is the dual of the cooperad structure map 

Q(n) -> Q(k) A Q(m) A A Q(nk). 

lhe unit isomorphism (which makes this a reduced operad; is given by 

S ^ Map(S, S) ^ Map(Q(l), S) 

where the second map is induced by the isomorphism Q(l) = S. The module struc­
tures are defined similarly. • 
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Definition 2.5.12 (Spanier-Whitehead duals of pro-comodules). — Let Q be a directly-
dualizable cooperad in Spec and let M be a directly-dualizable pro-Q-comodule (ei­
ther right, left or bi-). If M is indexed over ^ then this means each Mj for j G ¿1 
has the structure of a Q-comodule. Then the symmetric sequences Map(Mj, S) are 
DQ-modules, by the same argument as in Lemma 2.5.11. If DQ denotes a E-cofibrant 
replacement for DQ, then Map(Mj, S) become DQ-modules. 

We now define, as in 2.5.6, the Spanier-Whitehead dual of M to be 

DM := hocolimMap(M 7 ,5). 

We choose this homotopy colimit to be formed using the model structure on DQ-mod-
ules of Theorem 2.3.8. In the Appendix we show (Proposition A.0.15) that this is 
equivalent to the homotopy colimit formed in the category of symmetric sequences. It 
therefore does represent the termwise Spanier-Whitehead dual of M, but retains the 
additional structure of a DQ-module. 

Next we extend the bar construction to pro-modules and check that the homotopi-
cal results of §2.2 carry over to this setting. 

Definition 2.5.13 (Bar constructions for pro-modules). — Let P be an operad in Spec, 
let R be a pro-right-P-module (indexed over </) and L a pro-left-P-module (indexed 
over We can then form the two-sided bar construction P(P , P, L). This is the 
pro-symmetric sequence indexed over the cofiltered category ^ x given by 

B(R,P,L)(j,k\ := B(Rj,PyLk). 

Note that this could also be defined as the realization of a simplicial bar construction 
based on the composition product for pro-symmetric sequences (see Definition 2.5.7). 

We can treat the unit symmetric sequence as a pro-object indexed over the trivial 
category. We then have a one-sided bar construction P(P , P, 1) indexed over ^ and 
given bv 

P (P ,P ,1 ) , := B(R^PA). 

This is clearly a pro-right-PP-comodule. We also have P(1,P, L) indexed over 3i 
eriven bv 

P ( l , P , L ) f c :=B(l,P,Lk). 

This is a pro-left-PP-comodule. 
If in addition M is a pro-P-bimodule indexed on the category £ , then we can form 

the bimodule bar construction B(R, P, M, P, L). This is a pro-symmetric sequence 
indexed on J x £ x $C given by 

P ( P , P , M , P , L ) U t l t k ) := B(Rj,P,MhP,Lk). 

In particular, we have a pro-PP-comodule JB(1, P, M, P, 1) indexed on £ . 

In order to take the Spanier-Whitehead dual of the bar construction, we need to 
check that it preserves direct-dualizability. 
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Lemma 2.5.14. — Let P be an operad in Spec, R a pro-right-P-module, L a pro-
left-P-module and M a pro-P-bimodule. Suppose that P, R, L and M are directly-
dualizable. Then B(R, P, L) and P (P , P, M, P, L) are also directly-dualizable. 

Proof. — If the indexing categories for R and L are denoted ¿1 and then ^ and 
di are cofiltered posets in which every element has finitely many successors. It follows 
that x which is the indexing category for P(P , P, L), is also a cofiltered poset 
in which every element has finitely many successors. 

By assumption, all the spectra involved in the pro-symmetric sequences P, P, L 
are cofibrant. In the proof of Proposition 2.2.5 we showed that in this case the terms 
involved in P(P , P, L) are the realizations of Reedy cofibrant simplicial objects, hence 
are themselves cofibrant spectra by [22, 18.6.7]. 

Finally, we must check that the spectra involved in P(P, P, L) are homotopy-finite. 
It is sufficient to show this when R and L are ordinary (not pro-) P-modules. The 
spectrum P(P , P, L){n) is then the geometric realization of the simplicial spectrum 
P # ( P , P, L){n). This simplicial spectrum only has nondegenerate simplices up to de­
gree n (since P is a reduced operad), and each spectrum of simplices is homotopy-
finite. Therefore we can write P(P , P, L){n) as a finite homotopy colimit of finite cell 
spectra. It follows that P(P , P, L)(n) is homotopy-finite. 

We have now checked that P(P , P, L) is directly-dualizable, and a similar argument 
holds for P(P , P, M, P, L). • 

Proposition 2.5.15. — Let P be a directly-dualizable operad in Spec and let R —^ R' 
and L —^ L' be weak equivalences between directly-dualizable right and left pro-
P-modules respectively. Then the induced map 

B(R,P,L) ^ B(R,

ìPìL
f) 

is a weak equivalence of pro-symmetric sequences. 

Proof. — For any k, the map 

RoPko L(n) -+R'oPko L'(n) 

is a weak equivalence of pro-spectra by Corollary 2.5.10. We therefore obtain a level-
wise weak equivalence of simplicial pro-spectra 

P . (P ,P ,L) (n) - B.(R'\P,L'){n). 

As in the proof of Proposition 2.2.5, it is now sufficient to show that each of these sim­
plicial bar constructions is cofibrant in the Reedy model structure on simplicial pro-
spectra. Following the same argument as in 2.2.5, the latching maps for P # ( P , P, L){n) 
are given by inclusions of wedge summands of pro-spectra. It is therefore sufficient 
to show that each of these wedge summands is a cofibrant pro-spectrum. This is true 
since, by hypothesis, all the spectra making up the pro-symmetric sequences P, P 
and L are cofibrant. • 

We also record the following lemma. 
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Lemma 2.5.16. — Let P be a reduced operad in Spec and let R : —> Modright(P) 
and L : ft —* Modiett(P) be filtered diagrams of right and left P-modules respectively. 
Then we have an equivalence 

hocolim P ( P 7 , P, Z^) ~ B ( hocolimRj,P, hocolimL k ) . 
\ jej kex J 

In other words, the bar construction commutes with filtered homotopy colimits in both 
module variables. 

Proof. — This follows from Lemma 2.5.8 and the fact that geometric realization of 
simplicial spectra commutes with filtered homotopy colimits. • 

We also need to extend the Ext-objects for modules of §2.4 to pro-modules. For 
a pro-P-module M and ordinary P-module M' , we define objects Ext(M, M'). Ap­
plying our previous Ext-construction levelwise, we obtain an ind-spectrum (or ind-
simplicial set), which we can identify with an actual spectrum (or simplicial set) via 
the homotopy colimit (which in our cases represents the Quillen equivalence between 
ind-spectra and spectra of Theorem 1.6.5). These new Ext-objects then have the ho-
motopical properties one would hope for. 

We start by describing mapping objects for individual pro-spectra. 

Definition 2.5.17 (Mapping objects for pro-spectra). — Let X be a directly-dualizable 
pro-spectrum indexed on the cofiltered category and let Y be any spectrum. We 
then define 

Map(X, Y) := hocolim Map(X,, Y). 

Definition 2.5.18 (Mapping objects for pro-modules). — Let M be a pro-symmetric se­
quence, or pro-P-module (left-, right- or bi-) for some fixed reduced operad P in Spec. 
Let N be a (non-pro-) symmetric sequence or P-module respectively. Suppose that 
M is directly-dualizable and is indexed on the cofiltered poset ^ . We then define 

Map z (M, N) := hocolim Map y (M 7 , N) 
jeJop 

Map^ g h t(M,AT) := hocolim Map r i g h t (M 7 , N) 

Hom£ f t(M, N] := hocolim Hom'S f t(M 7, N) 

Hom£(M, N) := hocolim KombA (M-, N) 

accordingly. 
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Similarly, in the module cases, we define Ext-objects: 

E x 4 g h t ( M , i V ) := hocolim Ext r i g h t (M 7 , iV) ^Ma P p
g h t ( J B(M,P ,P) ,AT 

Ext£ f t(M, N) := hocolim Extp f t (M 7 , AH ^ M a p £ f t ( P ( P , P , M ) , A O 

Extp(M, N) : = hocolim Ext p (M ? , N) * Map£(P(P, P, M, P, P) , N) 

We conclude this section by describing the homotopy-invariance properties of these 
generalized mapping objects. In this case, we prove only the properties that we need 
later. In particular, we consider only mapping objects of the form Map P (A, B) where 
the symmetric sequence B has only finitely-many nontrivial terms. 

Lemma 2.5.19. — Let A —^ A' be a weak equivalence between levelwise E-cofibrant 
directly-dualizable pro-symmetric sequences, and let B be a truncated symmetric se­
quence (i.e. there exists N such that B{n) = * for n> N). Then the induced map 

Map z ( ,4 ' ,P) - » M a p E ( ^ , P ) 

is a weak equivalence in Spec. 

Proof. — Suppose that A is indexed on the cofiltered category J/. We have 

Map L (A ,P ) = hocolim 
N 

n 
N=L 

M a p ^ n ) , ^ ) ) 2 3 " . 

Now Aj(n) is En-cofibrant, so the fixed-point object Map(A J (n), P ( n ) ) E r i is equiv­
alent to the homotopy fixed points Map(Aj(n),B(n))hY,n. Also, ( i 2 E n ) + A Aj(n) is 
homotopy-finite (since A is directly dualizable) so 

Map(Aj(n),B(rì)) - Map(A 7-(n),5) A Bin) 

by [13, 111.7]. The filtered homotopy colimit commutes with the finite product and 
the homotopy fixed points, so we have 

M a p z ( A , P ) 
N 

N=L 

hocolimMap(A«(n), S) A B(n) 
jeJop -I 

which is the same as 
AT 

n 
71=1 

pA(ri) A B ( n ) ] f c E n . 

Similarly we have 

Map L ( i4 ; ,B ) 

N 

N=L 

T)A'(n) A B{n)]h*n . 

Mow by Lemma 1.6.13, the map 

DA'(n) -» BA(n) 
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is a weak equivalence in Spec and so the induced map 

N m 
n=l 

DA'(n) A B ( n ) f E n 

N 

n=l 

Di4(n) A B ( n ) ] h E n 

is an equivalence as claimed. 

Lemma 2.5.20. — Lei P be a directly-dualizable reduced T,-cofibrant operad in Spec 
and Ze£ M —^ M ' 6e a weaA; equivalence between levelwise E- cofibrant directly-
dualizable pro-P-modules (either right-, left- or bi-), and let N be a P-module that is 
truncated as a symmetric sequence (see Lemma 2.5.19). Then the induced map 

Ext P (M' , iV) -* Ex t P (M, AH 

is a weak equivalence in either Spec or sSet* as appropriate. 

Proof. — We prove the right module case, with the others being similar. As in Re­
mark 2.4.9, we can write Extp(M,N) as 

Tot Map r (M o P*, AT). 

If M —> M' is a weak equivalence, then so is each map M o Pk —• M' o Pk (by 

Corollary 2.5.10), and hence so is each 

M a p E ( M / oPk,N)^ Map z (Af o Pk,N). 

The map 
E x t P ( M ; , N) - » Ext P (M,iV) 

is the totalization of a levelwise weak equivalence of cosimplicial spectra (or simplicial 
sets in the left- and bimodule cases). We noted in Remark 2.4.9 that these cosimplicial 
objects are Reedy fibrant, so it follows by Proposition 1.1.20 that this map is a weak 
equivalence. • 
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CHAPTER 3 

FUNCTORS OF SPECTRA 

We now turn to the main goal of this paper: to construct new models for Good-
willie derivatives that have appropriate operad and module structures. We start by 
concentrating on functors from spectra to spectra since these form the basis for all 
our constructions. Here is a brief summary of the next few sections: 

— we show that (at least for finite cell functors) the Goodwillie derivatives of F : 
Spec —• Spec are the Spanier-Whitehead duals of certain 'natural transformation 
objects' of the form N a t ( F X , X A n ) (§3.1); 

— we construct 'composition maps' that relate our models for the derivatives of 
FG to the composition product of the corresponding models for F and G, for 
functors F, G : Spec —• Spec (§3.2). These maps form the basis of all the operad 
and module structures that we later produce; 

— we prove that the composition maps of the previous section are equivalences, 
thus establishing the chain rule for functors from spectra to spectra (§3.3). As 
well as being of interest in its own right, the chain rule for spectra is a key tool 
in our construction of module structure, and proof of the chain rule, for functors 
to or from spaces; 

— we show that our composition maps give rise to operad structures on the duals 
of the derivatives of an appropriate comonad (§3.4). 

3.1. Models for Goodwillie derivatives of functors of spectra 

Our new models for Goodwillie derivatives are based on an enrichment of the func­
tor category [Spec f m, Spec] over Spec, that is, the existence of a spectrum of natural 
transformations between two functors. We start by describing this. 

Definition 3.1.1 (Natural transformation objects). — Let F and G be pointed simplicial 
functors Spec f m —» Spec. We define the spectrum of natural transformations from F 
to G by the formula 

Nat(F,G) := lim Yl Map(Fif, GK) =3 
XKeSpec*" 

J] Map(Spec(#, K') A FK, GK') J 
K,K'€Spec f i n / 
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One of these maps is given by the simplicial structure on F using: 

Spec(#, K') A FK —> FK' 

and the other by the simplicial structure on G using: 

GK -+ Map(Spec(#, K'), GK1). 

The objects Nat(F, G) then define an enrichment of [Spec m , Spec] over Spec. 

Lemma 3.1.2 (Strong Yoneda Lemma). - There is a natural isomorphism 

Nat(7 A Spec(K, - ) , G) 9* Map(7, GK) 

for any 1 e Spec, K e Spec f m and G e [Spec f m, Spec]. 

Proof — A map from left to right is given by 

Nat (7ASpec(K, - ) ,G) •* Map(/ A Spec(K, K), GK) Map(7, GK) 

using the unit map A[0]+ - » Spec(7f, K) for the simplicial structure on Spec. The 
inverse is the adjoint to 

Map(7, GK) A (7 A Spec(7f, X)) -> GK/\Spec(K,X)^>GX. 

Lemma 3.1.3. — The objects Nat(F, G) make the functor category [Spec f m, Spec] into 
an enriched model category over the symmetric monoidal model category Spec. 

Proof — We need to show that if F >—> F' is a cofibration and G' -» G a fibration 
then the map 

Nat(F', G') Nat(F, G') x N a t ( F , G ) Nat(F', G) 

is a fibration in Spec, and that it is a weak equivalence if either F —> F' or G' —> G is. 
Since [Spec f m, Spec] is cofibrantly generated, it is sufficient to do this in the case that 
F —> F' is either one of the generating cofibrations or generating trivial cofibrations 
in [Spec f i n,Spec]. 

In this case, by the Yoneda Lemma, the given map reduces to one of the form 

(*) Map(Ji, G'K) - Map(J 0,G'K) x M M I o < G K ) Map(Ji, GK) 

where 7Q —> I\ is either one of the generating cofibrations, or generating trivial 
cofibrations in Spec. This a fibration since Spec is a simplicial model category and 
G'K —> GK is a fibration. If F —> F' is a weak equivalence (i.e. one of the generating 
trivial cofibrations), then 7Q —»I\ is also. If G' —• G is a weak equivalence, then so is 
G'K —> GK. In either case, the map (*) is a weak equivalence. • 

We now, finally, construct our models for the Goodwillie derivatives of a functor F 
from spectra to spectra. Below we define a sequence of pro-objects associated to F. 
In the rest of this section we then show that these pro-objects are Spanier-Whitehead 
dual to the derivatives of F. 
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Definition 3.1.4 (Models for the derivatives of functors of spectra). — Let F : Specfm —• 
Spec be a presented cell functor and n a positive integer. Define a pro-spectrum dn(F), 
indexed on the cofiltered category Sub(F) o p, by the formula 

dn(F) := { N a t ( C X , X A ^ ) } C E S u b ( F ) . 

The pro-spectrum dn(F) has a En-action that arises from the permutation action of 
E n on XAn. Together these pro-spectra form a pro-symmetric sequence d*(F) with 
n t h term equal to dn(F). 

Definition 3.1.5. — Now let F : Spectm —» Spec be any pointed simplicial functor. 
Then the cellular replacement QF of F (Definition 1.4.6) comes with a canonical 
presentation and so we can form the pro-symmetric sequence d*(QF) as in Defi­
nition 3.1.4. This pro-symmetric sequence comprises our models for the (Spanier-
Whitehead duals of) the Goodwillie derivatives of F. 

A natural transformation 7 : F —» G induces a morphism of pro-symmetric se­
quences d* ( 7 ) : d*(QG) —• d*(QF) in the following way: 

— Recall that a degree i cell a in the presented cell complex QF corresponds to a 
commutative diagram of the form 

/0 A Spec(K, - ) ^ (QF) i - i 

/1 A Spec(#, - ) » F 

Comnosiner this with the diaerram 

( Q f ) i - i (QG)i- i 

7 
F 1 G 

induced by 7 , we obtain a corresponding cell 7 « of degree i in QG. 
— Now let C be a finite subcomplex of QF. Then the cells 7 « for a G C form a 

finite subcomplex C' of QG and Q("y) restricts to a map 

LE : C - C'. 

(Note that C can have fewer cells than C, for example if G = *.) 
— We then define the map dn(j)c : Nat(C"(X), XAn) N a t ( C X , X A n ) induced 

by 7 : C - » C" coming from the previous construction. Together these make 
up a morphism of pro-objects dn(QG) —> dn(QF). It is easy to see that these 
maps are En-equivariant and form a morphism of pro-symmetric sequences as 
claimed. 

This construction makes a (Q-) into a contravanant functor from [Spec ,5pecj to 
the category of pro-symmetric sequences in Spec. 
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Notation 3.1.6. — The pro-objects dn(F) are not, in general, directly-dualizable in 
the sense of Definition 2.5.4 because the spectra Nat(CX, XAn) are not, in general, 
cofibrant. We therefore write dn(F) for a levelwise-cofibrant replacement of the pro-
object dn(F). 

The precise meaning of dn(F), however, depends on the context. The pro-
symmetric sequence d*(F) may have additional structure that we wish to preserve. 
For example, if d*(F) is a module over an operad P, then we might use d*(F) 
to denote a (levelwise) projectively-cofibrant replacement in the sense of Proposi­
tion 2.3. We saw in Proposition 2.3.14 that these projectively-cofibrant replacements 
are always termwise-cofibrant, so this is consistent. 

We also use tildes more generally to denote cofibrant replacement. In particular, we 
write Map and Nat as cofibrant replacements for Map and Nat-objects respectively. 

Lemma3.1.7. — Let C : Spec"1 —» Spec be a finite cell functor. Then the spectrum 
Nat(CX, XAn) is homotopy-finite. 

Proof. — We prove this by induction on the cell structure of C. First suppose that 
C = IA Spec(tf, - ) where J, K e Specfin. Then we have 

N a t ( C X , X A n ) 9* M a p ( J , # A n ) 

by the Yoneda Lemma 3.1.2. Now Map(7, KAn) ~ Map(7, S) A KAn by [13, III.7] and 
Map(I, S) and K are homotopy-finite. Therefore, M a p ( J , K A n ) is homotopy-finite. 

Now suppose that C is obtained from C by adding a cell via the pushout diagram 

Jo A Spec(*:, - ) c" 

h A Spec(tf, - ) » C 

Applying Nat(—, XAn) to this , and using the Yoneda Lemma 3.1.2, we get a pullback 
diagram 

N a t ( C X , X A n ) ^ M a p ( / i , X A n ) 

N a t ( C % X A n ) ^ M a p ( / 0 , K A n ) 

The right-hand vertical map is a fibration by the pushout-product axiom in Spec 
because Io —» I\ is a cofibration, and KAn is fibrant. Therefore, the above square is a 
homotopy-pullback by [22, 13.3.8]. The inductive hypothesis is that the bottom-left 
corner is homotopy-finite, and we saw above that the top- and bottom-right corners are 
homotopy-finite. Therefore, the top-left is homotopy-finite also. It follows by induction 
that Nat(CX, XAn) is homotopy-finite for any finite cell functor C. • 
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Definition 3.1.8. — Let F : Specfm —• Spec be a pointed simplicial functor, and let 
d*(QF) be a termwise-cofibrant replacement for d*(QF). It follows from Lemma 3.1.7 
that the pro-symmetric sequence d*(QF) is directly-dualizable (see Definition 2.5.4) 
and so, following 2.5.6 we set 

BJF) : = Bd*(OF) 

= hocolim Map(Nat(CX,X A *) ,5) 
CGSub(QF) 

where Nat(CX, XA*) denotes a cofibrant replacement of the spectrum Nat(CX, XA*). 
Note that by Definition 1.6.12, the construction of d*(F) is functorial in F. 

The main aim of the rest of this section is to show that d*(F) is a model for the 
symmetric sequence of Goodwillie derivatives of F. Our approach to this is to con­
struct a natural transformation a from F to a functor whose n t h Goodwillie derivative 
is (equivariantly) equivalent to dn(F). We then show that a is a Z}n-equivalence (i.e. 
becomes an equivalence after applying Dn) and hence induces an equivalence of n t h 

derivatives. 

Lemma 3.1.9. — Let E be a Y,n-cofibrant spectrum. Then the functor 

FE(X) := M a p ( £ , X A n ) E " 

is an n-excisive pointed simplicial homotopy functor in [Specfm, Spec] with nth Good­
willie derivative 

№ £ ) ~ M a p ( £ , S ) 

E n -equivariantly. 

Proof. — The object FE(X) is equal to the natural transformation object 
Nats n (i?, XAn) where we are considering a spectrum with En-action as a func­
tor E n —> Spec. By the argument of the proof of 3.1.3, these natural transformation 
objects provide [En,Spec] with an enrichment over Spec that makes it into a 
Spec-model category. Therefore, if E is En-cofibrant, it follows that Map(E', —) 
preserves all weak equivalences (since all objects in [En,Spec] are fibrant). But if 
X —^ Y is a weak equivalence in Specfm, then XAn —• YAn is also a weak equivalence. 
This tells us that FE is a homotopy functor, and it is easy to check it is pointed and 
simplicial. 

We now check that FE is n-excisive (see Definition 1.2.2). Firstly, note that when E 
is En-cofibrant, Map(E", — ) E n is equivalent to Map(i£, — ) / l E n . This therefore preserves 
homotopy cartesian squares. Therefore, since we know that X *-+ XAn is n-excisive, 
it follows that FE is n-excisive. 

Finally, we calculate the n t h Goodwillie derivative of FE using the cross-effect. The 
construction Map(E', — ) E n commutes up to homotopy with cross-effects and the n t h 

cross-effect of the functor X »-> XAn is equivalent to (Xi,..., Xn) H-• n<re£ n ^ ( i ) ^ 
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• • • A Xa(n\. We therefore have 

CTn{FE)(Xu...,Xn)~Map ( F, JJ ^o-(i) A • • • A Xa(ny> = Map(£, Xi — A Xn). 

Following through this sequence of equivalences, we see that the symmetry isomor­
phisms come from the permutation action of E n on X\ A • • • A Xn together with the 
given action on E. We therefore get 

dZ(F) = crn(FE)(Sc,..., Sc) ^ Map(£, Sc A • • • A Sc) ~ Map(£, 5) 

with E n-action agreeing with that coming from E. 

Corollary 3.1.10. — Let F : Spec f m —» Spec be a presented cell functor and let dn(F) 
denote a levelwise T,n-cofibrant replacement for the pro-object dn(F). Then the functor 

VnF{X) := M a p ( d n ( F ) , X A n ) E " 

is an n-excisive pointed simplicial homotopy functor with n Goodwillie derivative 
equivalent to dn(F) (see Definition 3.1.5). 

Proof. — The functor ^nF is the homotopy colimit of the functors F~^cx XAriy 

defined as in Lemma 3.1.9. Since taking derivatives commutes with filtered homotopy 

colimits, the n t h derivative of ^nF is equivalent to 

hocolim Map(Nat(CX, X A n ) , S) 
ceSub(F) 

which is the definition of dn(F). 

We now construct a natural transformation from F to ^nF. 

Definition 3.1.11. — For a finite cell functor C : Spec f m —• Spec, there is a En-equiv-
ariant evaluation map 

C(X) A N a t ( C X , X A n ) — XAn. 

This is adjoint to a map 

C(X) -+ M a p ( N a t ( C X , X A n ) , X A n ) E " . 

Composing with a En-cofibrant replacement for Nat(CX, X A n ) , we get 

i>c : C(X) -+ M a p ( N a t ( C X , X A n ) , X A n ) E * \ 

Now let F : Spec f m —> Spec be any presented cell functor. By Corollary 1.5.7, F is 
equivalent to the homotopy colimit of the finite subcomplexes of F. Therefore, taking 
the homotopy colimit over C G Sub(F) of the maps V>cs we get 

^ : F(X) - 9nF(X). 

Strictly speaking, the source of this map is (naturally) weakly equivalent to F, not 
equal to it, but for simplicity of notation, we write it just as F. 
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Proposition 3.1.12. — Let F : Specfm —> Spec be a presented cell functor. Then the 
map 

il> : F(X) -> M a p ( < 9 n ( Q F ) , X A n ) E " 

of Definition 3.1.11 is a Dn-equivalence (i.e. becomes an equivalence after taking Dn). 

Proof — Since Dn commutes with filtered homotopy colimits, it is sufficient to prove 
that for any finite cell functor C, the map 

1> : C(X) -* M a p ( N S t ( C X , X A n ) , X A n ) E -

is a J)n-equivalence. Here Nat(CX, XAn) denotes a En-cofibrant replacement for the 
natural transformation object Nat(CX, XAn). 

We do this by induction on the cell structure of C. Suppose that the following 
pushout diagram represents the attaching of a cell to C to get C: 

Jo A Spec(*r, - ) >- c" 

(*) 

h A Spec(K, - ) ^ C 

For any X, the map 

Jo A Spec(K, X) —> Ji A Spec(K, X) 

is a cofibration in Spec (because Spec(Jf, X) is a simplicial set and hence cofibrant). 
The above diagram is therefore objectwise a homotopy pushout (and also a homotopy 
pushout in the functor category). 

Applying Nat (—,X A n ) to the above diagram, we get a homotopy pullback square 
in Spec that looks like: 

N^t(CX,XAn) ^ M^p(IuKAn) 

N a t ( C % X A n ) ^ M^(I0,KAn) 

Now this is also a homotopy pushout square (since homotopy pushouts and pull-
backs agree in Spec), and so taking Map(—, X A n ) S n , we get an objectwise homotopy 
pullback (and hence also homotopy pushout) square 

Map(Ma^(J 0, KAn),XAn)*n ^ Map(Nat(C% X A n ) , XAnfn 

M a p ( M a ^ ( J i , J f A n ) , X A n ) E - ^ M a p ( N a t ( C X , X A n ) , X A n ) s -
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The map I/J gives us a morphism from the original homotopy pushout square (*) to 
(**). By induction we may assume that ^ is a ^-equivalence on the top-right corner. 
Below we show that ip is a Dn-equivalence on the left-hand corners. Then, since Dn 

commutes with homotopy pushouts (for spectrum-valued functors), it follows that is 
a jDn-equivalence on the bottom-right corner. This completes the induction and proves 
Proposition 3.1.12 for all finite cell functors, and hence all presented cell functors. 

We have now reduced the Proposition to the case where F is of the form / A 
Spec(if, —) for I,K G Spec f m. This means we need to show that the map 

ij) : / A Spec(X, X) Map(Map(/, KAn), XAnfn 

is a Dn-equivalence. We show that this map induces an equivalence on multilinearized 
n t h cross-effects. This is sufficient by [18, 6.1]. 

Recall that for functors from spectra to spectra, there is an equivalence between 
the n t h cross-effect and the n t h co-cross-effect, where the latter is defined dually, as 
the total homotopy cofibre of the cube given by applying the functor to products. For 
the source of the map ^ , we therefore have 

cr n (7 A Spec(*T,-))(XU ..., Xn) ~ thocofib (/ A Spec(#, Xix x •. • x Xir)). 

where the maps in the cube on the right-hand side are determined by the inclusions 
* —> X{. To calculate this total cofibre we take cofibres in each direction in the cube 
successively. The maps in this cube are determined by inclusions of simplicial sets 

Spec(K,X) -+ Spec(K,X x X') * Spec(K,X) x Spec(K,X') 

and so are cofibrations. We may therefore take strict cofibres instead of homotopy 
cofibres. But the total strict cofibre is equivalent to collapsing the subspace of 

SpecfX,X,) x • •. x SoecfK,X n) 

in which any of the terms in the product is the basepoint, in other words, forming the 
smash product. This implies that 

cr n (J A Spec(if, -))(XU ..., Xn) ~ I A Spec(if, Xx) A • • • A Spec(K, Xn). 

For the target of tp, we calculated the cross-effect in the proof of Lemma 3.1.9. The 
map induced by tp on n t h cross-effects is then of the form 

J A Spec(X, X\) A • • • A Spec(X, Xn) -+ Map(Map(7, KAn),X1 A • • • A Xn). 

The right-hand side here is already multilinear. For the left-hand side, notice that 

IA Spec(if, Xi) ~ / A E 0 0 ^ 0 0 Map(#, XJ 

which has multilinearization 

/ A E 0 0 ^ 0 0 Map(if, Xi)-*IA Map(K, Xi). 

The map induced by ij) on multilinearized n t n cross-effects is therefore 

IA Map(IT, Xx) A • • • A Map(tf, Xn) -> Map(Map(/, KAn), Xx A • • • A Xn). 
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But this is an equivalence whenever / , K, X\,..., Xn are finite cell spectra, which they 
are in our case. It follows that the original map tp is a Dn-equivalence as claimed. • 

Putting this all together we deduce that the spectra dnF of Definition 3.1.5 are 
naturally equivalent to the Goodwillie derivatives of F. 

Theorem 3.1.13. — Let F : Spec1 —> Spec be a pointed simplicial homotopy functor. 
Then there is a natural eauivalence of symmetric seauences of svectra 

d*F~d?(F). 

Proof. — The map i\) : QF —> ^nQF of Definition 3.1.11 is a Dn-equivalence and so 
induces an equivalence of nth Goodwillie derivatives. Therefore, by Corollary 3.1.10, 
the n t h derivative of F is equivalent to dnF. • 

Example 3.1.14. — The most important example of Theorem 3.1.13 is when F = 
E 0 0 ^ 0 0 (see Definition 1.1.4). In that case we have 

E 0 0 ^ 0 0 ^ ) = Sc A Spec(5c, X) 

which is a finite cell functor (with an obvious presentation consisting of a single cell). 
We therefore have 

dn(E°°£r°) ^ Nat(5 c A Spec(5c, - ) , XAn) ^ Map(S'c, S
An) ~ S. 

This recovers the now well-known fact that the n t h derivative of E 0 0 ^ 0 0 is equivalent to 
the sphere spectrum S with the trivial En-action (a consequence of Snaith splitting). 

Example 3.1.15. — When F is homogeneous, say given by 

F(X) : = ( £ A I A " ) S „ 

for a finite cell En-spectra E. we have an equivalence of pro-spectra 

dn(QF) - M a p ( £ , S ) 

where Map(i£, S) is considered as a pro-spectrum indexed over the trivial category. 
The map t/> of Definition 3.1.11 determines a specific equivalence 

/ ? :Map(£ , S)^dn(QF) 

as follows. For each finite subcomplex C C QF, we have a map 

Map(£, S) -> Nat(£ A X A n , X A n ) E " S* Nat((JS A X A n ) E , XAn) = 

N a t ( F X , X A n ) -> N a t ( C X , X A n ) 

where the final map is induced by 

C(X) -> QF(X) -+ F(X). 

Together these maps form the morphism /3 of pro-spectra. The proofs of Corol­
lary 3.1.10 and Proposition 3.1.12 imply that /3 is an equivalence. 
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3.2. Composition maps for Goodwillie derivatives 

Our reason tor introducing new models tor Goodwillie derivatives is that these mod­
els admit 'composition maps' that relate the derivatives of F and G to the derivatives 
}f FG, where F and G are functors from spectra to spectra. 

These composition maps take the following form. For presented cell functors F, G : 
Spec —• Spec, we construct a morphism of pro-symmetric sequences of the form 

(*) fi : d*(F) o d*(G) - d*(Q(FG)). 

Taking the Spanier-Whitehead dual of this map gives us, up to weak equivalence, a 
map 

d*(FG)->d*(F)od*(G). 

In §3.3, we prove that this map is an equivalence which is the form of our chain rule 
for functors of spectra. 

This section is the technical heart of this paper because we use these composition 
maps to obtain all our operad and module structures on Goodwillie derivatives. We 
start with some important factorization lemmas. 

Lemma 3.2.1. — Let C : (6m —> 2) be a cell functor with J?, 2) equal to either sSet* 
or Spec. Let X be a presented cell complex in 5? and A a finite cell complex in 2). 
Suppose we have a map 

A C(X) 

in 2). Then there is a finite subcomplex L C X such that the above map factors a, 

A^C(L)^C(X). 

Proof. — Fix a presentation of the cell functor C. Recall from Remark 1.4.12 that 
C(X) has a natural cell structure in which the cells correspond to pairs (oj,e) where 
a is a cell in C and e : Ka A A[n]+ —• X is a nondegenerate simplex in the simplicial 
set ^(KajX). By 1.1.10(2) the map A —> C(X) factors via a finite subcomplex 
B C C(X). Suppose that the cells in B correspond to pairs (ai, e i ) , . . . , ( a r , e r ) . 

Now the map ej : A+ A Kaj —> X itself factors via a finite subcomplex Lj C X by 
1.1.10 again, since A+ AKaj is a finite cell complex. Take L to be a finite subcomplex 
of X containing all of L i , . . . , L r . 

We now claim that C(L) is a subcomplex of C(X) with respect to the cell structure 
of Remark 1.4.12. In particular, we claim that C(L) is the subcomplex whose cells are 
those for which the corresponding map e : A Ka —• X factors via L. This is true 
because L —• X is a monomorphism by Proposition 1.1.10(1), therefore any such map 
e can factor via L in at most one way. This produces a bijection between the cells of 
C(L) and the cells in the claimed subcomplex of C(X) which determines the claimed 
isomorphism. 

Now by the construction of L, the subcomplex B of C(X) is contained in C(L). 
Therefore the map A —• C(X) factors via C(L) as claimed. • 
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The key step in the construction of the map /1 of (*) is then the following factor­
ization result which depends on Lemma 3.2.1. 

Lemma 3.2.2. — Let F, G, H be presented cell functors (between the categories sSet* 
and Spec) such that the composite FG makes sense, and suppose we are given a 
natural transformation a : H —> FG. 

Let E be a finite subcomplex of H. Then there are finite subcomplexes C C F and 
D C G such that a restricts to a map E —> CD. In other words we have a commutative 
diagram: 

E ^ H 

OL\E OC 

CD >- FG 

where the top and bottom maps are given by inclusions of subcomplexes. The map 
E —> CD is unique up to inclusions of C and D into other finite subcomplexes of F 
and G. 

Proof. — We prove this by induction on the number of cells in E. For E = *, we can 
take C = * and D = *, so it is true in the base case. Now suppose that E is obtained 
by adding a cell to E'. By induction we can assume that there are finite subcomplexes 
C and D' or F and G respectively, such that a restricts to a map E' —» CD'. We 
then have the following diagram 

/ 0 ASpec(#,-) ^ E' ^ CD' 

h A Spec(X, - ) ^ E ^ FG 

The left-hand square is a pushout and so, to obtain E —> CD, it is sufficient to 
construct an appropriate factorization 

/1 A Spec(X, -)->CD^ FG 

where C is a finite subcomplex of F containing C and D is a finite subcomplex of G 
containing D'. We now show how to do this. 

The above diagram is adjoint, by the Yoneda Lemma 1.4.2, to 

/ 0 C'(D'(K)) 

h F(G(K)) 
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Now recall that D'{K) has a natural cell structure by Lemma 1.4.11 and so by 
Lemma 3.2.1, the top map in this diagram factors as 

7 0 - C(Lo) - C'(D'(K)) 

for some finite subcomplex LQ C D'(K). Similarly, the bottom map factors as 

h -> - F(G(K)) 

for a finite subcomplex L\ c G(K). Since LQ is also a finite subcomplex of G(K) (as 
D' is a subcomplex of G), we can assume that L\ contains LQ. 

Altogether we get a commutative diagram 

io C'(Lo) C\D\K)) 

h F(LX) F(G(K)) 

The first square determines, via the Yoneda Lemma, a square 

Io ASpec (L i , - ) ^ C' 

h A Spec(Li, - ) ^ F 

( W e do intend L\ m the top-left corner oi this, not LQ.) ±5y Proposition l.b.b(Z), 

the bot tom m a p of this square factors via a finite subcomplex C of F which we can 

assume contains C'. We also have a diagram 

Lo A Spec(lf, —) ^ D' 

Li A S p e c ( X , - ) ^ G 

The bottom map here factors via a finite subcomplex D of G which we can assume 
contains D'. But then we have the necessary factorization 

h A Spec(#, - ) —> CD —> FG 

given by the composite 

h - CiL,) - C{D{K)). 

This completes the induction step and hence the proof of the lemma. 
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Definition 3.2.3. — Now suppose that F,G,H are presented cell functors in 
[Spec f m, Spec] and let a : H —* FG be a natural transformation. We define maps of 
pro-symmetric sequences of the form 

a* :d*(F)od*(G)^d*(H) 

as follows. 
Definition 1.6.1 tells us that, to define a morphism of pro-objects such as this, we 

have to choose, for each E G S u b ( # ) , objects C G Sub (F) and D G Sub (G) , and maps 

a*E : Na t (CX,X A *) o N a t ( D X , X A * ) -> N a t ( £ X , X A * ) 

of symmetric sequences that satisfy appropriate compatibility conditions. 
To do this, we use Lemma 3.2.2 to choose C, D such that a restricts to E —> CD. 

We then construct the map a% as composites 

Na t (CX,X A *) oNat(£>X,X A *) Nat(CT>X,XA*) -> N a t ( £ X , X A * ) 

where the last map is induced by the restriction of a, and the first map is given by 
the composites 

Nat(CX, XAK)A Nat(L>X, XAni ) A • • • A Nat(£>X, X A n f e ) 

-> N a t ( C X , X A f c ) A N a t ( ( D X ) A f e , X A n ) 

-> Nat(C(L>X), ( ,DX) A f c ) A Nat ( (DX) A f e , XAn) 

- ^ N a t ( C ( D X ) , X A n ) . 

The first map here smashes together the natural transformations DX —• X A n i . The 
second takes the natural transformation CX —> XAk, Kan extends C to all of Spec, 
and then applies the resulting map to DX to get a natural transformation C(DX) —> 
(DX)Ak. The third map is composition of natural transformations. 

Proposition 3.2.4. — Let F,G,H be presented cell functors in [Spec f m, Spec] and let 
a : H —> F G be a natural transformation. The maps aE of Definition 3.2.3 give a 
well-defined map of pro-symmetric sequences: 

a* :d*(F)od*(G)->d*(H). 

Proof. — To see that the a^, give us a map of pro-objects, we have to check that if 
E' G Sub(iJ) has a factorization 

E' C'D' FG 
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and E C E , then we have a commutative diagram 

d*(C')od*(D') —^-^ d*(E') 

d*(C")od*(D") 

d*(C)od*(D) — ^ — ^ d*(E) 

for some G" and D" such that G, G' C G" and L>, £>' C D". 
To see this, we take C" = C U C' and D " = DU D'. We then have a commutative 

diagram 

E ^ CD 

E' ^ CD' 

C"D" 

from which the claim follows. 

Definition 5.2.5. — Let F and G be presented cell functors in [Spec m , Spec]. Then the 
map /x : Q(FG) —> FG determines a map of pro-symmetric sequences of the form 

zx* : er IF) o d*(G) -+ d*(Q(FG)). 

Composing with appropriate cofibrant replacement for d*(F) and c?*(G), we obtain a 
homotopy invariant version of the map jjl*: 

PL* : d*(F) o Ö*(G) Ö*(Q(FG)). 

Now for arbitrary pointed simplicial functors F, G : Spec —• Spec, we can apply the 
above construction to the presented cell functors QF and QG to obtain a map of 
pro-symmetric sequences of the form 

M* : d*(QF) o d*{QG) - d*{Q{{QF){QG))). 

Recall that a natural transformation F —> Ff induces a morphism of pro-symmetric 
sequences 

d*{QF')^d*(QF). 

Then fi* is natural with respect to these maps. 

A S T É R I S Q U E 338 



3.3. CHAIN RULE F O R F U N C T O R S F R O M S P E C T R A T O S P E C T R A 97 

3.3. Chain rule for functors from spectra to spectra 

We are now able to state and prove our chain rule for functors from spectra to 
spectra. 

Theorem 3.3.1 (Chain rule for spectra). — Let F, G : Spec —> Spec be pointed simplicial 
functors with F a finitary homotopy functor. Then there is a natural equivalence of 
symmetric sequences of the form: 

d*(FG) ~ d*(F) o d*(G) 

where d*(—) denotes a termwise-cofibrant replacement for the symmetric sequence 
a.(-) of Definition 3.1.8. 

Proof. — Using Lemma 2.5.9, the Spanier-Whitehead dual of the map 

IM* : d*(QF) o d*(QG) - d*(Q((QF)(QG))) 

is (up to inverse weak equivalences) a map 

M* : d,((QF)(QG)) -> d.(F) o d.(G). 

Since we are assuming that F is finitary, we know that QF(X) —^ F(X) for all 
X G Spec (not just the finite cell spectra). It follows that we have weak equivalences 
of functors Soecfm —> Soec 

(QFYQG) F(QG) FG, 

the last because F is a homotopy functor. Therefore, in the homotopy category of 
symmetric sequences of spectra, we can view as a map 

^ :dJFG)->dJF)odJG) 

(where o here denotes the composition product induced on the homotopy category). To 
prove the Theorem, we show that fi* is an isomorphism in the homotopy category. This 
is equivalent to showing that /x* is a weak equivalence of pro-symmetric sequences, 
and we use both these points of view in this proof. 

We start by using the naturality of the construction of //* to make a series of re­
ductions. We also use the fact that we know d*(F) is equivalent to the Goodwillie 
derivatives of F, and so enjoys the same properties as those derivatives (see Proposi­
tion 1.2.13). 

First consider the following diagram 

dn{FG) (d.{F)od.(G)){n) 

dn((PnF)G) (d*(PnF)od*(G))(n) 

where the vertical maps are induced by pnF : F —• PnF. The left-hand vertical map is 
an equivalence by Proposition 1.3.1(1). The right-hand vertical map is an equivalence 
because the n t h term in the composition product Ao B only depends on the first n 
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terms in the symmetric sequence A. This reduces the Theorem to the case where F 
is n-excisive for some n. 

Now consider the diagrams 

d*((DkF)G) —d*{DkF)od*{G) 

d*((PkF)G) ^ > d*(PkF) o d+(G) 

d.((pk-!F)G) a.(p fc_!F)oa.(G) 

The left-hand column is a fibre sequence because {DkF)G —• (PkF)G —> {Pk-\F)G 
is a fibre sequence, and derivatives preserve fibre sequences (1.2.13). The right-hand 
column is a fibre sequence by Lemma 2.5.8. Therefore, by induction, we can reduce 
the Theorem to the case where F is a homogeneous functor. 

So, now suppose that F is fc-homogeneous. Since F is finitary, we can assume, 
without loss of generality, that 

F(X) = (EAXAk)xk 

where E is a cofibrant E^-spectrum. In this case, we can write /i* in the form 

dA(EAGAk)hEk - V E AdAlG A--AdAkC 

where on the right-hand side we have used the description of the composition product 
in terms of finite-set-indexed symmetric sequences (Definition 2.1.4). We have used 
a slight variation on that definition in that we have used ordered partitions of the 
finite set A into k pieces Ai,..., Ak, but have taken the orbits of the E^-action that 
permutes those pieces. This is equivalent to the coproduct over unordered partitions 
used in 2.1.4. Note also that we have extended the symmetric sequence of derivatives 
of a functor to be indexed over all finite sets. Thus dAF is isomorphic to d\A\F. 

The above map is the special case of a map (still in the homotopy category of 
symmetric sequences) of the form 

(*) dA(E A Gi A • • • A Gk) - V E A dAl Gi A • • • dAk Gk 

where G\ = - = Gk = G, followed by taking E^-orbits (which commute with dA(—)). 
It is therefore sufficient to show that (*) is an equivalence. The spectrum E can be 
factored out of each side of (*) which reduces to the case E = S. (Note that (*) does 
not use the E^-action on E and can be defined naturally for any spectrum E.) 
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We now prove that (*) is an equivalence in the case E = S. We do this by induction 
on the Taylor towers of the functors Gi. Each side of (*) preserves (co)fibre sequences 
in each variable Gi so we can reduce to the case that each d is homogeneous. This 
means that we can write 

Gi(X) = (CiAXABi)xBi 

where Bi is a finite set, and d is a cohbrant L^-spectrum. Writing G = Gi A- • • AGfc, 
the map (*) now becomes 

dA(C A E B i X . . . x S B f e XAB)- * V (dAlX
AB> A---AdAkX

AB»). 

where B = U f = 1 Bi. It is now sufficient to show that 

(**) dA{XAB) - V 
m i : = 1 * 

d A l ( X A B > ) A - - - A d A k ( X A B « ) ( X A B 

is an equivalence, since smashing with C and taking E ^ x • • • x E# fc -orbits then yields 

(*)• 
The map (**) is a special case of /z* and so is dual to the corresponding map /u*. 

This takes the form 

(***) y N a t ( J C A B l , X A A l ) A - - - A N a t ( J f A B * J A ' A i * » ) - f N a t ( J f A f l , X A j t ) 

where Nat(—,—) denotes the derived natural transformation object. It follows from 
Theorem 3.1.13 that 

Nat(XAB,XAA) ~ E°°FinSet(S,i4)+ 

where FinSet(i?, A) denotes the set of bijections from B to A. Essentially this is saying 
that a natural transformation from XAB to XAA must be that induced by a bijection 
B —> A. We therefore deduce that (***) is an equivalence because it is induced by the 
biiection of sets 

u FinSet(£i, Ax) x • • • x FinSet(£fc, Ak) -SL FinSet(£, A). 

This completes the proof. 

For future reference, note that we have proved that the map /x* of Definition 3.2.5 
is an equivalence of pro-symmetric sequences: 

Corollary 3.3.2. — Let F,G : Specf,n —> Spec be presented cell functors (with F left 
Kan extended to all of Spec as usual). Then the map 

/i* : 8*(F) o d*(G) d*(Q(FG)) 

of Definition 3.2.5 is an equivalence of pro-symmetric sequences. 
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Remark 3.33. — Theorem 3.3.1 was previously proved by the second author in [10] 
by a different but related method. The essential part of both of these methods is the 
construction of a natural map of the form /x* relating d*(FG) to d*(F) o d*(G). As 
the proof of Theorem 3.3.1 shows, most of the rest of the proof comes easily from 
naturality considerations (compare [10, 4.1]). 

The added value of the result in this paper is that we have constructed an equiva­
lence using explicit models for the derivatives of these functors. These constructions 
are used in the following sections to construct operad and module structures on such 
derivatives, and to prove chain rules for functors from or to the category of simplicial 
sets. 

Remark 3.3.4. — Our proof of Theorem 3.3.1 also reveals where the hypothesis that F 
be finitary comes in. In general, we have proved that the composition product <9* (F) o 
d*(G) is equivalent to d*((QF)G) where QF is the finitary replacement for F (see 
Remark 1.4.16). When F is itself finitary, this is of course equivalent to d*(FG). Note 
that if G takes homotopy-finite spectra to homotopy-finite spectra, then (QF)G ~ F G 
even when F is not finitary. Our chain rule therefore holds in this case without the 
finitary hypothesis. 

Without the finitary condition, a counterexample to Theorem 3.3.1 is provided by 
Example 1.3.3. In that case, we have di(F) = LE(S), d\(G) — *, but 

<9i(FG) ~ hoconb(L£(S) A RF°° L^ iHP 0 0 ) ) ^ *. 

3.4. Operad structures for comonads 

The philosophy behind much of this paper is that the composition maps of 
Definition 3.2.5, allow us to construct operad and module structures on the (duals 
of) derivatives of functors that have appropriate extra structure. In general, however, 
there are rigidification problems with this. In particular, there does not seem to be a 
way to construct maps (on the point-set level) of the form 

d*(QF) o d*(QG) - d*(Q(FG)) 

for general functors F, G : Spec —> Spec. This means that we only get operad and 
module composition maps defined up to inverse weak equivalence, via the sequence 

d*(QF) o d*(QG) - d*(Q((QF)(QG))) ^ - d*(Q(FG)) 

where the second map is induced by Q((QF)(QG)) —> Q(FG). 
There are however circumstances in which this problem can be avoided, and these 

are sufficient for the purposes of this paper. For example, if we have a functor F 
that has a comonad structure and is also a presented cell functor, then the pro-
symmetric sequence d*(F) inherits a (rigid) operad structure. The comonad we are 
principally concerned with in this paper is E 0 0 ^ 0 0 which does have a cell structure, 
as we observed in Example 3.1.14. The main result of this section is the identification 
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of the corresponding operad structure on c9*(E 0 0 ^ 0 0 ) with the commutative operad 
in Spec. 

Definition 3.4.1. — A comonad on Spec is a functor T : Spec —> Spec together with 
natural transformations 

m : T -> TT, e : T —> / S p e c 

such that the following diagrams commute 

T — T T RP t t T rn > 

T m ' i X T e ' i X e T 

2̂ 2̂  m ^ > TTT T T 

Example 3.4.2. — Any adjunction gives rise to a comonad by composing the left and 
right adjoints. We are particularly interested in the case T = E 0 0 ^ 0 0 in which the 
comonad structure is given by the natural transformations 

m : E 0 0 i l 0 0 - » E ^ Q ^ E 0 0 ^ 0 0 , e : E 0 012 0 0 - > / S p e c 

from the unit and counit maps of the ( E 0 0 , ^ 0 0 ) adjunction. 

Definition 3.4.3. — Let T : Spec —> Spec be a comonad that is also the left Kan 
extension of a presented cell functor in [Spec f m, Spec]. The map m : T —> TT then 
determines, by the construction of Definition 3.2.3, a map of pro-symmetric sequences 

m* : ö * ( T ) o ö * ( T ) ^ 9 * ( T ) . 

We also define a map 
e * : l - > 0 * ( T ) 

as follows. Recall that this consists of a map 

S - дНТ) = { N a t ( C X , X ) } C e S u b ( T 

To define such a map of pro-objects, we have to give, for each C G Sub(T), a map 

S -+Nat(CX,X). 

Such a map is given by the adjoint of the composite 

CX^TX-ÍX. 

These respect inclusions of subcomplexes of T and so define the required map e* of 
pro-objects. 

Proposition 3.4.4. — Let T : Spec —> Spec be a comonad that is also the left Kan 
extension of a presented cell functor in [Spec f , n,Spec]. Then the maps m* and e* 
of Definition 3.4-3 make d*(T) into an operad of pro-spectra (i.e. a monoid for the 
composition product of pro-symmetric sequences). 
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Proof. — We have to check associativity, i.e. that the following diagram commutes: 

0*(T) o 0*(T) o Ô*(T) d*(T) o d*(T) 

lorn* m* 

a*(T)oa*(r) — — ^ a*(T) 

To see this, consider a finite subcomplex E C T. By Lemma 3.2.2, the composite 
£ _> T -> TT factors as E -> CD ->TT for some C,D <zT. Similarly, the composite 
C-+T^TT factors as C -+ C 'C" T T for C", C" C T, and D T -> TT factors 
as D —» £>'£>" -+ TT for £>', T>" c T. 

Now consider the composite E —• T —> TTT where T —• TTT is as in the coasso-
ciativity square in the definition of a comonad (3.4.1). It follows that this map factors 
in either of the following ways: 

E -> C'C'D -> TTT, E CD'D" -> TTT. 

Now set A = CUC, A = C"UD', A" = DUD" and note that A, A', A!' are all finite 
subcomplexes of T. We then have factorizations E -> CM" TT, i£ —> A D —> TT, 
C -> A A -> TT and £> -> A M " -> TT. 

The composite of the top and right-hand maps in the associativity square above 
can now be described as built from the following sequences of maps: 

Nat (AX", XA*) o Na t (AX,X A *) o Nat (A 'X,X A *) N a t ( A 4 % X A * ) o N a t ( A % X A * ) 

-> Nat(CX, X A * ) o N a t ( A % X A * ) 

^Na t (CM",X A *) 

-+Nat (£ ,X A *) . 

Here we are making use of the general maps of the form 

(*) Nat(FJX, X A * ) o N a t ( F % X A * ) N a t ( F F % X A * ) 

described in Definition 3.2.3 and used to construct the maps m*. These maps are 

natural and so the above composite is equal to 

Nat (AX, XA*) o Nat ( A X , XA*) o Nat(A'-X, XA*) Nat(A4'X,X A *) o N a t ( A % X A * ) 

—> Nat(AAA'.X,-XA*) 

Nat(CM", XA*) (using C A4' ) 

- Nat(£, XA*) (using £ -> CA"). 
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Similarly, the composite of the left-hand and bottom maps in the associativity square 

can be described by the following sequences 

Nat(AX, X A * ) O Nat(A'X, X A * ) O Nat(A"X, X a * ) -> Nat(AY, XA*) O Nat(¿',4"X, XA*) 

->NfLt(AA'A"X,XA*) 

-> Nat(A£>, XA*) (using D -> A'A") 

-* Nat(£, X a * ) (using E -> AD). 

Firstly, the two composites 

E-+AD-+AÄA" and E-> CA" -+AA'A" 

are equal since they are each factorizations of the overall map E —• T —> TTT. 

Such factorizations are unique since the map A A! A!' —> TTT is a monomorphism. 

Comparing the above sequences, it is now sufficient to show that the following square 

commutes: 

Nat(AY, X A * ) O Nat(¿ 'X, X A * ) O Nat(A"X, X A * ) Nat(AY, X A * ) O Nat(A'A"X, X A * ) 

lorn* m 

Nat(A4%X A *)oNat(A"X,X A *) — ^ Na t ( ^ 'A , , X,X A *) 

Following through the definitions, each way round this square is expressed by the 

composites 

AA'A"{X) -> {A'A"{X))AK (A"{X))*NI+'"+N* X A R I + " - + R » * . 

It therefore commutes and we have thus shown that the original associativity square 
commutes. 

Now consider the unit diagram 

g*(T) d*(T)od*(T) 

i 

d*(T) 

Again take a finite subcomplex E C T and suppose that E —• T —> TT factors as 

E —> C D TT for finite subcomplexes C , D c T . We can assume that C contains E 

without loss of generality. The composite of the top and right-hand sides of the above 

diagram is then built from the maps 

Nat(CX, XAK) - Nat(CX, X A f c ) A Nat(T>X, X ) A • • • A Nat(T>X, X ) 

->Nat(CT>X,X A f c ) 

^ N a t ( £ X , X A f c ) 
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where we have used the map S —• Na,t(DX,X) that comes from the composite D —> 
T -S^ /spec- This composite can then be expressed by the sequence 

EX -> CDX -+ (DX)Ak -> (TX)Ak -> XAk 

based on some chosen natural transformation CY —* YAk. On the other hand, the 
identity on d* (T) can be thought of as expressed by the map 

N a t ( C X , X A f c ) N a t ( £ X , X A f e ) 

determined by the inclusion E —• C It is therefore sufficient to show that the following 
diagram commutes 

EX ^ CDX >• (DX)Ak 

CTX ^ (TX)Ak 

CX ^ XAk 

The right-hand half commutes by the naturality of the chosen natural transformation 
CY YAk. The composite 

E^CD^CT^C^T 

is eaual to 
E T —> TT —• T 

which, by the unit axiom in the definition of a comonad, is equal to the inclusion 

E^T. 

But this of course factors via the inclusion of E in C: 

E-+C-+T. 

Finally, since C —> T is a monomorphism, we obtain the commutativity of the left-
hand half of the diagram above. This completes the check that the first unit diagram 
for d*(T) commutes. 

Commutativity of the second unit diagram for d*(T) follows in a similar manner 
to the first. This completes the proof that d*(T) forms an operad. • 

Corollary 3.4.5. — Let T : Spec —> Spec be a comonad that is the left Kan extension 

of a finite cell functor. Then the symmetric sequence 

d*(T) = Nat(TX, X A * ) 
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has the structure of an operad in Spec. 

Proof — In this case, the cofiltered category Sub(T) o p has an initial object (T itself) 
and so the pro-symmetric sequence d* (T) is isomorphic to the ordinary symmetric se­
quence Nat(TX, XA*) (i.e. a pro-symmetric sequence indexed on the trivial category). 
The operad structure maps are then precisely the composites 

Na t (TX,X A *) o N a t ( T X , X A * ) Nat(TTX, XA*) -+ Na t (TX,X A *) . 

We now apply Corollary 3.4.5 to the functor E 0 0 ^ 0 0 : Spec —> Spec (see Exam­
ple 3.4.2). Recall from Example 3.1.14 that E 0 0 ^ 0 0 is a finite cell functor with a 
presentation consisting of a single cell. 

Definition 3.4.6 (Commutative operad). — The commutative operad in Spec is the op­
erad Com given by 

Com(n) : = 5 

for all n, with the trivial E n -action, and with composition maps given by the unit 

isomorDhisms 

S A S A - - A S ^ S 

for the symmetric monoidal structure on Spec. 

Proposition 3.4.7. — Corollary 3.4-5 determines an operad structure on the symmetric 
sequence ^ ( E 0 0 ^ 0 0 ) such that 

a * ( E 0 0 0 0 0 ) - C o m 

in the category of operads in Spec (i.e. there is a zigzag of weak equivalences of operads 
between them). 

Proof. — We saw in Example 3.1.14 that 

0 » ( E « , n o o ) ^ N a t ( 5 c A Spec(5c, X ) , XAN) 9á Map(S c, (SC)AN) 

using the Yoneda Lemma. Following through the definitions, we see that the Yoneda 
Isomorphisms identify the operad structure on 9* (E 0 0 D 0 0 ) with the 'coendomorphism 
operad' structure on the objects Map(5 c , (SC)A*). The structure maps in this coen-
domorphism operad are given by 

Map(S C , (5 c ) A / c )AMap(5 c , ( S c ) A n i ) A - • -AMap(SC, (SC)ANK) - Map(S C , ( S c ) A ( » I + " - + » * ) ) 

given (informally) by 

( / , 0 1 , • • • , 9k) ^ f ° (01 A • • • A gk). 

This coendomorphism operad is equivalent to the commutative operad via the follow­
ing zigzag of weak equivalences of operads: 

M a p ( 5 c , 5 A n ) ^- M a p ( 5 , 5 A n ) M a p ( 5 , 5 A n ) ^ S. 
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Definition 3.4.8. — The operad 9*(E 0 0Í7 0°) is not reduced because 

9 1 ( E 0 0 i } 0 0 ) =" Map(S c ,S c ) S. 

When we come to consider bar constructions over 9*(S o c f2 o c ) in the next few sections, 
it is important to work over a reduced operad. We also need to take a projectively-
cofibrant replacement at some point. We therefore make the following definitions: 

— For any operad P in Spec, we can associate a reduced operad P r e d in which 

P r e d ( n ) := 
ÍS if n = l ; 
[P(n) otherwise. 

with composition maps given by 

P r e d (fc) A P r e d ( rn) A A P r e d (n f c ) -+ P{k) A P ( m ) A ••• A P(nk) 

- > P ( m + . . . + n f c) 

= P r e d ( n 1 + . . . + n f c) 

if ni + • • • + nk > 1 where P r e d ( l ) P ( l ) is the unit map 

S - P(D 
for the operad P. The only composition map that maps into P r e d ( l ) is given by 

P r e d ( l ) A P r e d ( l ) = S A S -> S = P r e d ( l ) . 

In particular, we have a reduced operad d * ( E 0 0 i ) 0 0 ) r e d . 
— We also let ^*(E o on o°) denote a projectively-cofibrant replacement for the re­

duced operad 0 * ( E o o « o o ) r e d . 
The map S —• Map(5 c , 5 C ) is a weak equivalence and so we obtain a sequence of weak 
equivalences of operads 

91(E00i}00) -(E00i}00) -91(E00i}00) 1(E00i}00) 

In particular, a*(E00Í200) is an .Eoo-operad in Spec, i.e. a cofibrant replacement for 
the commutative operad. 

Definition 3.4.9. — The main result of [9] is that the Spanier-Whitehead dual of the 
reduced bar construction on the commutative operad is, as a symmetric sequence, 
equivalent to the Goodwillie derivatives of the identity functor on based spaces, that 
is: 

a f í W ) =i D B ( C o m ) . 

On the level of symmetric sequences, this result is due to the first author and Mark 
Mahowald in [5]. The operad structure is constructed in [9]. 

Proposition 3.4.7, together with the homotopy invariance of the bar construction 
(Proposition 2.2.5), then implies that those derivatives of the identity are equivalent 
to 

D P ^ E 0 0 ^ 0 0 ) ) . 
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The cooperad B{d*(E00!}00)) is directly-dualizable by Lemma 2.5.14 and so this dual 
has an operad structure by Lemma 2.5.11. 

It is convenient to have notation for the operad formed by this dual. Since we know 
that it is equivalent to the derivatives of the identity on based spaces, we write 

a.(J) ^ D S ^ E 0 0 ^ 0 0 ) ) . 

(For convenience we include a E-cofibrant replacement in this definition.) In §4.4 
below, we give another proof that this operad is equivalent to the derivatives of the 
identity on based spaces that does not directly use [5]. However, our proof (indeed 
the main ideas of this paper) is still based on the adjunction ( E 0 0 , ^ 0 0 ) , which was 
also the basis for studying the derivatives of the identity in [4], and continued in [5]. 
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CHAPTER 4 

FUNCTORS OF SPACES 

The remainder of this paper is concerned with models for the Goodwillie derivatives 
of functors to and/or from simplicial sets, rather than spectra, and the correspond­
ing chain rules. All of our results are based on the cosimplicial cobar construction 
associated to the ( E 0 0 , ^ 0 0 ) adjunction. In particular, they depend on a fundamental 
result expressing the Taylor tower of a composite of two functors in which the 'middle' 
category of simplicial sets, in terms of the cobar construction. In §4.1 we state and 
prove this (surprisingly simple) result. We also point out that this result gives us a 
way to approach the calculation of the full Taylor tower of a composite functor, rather 
than hist the derivatives which are the main focus of this oaoer. 

Here is a summary or the rest of the paper: 
— we construct models for the derivatives of a pointed simplicial homotopy functor 

F : sSet* —> Spec that have the structure of a right d* (i~)-module (§4.2); 
— we construct models for the derivatives of a pointed simplicial homotopy functor 

F : Spec —> sSet* that have the structure of a left (i")-module (§4.3); 
— combining the previous two sections, we construct models for the derivatives of 

a functor F : sSet* —> sSet* that have the structure of a d* (Z)-bimodule (§4.4); 
— we then turn to proving chain rules involving functors to and/or from sSet*. In 

preparation for this, we prove a result on bar constructions that is essentially a 
weak form of 'Koszul duality' for operads and modules in Spec (§4.5); 

— finally, using our Koszul duality result and previous constructions, we deduce 
the form of the chain rule for functors to and/or from pointed simplicial sets 
(§4-6). 

4.1. The cobar construction 

As mentioned above, all of the main results in the rest of this paper depend on the 
following fundamental result. 

Theorem 4.1.1. — Let F : sSet* —> 2) be a pointed simplicial homotopy functor with 
0 equal to either based spaces or spectra. Let G : —• sSet* be a pointed simplicial 
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homotopy functor with *6 equal to either based spaces or spectra. Suppose also that F 
is finitary. Then there are equivalences (natural in F and G): 

V n : Pn{FG) - ^ T o t [ P „ ( F n o o ( S 0 0 f i 0 0 ) , S 0 0 G ) ] 

and 

en : Dn(FG) Tot [ D n ( F f ì 0 0 ( E 0 0 f i 0 0 ) * E 0 0 G ) ] . 

Recall that Tot denotes the homotopy-invariant totalization of a cosimplicial object in 
which a Reedy fibrant replacement is made before taking the totalization. 

Proof. — The right-hand side of r]n is the totalization of the cosimplicial object with 
A:-simplices 

P n ( F f ì 0 0 ( E 0 0 f ì 0 0 ) / c E 0 0 G ) , 

(and similarly for Dn), and coface and codegeneracies given by the unit and counit of 
the ( E 0 0 , ^ 0 0 ) adjunction. 

The maps rjn and en come from augmentations for these cosimplicial objects (in 
the sense of Definition 1.1.13) given by the unit of the adjunction 

FG -* F f t ^ E ^ G . 

We prove that rjn is an equivalence via a number of steps: 
(1) Suppose first that F —> F' is a Pn-equivalence. Then we have a commutative 

diagram 

Pn(FG) Tot [ P n ( P Q 0 0 ( E 0 0 f ì 0 0 ) * E 0 0 G ) ] 

Pn{F'G) Tot [ P n ( P / n 0 0 ( E 0 0 f ì 0 0 ) * E 0 0 G ) ] 

The vertical maps are equivalences by Proposition 1.3.1(1), and since Tot takes level 
equivalences of cosimplicial objects to equivalences. This diagram tells us that if rjn 

is an equivalence for P', then it is also an equivalence for F. 
(2) Now suppose that F —> F' —• F" is a fibre sequence of functors from *6 to 2). 

Then we have a commutative diagram 

Pn(FG) Tot [Pn(FÇl00(Z°0Siooy?,00G)} 

Pn(F'G) Tot [ P n ( F ' f i 0 0 ( £ 0 0 $ i 0 0 ) * i : 0 0 G ) ] 

Pn(F"G) Tot [ P „ ( F " n 0 0 ( S 0 0 0 0 0 ) , E 0 0 G ) ] 
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Since Pn commutes with fibre sequences, and Tot takes levelwise fibre sequences to 
fibre sequences, each of the columns here is a fibre sequence of functors. Therefore, if 
the middle and bottom horizontal maps are equivalences, so too is the top horizontal 
map. In other words, if rjn is an equivalence for F' and F", it is also an equivalence 
for F. 

(3) Finally suppose that the functor F is equivalent to one of the form iJE°° for 
some H : Spec —» 2). Then rjn takes the form 

rjn : Pn(HX°°G) -+ Tot [PniHE00^00 • • • E°°G)]. 

There are now extra codegeneracies in the cosimplicial object on the right-hand side 
of the form 

P n ( i J E 0 0 Q 0 0 ( E 0 0 f i 0 0 ) / c E 0 0 G ) P n ( J H
r E 0 0 f ì 0 0 ( E o o n o o ) f c - 1 E 0 0 G ) 

given by the counit map E 0 0 ^ 0 0 —> i s p e c applied to the first copy of E 0 0 ! ) 0 0 on the left-
hand side. These provide a cosimplicial contraction (in the sense of Lemma 1.1.17). 
By Lemma 1.1.22, it follows that rjn is a weak equivalence. 

Now we employ induction on the Taylor tower of F to prove that rjn is an equiva­
lence in general. Goodwillie shows [18, 2.2] that for 2) = sSet* there is a fibre sequence 

(*) PkF - Pk-iF - BDkF 

where the functor BDkF is /.-homogeneous. (This is the de-looped version of the usual 
fibration sequence DkF —• PkF —> Pk-iF.) 

The finitary homogeneous functor BDkF factors into the form ifE°°, so by (3), 
r]n is an equivalence for BDkF for all k. Therefore, by (2) and induction on k using 
the fibre sequence (*), r)n is an equivalence for PkF for all k. Finally, by (1), since rjn 

is an equivalence for P n F , it is also an equivalence for F itself. 

The proof that e n is an equivalence is almost identical, using the fact that Dn 

preserves fibre sequences, and that by taking Dn of the result of Proposition 1.3.1(1), 
we have equivalences 

Dn(FG) Dn((PnF)G). 

Example 4.1.2. — Taking F and G both to be the identity functor / on sSet*, we see 
that 

P n ( / ) ~ T o t ( P n ( n 0 0 - - - S 0 0 ) ) 

and hence 

dn(I)~Tot (<9n(fì°° • • • E 0 0 ) ) . 

This is precisely the method used by Arone-Kankaanrinta [4] and Arone-Mahowald 
[5] to approach the calculation of the Taylor tower of the identity functor. 

It is interesting to note that the totalization 

T o t ^ . - . E 0 0 ^ ) ) 

is, in general, equal to the Bousfield-Kan Z-completion of the space X, which, for 
simply-connected X , is equivalent to X. Another way to see this is to recall that the 
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Taylor tower (at *) for the identity functor I converges for simply-connected X. For 
such X, it then follows from Theorem 4.1.1 that 

X ~ holim P n J ( X ) 

~ holimTot (PJÜ00 • • • H°°)(X)) 

~ Tot (holimPJft 0 0 • • • E°°)(X)) 

- T o t • • • s 0 0 i ) . 

Remark 4.1.3. — In fact, Pn(FG) is actually equivalent to Tot n of the cosimplicial 
object in Theorem 4.1.1, and similarly for Dn(FG). In other words this cosimplicial 
object is degenerate above degree n. 

4.2. Functors from spaces to spectra 

We can now, finally, start producing the main results of this paper. We start with 
functors from spaces (i.e. simplicial sets) to spectra. In this section, we construct 
new models for the Goodwillie derivatives of such a functor. These new models come 
equipped with a natural right 9* (I)-module structure. 

For F : sSet* —» Spec, we consider the pro-symmetric sequence d*(Ffl°°) (which we 
know is the Spanier-Whitehead dual to the derivatives of the functor FQ°° : Spec —• 
Spec. By the methods of §3.4, this pro-symmetric sequence is a pro-right-module over 
the operad 9 * ( E 0 0 D 0 0 ) . Our models for the derivatives of F are then the Spanier-
Whitehead duals of the one-sided bar construction on the pro-module d* (FQ°°) (see 
Definition 4.2.7). 

To make this approach work, we have to understand how composing with f2°° 
affects the process of taking finite subcomplexes of a presented cell functor. The key 
to this is the following lemma. 

Lemma 4.2.1. — Let F G [sSet*n, Spec] be a presented cell functor, and denote also by 
F the (enriched) left Kan extension of F to a functor sSet* —• Spec. Then the com­
posite FQ°° is a presented cell functor in [Specfm, Spec] in which the cells correspond 
1-1 with the cells of F. 

Proof. — To define the cell structure on Pfi°°, we set 

(Pfi°°), :=FSl°°. 
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Composing the attaching diagram for the cells of F of degree i + 1 with f2°°, we get 
a square: 

V / o a A s S e t . ( ^ a , f i ° ° ( - ) ) (Fn°°)i 
a I 

\fl?AsSeU(Ka,n°°(-)) (Ffi°°) 4 + 1 

a 

This is a pushout square of functors Spec f , n —• Spec because the left Kan extension 
commutes with colimits. Here each Iff —•> I f is one of the generating cofibrations in 
Spec and Ka G sSet*n. Now notice that there is an isomorphism of pointed simplicial 
SPt.S 

sSet.(ArQ,f2°°X) £ Spec(Z°°Ka,X). 

The above diagram therefore determines a pushout square 

Vi?ASpec(E°°2ir a f-) (FÎT»), 

V ^ f ASpec(E°°Jira,-) ^ 
a 

Now if K a G sSetJ", then E 0 0 ^ G Spec f m . This is because E°° preserves colimits, and 
takes the generating cofibrations in sSet* to generating cofibrations in Spec. Therefore 
the above square is the attaching diagram for a presented cell functor. 

Finally, notice that FQ°° is equal to the colimit of the (FQl

00)i = FiQ°°, and so 
this is a cell structure on Ffl°°. It is clear from the construction that the cells of FQ°° 
are in 1-1 correspondence with those of F. • 

Remark 4.2.2. — If F : sSetJ" —» Spec is a presented cell functor then each finite 
subcomplex C G S u b ^ f î 0 0 ) (where FQ°° has the cell structure of Lemma 4.2.1) 
is isomorphic to Cf£°° for a finite subcomplex C of F. Similarly, the pro-symmetric 
sequence 

d*(Fn°°) 

is canonically isomorphic to the pro-symmetric sequence 

{Nnt(Cn°°X,XA*)} 
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indexed on the finite subcomplexes C 6 Sub(F). We do not distinguish between these 
two pro-objects. 

Remark 4.2.3. — In what follows, we need to be clear about the meaning of expres­
sions of the form FCl^E, where F : sSet*n —> Spec is a cell functor, and E is any 
spectrum. We can think of FQ°°E in two wavs: 

1. as the left Kan extension of F to a functor sSet* —• Spec applied to the simplicial 
set n°°E] 

2. as the left Kan extension of the cell functor FQ,°° (as in Lemma 4.2.1) applied 
to the spectrum E. 

It follows from Remark 1.4.9 that these two possibilities are naturally isomorphic. 

We now recall the notion of a 'comodule' over a comonad, that is a functor with 
either a left or right action of the comonad. (This is also sometimes called a 'coalge­
bra'.) 

Definition 4.2.4. — Let T : Spec —• Spec be a comonad (Definition 3.4.1) and let 
F : Spec —» Spec be another functor. A right T-comodule structure on F is a natural 
transformation r : F —» FT such that the following diagrams commute: 

r 
F ^ FT p —prp 

r F m , \ Te 

tT 
FT > FTT 

Dually, a left T-comodule structure on F is a natural transformation I : F —> TF such 
that analogous diagrams commute. 

The argument of Proposition 3.4.4 then generalizes as follows. 

Proposition 4.2.5. — Let F, T : Spec —• Spec be presented cell functors and suppose 
that T is a comonad and F a right T-comodule. Then the map 

r* : 0 * ( F ) o ô * ( T ) - > ô * ( F ) 

induced by r : F —> FT according to Definition 3.2.3 makes d*(F) into a pro-right-
module over the operad 5*(T). Similarly, if F is a left T-comodule, then the map 

I* :d*(T)od*(F) ^d*(F) 

induced by I : F —> TF makes d* (F) into a pro-left-module over d* (T). 

Proof. — The proof of 3.4.4 applies directly, replacing T by F as appropriate. 

We can now construct our models for the Goodwillie derivatives of a functor from 
simplicial sets to spectra. 
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Definition 4.2.6. — Let F : sSet*m —> Spec be a presented cell functor and recall that 
we extend F to a functor on all of sSet* by left Kan extension. Then we have a natural 
man 

r : Fft°° — F Î T 0 ! ] 0 0 ! } 0 0 

given by the unit of the adjunction between E°° and 0,°° that makes FQ°° into a 
right comodule over the comonad E 0 0 ^ 0 0 . Now FQ°° is also a presented cell functor 
(by Lemma 4.2.1). Therefore, by Proposition 4.2.5, we have a map 

r* : a*(Fíl°°) o ̂ ( E 0 0 ^ 0 0 ) -+ 0*(Ffi°°) 
that makes <9*(Fft°°) into a pro-right-a*(Eo ono o)-module. 

We now form the homotopically correct bar construction for the pro-module 
D*(FN°°): 

d*(F) : = B ( o * ( F N ~ ) , D * ( E ~ f i ° ° ) , l ) . 

This is a pro-right-comodule over the cooperad B(D*(E00^00)). 

Definition 4.2.7. — Now let F : sSetfJn —• Spec be any pointed simplicial functor, and 
let QF be a cellular replacement for F (see Definition 1.4.6). Then we set 

d.(F) :=Bd*(QF) 

where d*(QF) is as in Definition 4.2.6 using the standard cell structure on QF. 
This is the Spanier-Whitehead dual of a pro-right-comodule and so, according to 
Definition 2.5.12, can be given the structure of a right module over the dual operad. 
In this case that means d*(F) is a right module over a E-cofibrant replacement of 
BB(d*(E00^00), that is, over 0.(7). 

Explicitly, we can write 

dJF):= hocolim Map (B(ö*(Cii°°),<9*(E°°ír°), 1), S) 
CÇSUB(QF) V Y 

where the homotopy colimit is taken in the category of right 9*(i)-modules. 

The following is the main result of this section. 

Theorem 4.2.8. — Let F : sSetJ" —• Spec be a pointed simplicial homotopy functor 
Then there is a natural equivalence of symmetric sequences 

d.(F)~ôf(F). 
That is, the right d*(I)-module d*(F) consists of models for the Goodwillie derivatives 
ofF. 

Most of the remainder of this section deals with the proof of Theorem 4.2.8. Our 
method of proof is similar to that of Theorem 3.1.13 in that we construct a natural 
transformation 0 between F and another functor (which we call $nF) whose nth 

derivative is equivalent to dnF, and show that <f> induces an equivalence after applying 
Dn. The construction of <&nF and the natural transformation </> is somewhat more 
involved than in §3.1. 
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Definition 4.2.9. — Let X be a pointed simplicial set. Define maps 

Д г : S ° °X Л drÇEocQ,'x') -+ ( £ ° ° Х ) Л г 

by composing the unit map 

E°°X -> E 0 0 ft 0 0 E 0 0 X 

with the evaluation map 

E 0 0 ! ] 0 0 ! ] 0 0 ! A N a t ( E 0 0 ^ 0 0 £ ; , E A / e ) -> ( E ° ° X ) A f c . 

Smashing together these maps appropriately, we get 

A r i f . . . , r f c : ( E ° ° X ) A f c A dri(E00^00) A • • • A d r f c ( E 0 0 ^ 0 0 ) ( £ ~ > x ) A ( r i + ' " + r f c ) . 

Lemma 4.2.10. — For any X e sSet*, the maps A r i j ._ j 7 . f c make the symmetric se­
quence ( E ° ° X ) A * into a right module over the operad d*(Tl

00Q,00). 

Proof. — This follows from the properties of the unit map E°°X -> E ^ Q ^ E 0 0 ^ and 
the definition of the operad structure on a * ( E 0 0 ^ 0 0 ) , using the fact that each of these 
comes from the ( E 0 0 , ^ 0 0 ) adjunction. • 

Remark 4.2.11. — The right module structure on (E°°X) A * of Lemma 4.2.10 is the 
key to the definition of $ n F . The following lemma gives us a way to interpret that 
module structure in terms of the diagonal map on the pointed simplicial set X. 

Lemma 4.2.12. — For any X e sSet*, the following diagram commutes 

(E°°X) A d ^ E 0 0 ^ 0 0 ) — ^ (Sc A X) A Map(5 c , £
A r ) 

( E ° ° X ) A r - >• S A r AXAr 

where the top horizontal map is given by the Yoneda isomorphism 

N a t ( E o o 0 o o F , F A r ) *Ê Map(S c ,S* r ) 

and the right-hand vertical map consists of the natural evaluation 

5 c A M a p ( 5 c , 5 c

A r ) ^ 5 c

A r 

and the diagonal map 

Ax : X » XAr. 

Proof. — This comes from the fact that the evaluation 

E^fl^E A Nat(S 0 0 f i 0 0 £; , £ A r ) -+ EAr 
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corresponds under the Yoneda isomorphism Nat(E o o 0 o o

J E, EAr) 9* Map(5 c , S
A r ) to 

the map 

Sc A Spec(S c, E) A Map(S c, S
Ar) S A r A Spec(S c, E)Ar 

^ S A r ASpec(SAr,EAr) 

-> EAr 

where the first map involves the diagonal on the pointed simplicial set bpec(D c, h). U 

Definition 4.2.13. — Let ( E ° ° X ) - n denote the symmetric sequence given by 

( E ° ° X ) ^ n ( r ) : 
f ( E ° ° X ) A r for l < r < n ; 

I * for r > n. 

We call this the truncation of (E°°X) A * at the nth term. This truncation inherits 
a right module structure from (E°°X) A * and there is a natural morphism of right 
modules 

(E°°X) A * ( E ° ° X ) ^ n . 

Definition 4.2.14. — Now let F : sSet*" —• Spec be a presented cell functor. 
Recall from Definition 4.2.6 that is a right module over the operad 
9 * ( E 0 0 ^ 0 0 ) . Also recall the definition of Ext-objects for pro-right-P-modules from 
Definition 2.5.18. We then make the following definition: 

*n (F ) (X) : = E x t J f (

t

S o o f i o o ) (â*(FÎÎ~), ( E ~ X ) * * ) . 

Recall that the Ext-objects for right P-modules are formed in Spec. Hence $n(F) is 
a functor from sSet* to Spec. 

We now show that <Dn(P) has n t h Goodwillie derivative equivalent to the spectrum 
dn{F) of Definition 4.2.7. 

Proposition 4.2.15. — Let R be a levelwise-T,-cofibrant directly-dualizable pro-right-
m.ndule over the onerad d^fT,00^00). Then the functor sSet„, —> Soec aiven bu 

X^ExtR'T,L 0 . (R, ( E ° ° X ) - n ) 

is a pointed simplicial homotopy functor and has nm Goodwillie derivative naturally 
(and T,n-equivariantly) equivalent to 

D£(P,d*(E~ft°°) , l ) (n) . 

Proof. — For brevity, we write P = 9 * ( E 0 0 ^ 0 0 ) in this proof. We start with the case 
where the pro-module R is indexed over the trivial category, so that R is a just a right 
P-module in the usual sense. 

Recall from Remark 2.4.9 that 

Extp(Ä, ( E ° ° X ) ^ n ) ^ T o t f e G A [Map E (ß o P o f c , ( E ° ° X ) ^ n ) ] . 
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The fc-simplices in this cosimplicial object are isomorphic to 

(*) f[ Map (P o P o f c ( r ) , ( E ° ° X ) A r ) S r . 
r=l 

Since R and P are E-cofibrant, so is i ? o P f e , by Lemma 2.3.20. Therefore, by 
Lemma 3.1.9, each of the terms in this product is a pointed simplicial homotopy 
functor. It follows that the Ext-object under consideration is also a pointed simplicial 
homotopy functor. 

Now let ( E ° ° X ) = n denote the symmetric sequence 

( E - X ) - ( r ) : = ( S ° ° X ) A n l f r = n ; 

I * otherwise. 

Then ( E ° ° X ) _ n has a trivial right P-module structure in which the only non-trivial 
structure map is the isomorphism 

( S ° ° I ) A n A P ( l ) A • • • A P ( l ) ^ ( E ° ° X ) A n A S A • • • A S 

9* ( E ° ° X ) A n 

Relative to this module structure, the obvious inclusion defines a morphism of right 
P-modules 

i : ( E ° ° X ) = n -> (E°°X)^n 

and we therefore have an induced map of spectra 

l+ : E x 4 g h t ( P , ( E ° ° X ) = n ) E x 4 g h t ( P , ( E ° ° X ) ^ n ) . 

Now we can write the source of ¿* as a totalization in the same way we did for the 
target. The map i* is then given by taking the totalization of a map of cosimplicial 
objects that on fc-simplices is given by the inclusion 

n 
t* : Map (R o P o f e (n) , ( S ° ° X ) A n ) E n -> J J Map (R o Pok(r), ( E ° ° X ) A r ) S r . 

r-—1 

The key step is now that the r t h term in this product is r-excisive by Lemma 3.1.9 
(and since precomposing with E°° preserves n-excisive functors). This tells us that 
the map ¿1̂  is a ^-equivalence, and moreover, is an equivalence on n t h cross-effects 
(because the n t h cross-effect of an (n — l)-excisive functor is trivial). But taking 
totalization commutes with cross-effects (both are types of homotopy limit) and so 
it follows that the map is also an equivalence on n t h cross-effects, and hence on 
Goodwillie derivatives. 

We have therefore established that ¿* induces an equivalence of n t h Goodwillie 
derivatives. We complete the proof of the proposition by calculating the n t h derivative 
of Extp g h t (P, ( E ° ° X ) = n ) . Looking at the cosimplicial form for this discussed above (i.e. 
the source of the map t£), we see that it is isomorphic to the cosimplicial object 

Map (P . (P , P, l )(n) , ( E ° ° X ) A n r n . 
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The totalization of this is isomorphic to 

Map (B(R, P, l ) (n) , ( E ° ° X ) A n ) S n 

which by Lemma 3.1.9 has n t h Goodwillie derivative given by 

BB(R,P,l)(n). 

This completes the case where R is indexed over the trivial category. For a general pro-
module the proposition follows by taking the relevant filtered homotopy colimit. 

• 
Corollary 4.2.16. — The functor 3> n(P) (Definition 4-2.14) is a pointed simplicial 
homotopy functor whose nth Goodwillie derivative is equivalent to dn(F) (Defini­
tion 4.2.7). 

Remark 4.2.17. — The proof of Proposition 4.2.15 does not imply that $ n ( F ) is n-ex-
cisive. We see there that $ n ( P ) is the totalization of a cosimplicial object which is 
levelwise n-excisive, but totalization does not commute with Pn so we cannot conclude 
that 3> n(F) is n-excisive. 

However, it is true that $ n ( F ) is n-excisive. This does not play any role in the 
rest of this paper, so we only provide a sketch of a proof. The key idea is to see that 
the totalization defining $n(F) can be calculated at the Tot n term in the totalization 
tower. The reason behind this is that r t h term in the simplicial bar construction 
B.(R, P, P) is degenerate above the r-simplices. Explicitly, we can see that every term 
in the composition product (R o Pk o P)(r) is degenerate (i.e. comes from something 
in the (R o pk~l o P)(r) by applying a degeneracy) if k > r. 

We now turn to the second part of the proof of Theorem 4.2.8 which is to construct 
a natural transformation relating F and $n(F) that induces an equivalence on n t h 

derivatives. 

Definition 4.2.18. — First let F : sSetJ" —• Spec be a finite cell functor. We define 
maps 

0' F (r) := F(X) A dr(FQ°°) -+ ( E ° ° X ) A r . 

These are made by combining the map 

F(X)^FnooE00(X) 

that comes from the (E°°, ft°°)-adjunction with the evaluation map 

F f i ^ E ^ p O ANat (F f i ° °F ,F A r ) ( E ° ° X ) A r . 

The maps </> (̂r) are Er-equivariant and so together define a map 

<j>'F : F(X) Map z (0*(Ffi°°), ( E ° ° X ) A * ) . 
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Lemma 4.2.19. — The map (\>'F of Definition 4-2.18 factors via the corresponding map­

ping object for right ^ (E 0 0 ^ 0 0 ) -modules instead of symmetric sequences. In other 

words, we have a commutative diagram: 

F { X ) -*L M a p ^ ^ ^ ö * ^ - ) , ^ ^ ) ^ ) 

Map L (<9*(Fft°°), (E°°X) A *) 

Proof — This is equivalent to saying that the following diagram commutes: 

F(X) Adk(FQ°°) A f l ^ E ^ f t 0 0 ) A--- A d ^ E 0 0 ! } 0 0 ) ^ F(X) A dri+-+rk (FQ00) 

(F>'F(k) U>'F(ri+---+r f e) 

(E°°X) A / c A dTl ( E 0 0 ^ 0 0 ) A • • • A dVk ( E 0 0 ^ 0 0 ) ^ ( E ° o X ) A ( r 1 + . - + r f c ) 

where the top and bottom maps are given by the module structures on d*(FÇ}°°) and 
(E°°X) A * respectively. 

This in turn boils down to the commutativity of the following diagrams 

FÜ^i^X) ANnt(Fn°°E,EAr) ^ ( E ° ° X ) A r 

FQ°° (Y,00^,00^00 X) A Nat(F0 o o E', EAr) ^ ( E ^ ^ E 0 0 ! ) ^ 

which follows from the naturality of the horizontal evaluation maps. 

Definition 4.2.20. — With F : sSetJ" —• Spec still a finite cell functor, we can now 
construct a natural transformation <j> : F —> Qn(F) based on the maps 

: F(X) -> Map J * ( 0 ' (Fß°° ) , 

of Lemma 4.2.19. We combine these with the cofibrant replacement map 

d*(FilC0)^d*{Fil0°), 

the truncation map 

f E ° ° X ) A * - + ( E ° ° X ) ^ n 

and the map from the strict mapping object for right modules to the derived mapping 

obiect 

Map£ g h t ( i? ,# ' ) Extrï?ht(R,Rf) 

to eret a mao of the form 

<\>F : F{X) - E x t g . ( E o o f i o o ) ( ô * ( F f i ~ ) , ( E ~ X ) ^ n ) = $ n ( F ) . 
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Finally, given any presented cell functor F : sSet*" —» Spec, we define </>F : F —> $n(F) 
by taking the homotopy colimit over finite subcomplexes C C F of the maps (f>c above. 

Remark 4.2.21. — Strictly speaking, the source of the natural transformation <\>: F —• 

$n(F) should be written as 

hocolim C 
ceSub(F) 

but this is equivalent to F by Corollary 1.5.7. We abuse the notation slightly and just 
write 0 as a map from F to 3> n(F). 

To complete the proof of Theorem 4.2.8, it is now sufficient to show that </> induces 
an equivalence of n t h Goodwillie derivatives between F and $n(F). We start by 
constructing an alternative description of (j>. 

Definition 4.2.22. — Let F : sSet*n —> Spec be a finite cell functor. The construction 
of Definition 4.2.18 gives us a map 

• • • E ° ° X -> Map z (Nat(Ffi°° • • • E 0 0 ^ 0 0 ^ , £ A * ) , ( E ° ° X ) A * ) . 

The construction of Definition 3.2.3 gives a map 

d*(Fn°°) o • • • o ^ ( E 0 0 ^ 0 0 ) -+ Nat(FO°° • • • E°°£r°£, EA*). 

Together with the previous map, this gives 

FQ°° • • • E ° ° X -> Map E (d*(Fn°°) o . • • o <9*(E°°), ( E ° ° X ) A * ) . 

Using the argument of Lemma 4.2.19, we can see that this factors via the correspond­
ing mapping object for right 9* (E 0 0 Q 0 0 ) -modules , where the right module structure 
on 

a * ( r a o o ) o . . . o a * ( E o o ^ o ° ) 

is given by the regular action on the rightmost term. Composing also with appropriate 
cofibrant replacements, we get maps 

FCt00
 • • • E ° ° X -> M a p g 1 ^ (d*(Fn°°) o . . • o ^ ( E 0 0 ^ 0 0 ) , ( E ° ° X ) A * ) . 

Finally, suppose that F : sSet*n —> Spec is any presented cell functor. Taking the 
homotopy colimit of the above maps over finite subcomplexes C C QF, we get 

FQ°° • • • E ° ° X - > M a p g h

(

t

S o o Q o o ) o • • • o ^ ( E 0 0 ^ 0 0 ) , ( E ° ° X ) A * ) . 

and we denote this map 0^oo . . . S oo . 
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Lemma 4.2.23. — Let F : sSet*m —> Spec be a presented cell functor. Then we have a 
commutative diagram 

F(X) » M a p ^ g h t ( ö * ( F N o o ) , ( E 0 0 X ) ^ n ) 
I 

Tot . - • E ° ° ( X ) ]
 F n ° ° - s r Tot [Map^ g h t (d*(FO°°) o . • • o 9*(E 0 °ß 0 ° ) , ( E ° ° X p ) ] 

where P = ^ ( E 0 0 ^ 0 0 ) . T/ie bottom-left term is the (homotopy-invariant) totalization 
of the cosimplicial object formed from the ( E 0 0 , ^ 0 0 ) adjunction (as in Theorem 4- LI). 
The bottom-right is the totalization of the cosimplicial object formed from the operad 
structure on 9*(E o on o°) and the pro-right-module structure on d*(Fft°°). The verti­
cal maps come from standard coaugmentations of those cosimplicial objects, and the 
horizontal maps are as constructed in Lemma 4-2.19 and Definition 4-2.22. 

Proof — This all follows from the similarity between (and naturality of) the con­
structions of the maps <$>"F and <^ f i 0 o.. . S oo. • 

Remark 4.2.24. — The cosimplicial object involved in the bottom-right corner of the 
diagram in Lemma 4.2.23 is exactly that whose (strict) totalization is 

Ext£ g h t(d*(Ffì°°), ( E ° ° X ) ^ n ) = * n ( F ) . 

We noted in Remark 2.4.9 that this cosimplicial object is Reedy fibrant. It follows 
that the homotopy-invariant Tot in that diagram is weakly equivalent to the strict 
Tot. The composite of the top and right-hand maps in this diagram is, up to that 
weak equivalence, the definition of (/> : F —> $ n ( F ) . The diagram in Lemma 4.2.23 
therefore provides, up to weak equivalence, a factorization of </>. 

Lemma 4.2.25. — The map 

^ f l oo , . . E oo : Fft°° • • • E°°(X) -+ Map£ g h t (ö*(Ffi°°) o • • • o Ö * ( E 0 0 ^ 0 0 ) , ( E ° ° X ) ^ n ) 

of Definition 4-2.22 is a Dn-equivalence. 
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Proof. — Consider the following diagram: 

Q(FÇl°° • • • ) (E°°X) ^—>- M a p r (d*(Q(Fn°° • • • ) ) , ( S ° ° X ) - n ) 

(Ml00 • • • ) (E°°X) ^ — » • M a P z (d*(Fn°°) o • • • , ( E ° ° X ) ^ n ) 

r ^ n 0 0
 • • • S ° ° 

Map£ g h t o • • • o ^ ( E 0 0 « 0 0 ) , ( E ° ° X ) ^ n ) 

where we describe the numbered maps as follows: 

1. The target of this map is isomorphic to 
n 

11 Map(5*(Q(FN°° . . - ) ) , ( E ° ° X ) A r ) ^ . 
r = l 

and so we take (1) to be given by the relevant maps if) from Proposition 3.1.12. 
We also claim that (1) is a Dn-equivalence. The r t h term in the product is 

r-excisive by Lemma 3.1.9 and so taking Dn we only need to consider the r = n 
term. The map (1) is then a Dn-equivalence by Proposition 3.1.12. 

2. This is given by an iterated version of the map fi of Definition 3.2.5. By Theo­
rem 3.3.1 and Lemma 2.5.20, this is an equivalence. 

3. This is similar to Definition 4.2.22 but without introducing an extra copy of 
ft^E00 as was done in Definition 4.2.18. 

4. This is the adjunction isomorphism of Lemma 2.4.5. 

Following through all of these definitions, we see that this square commutes. Since 
(1) is a Dn-equivalence, (2) is an equivalence, and (4) is an isomorphism, we deduce 
that 0^QOO...EOO is a Dn-equivalence as claimed. O 

Proposition 4.2.26. — Let F : sSet*" —• Spec be a presented cell functor. The map 

<j>:F-^ * N ( F ) 

of Definition 4-2.20 is a Dn-equivalence. 

Proof. — By Theorem 4.1.1, the following map is an equivalence 

DnF -> Tbt Dn(FÜ°° • • • E°°). 

Set 

$n(F) := MaprJ?ht
 ( B . ( Ô * ( F Î I ° ° ) , F, P) , ( E ° ° X ) ^ n ) , 

so that by definition 

#„(F) := Tbt K(F). 
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Then Theorem 4.1.1 and Lemma 4.2.25 together give us an equivalence 

DnF Tbt Dn(FQ°° • • • E°°) ^ Tbt Dn($'n(F)) 

and hence an equivalence 

DJDnF) - £>n(Tbt Dn(K(F))). 

Now consider the commutative diagram 

Dn(DnF) Dn(Tot D „ ( $ ; ( F ) ) ) 

y y 

Dn(PnF) D n (Tbt Pn(K(F))) 

Dn(F) D n , t > > Dn(Tot K(F)) 

We just saw that the top map is an equivalence. The left-hand vertical maps are equiv­
alence by standard results of calculus. The bottom-right vertical map is an equivalence 
because each <&n(F) is n-excisive by Lemma 3.1.9 (see also the proof of Proposi­
tion 4.2.15). Finally, to see that the top-right vertical map is an equivalence, note 
that it is sufficient to show it is an equivalence on n t h cross-effects instead of Dn. But 
taking cross-effects commutes with Tot and for any functor G, DnG —> PnG induces 
an equivalence on n t h cross-effects, so we are done. The conclusion therefore is that 
the map <j> is a Dn-equivalence. • 

We can now deduce Theorem 4.2.8 which we restate here. 

Theorem 4.2.8. — Let F : sSet*n —• Spec be a pointed simplicial homotopy functor. 
Then there is a natural equivalence of symmetric sequences 

d.{F)c*&°(F). 

That is, the right d* (/)-module (F) consists of models for the Goodwillie derivatives 
ofF. 

Proof of Theorem 4-2.8. — This follows by applying Corollary 4.2.16 and Proposi­
tion 4.2.26 to a cellular replacement for F. • 

Remark 4.2.27. — In the course of proving Theorem 4.2.8 we constructed natural 
transformations F —• $nF with <bnF an n-excisive functor (see Remark 4.2.17). The 
natural truncation maps 

( E ° ° X ) - n -> ( E 0 0 ! ) - ^ - 1 ) 

determine natural transformations 

$nF $ n _ i F 
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and we therefore obtain a tower of functors 

F —• • $nF - > $ n _ i F - > • 90(F) = *• 

This, however, in general is not equivalent to the Taylor tower of F. To see this, we 
can calculate the fibre AnF of the map $nF —> $n-iF. This turns out to be 

AnF := Map (£(d*(FQ°°) , 5* ( E 0 0 ^ 0 0 ) , l )(n), ( E ° ° X ) A n ) E n . 

(Note that this object appeared in the proof of Proposition 4.2.15, where we showed 
that it is Dn-equivalent to ®nF.) This in turn is equivalent to 

[BB(d*(Fn™),d%Z™n°°),l)(n) A ( E 0 0 * ) ^ ] ^ 

or, by Theorem 4.2.8, equivalent to 

[ 9 n F A ( E ° ° I ) A n f E n . 

Therefore AnF is not equivalent to DnF (which it would be if the $nF formed the 
Taylor tower), but instead fits into a fibre sequence 

(*) DnF - AnF -> Tate S n (dnF A ( E ° ° X ) A n ) 

coming from the norm map relating homotopy orbits and homotopy fixed points. The 
last term is the Tate spectrum for the action of E n on dnF A ( E ° ° X ) A n (see [19] for 
more details). 

Another way to obtain this map is to note that by the universal property of the 
Taylor tower, the map 4> : F —> $nF factors as 

F —> PnF —> $nP 

The resulting maps PnF —> $nF are compatible with the tower maps, and so we get 
an induced map on fibres. Altogether we have a map of fibre sequences 

DnF AnF 

PnF $ „ F 

Pn-iF ^ * n _ i F We now notice that the Tate spectra appearing in the sequence (*) are precisely the 
obstructions to the tower 3>*.F being exactly the Taylor tower of F. In particular, if 
all these Tate spectra vanish, then PnF ~ $nF for all n. 

Notice that the sequence of functors 3>*F is determined completely by the right 
a*(E 0 0l] 0 0)-module <9*(Fft°°). We can think of as the best approximation to the 
Taylor tower of F based on the information contained in that module. In particular, if 
those Tate spectra all vanish, then the Taylor tower of F is determined by d*(FQ,°°), 
and hence also, in fact, by the right d*(J)-module d*(F). (This last claim is true 
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because the chain rules we prove in §4.6 below, allow us to recover the derivatives 
(and module structure) of FÇl°° from those of F.) 

These comments should be viewed as analogous to the work of McCarthy [40] 
showing that the Taylor tower of a functors from spectra to spectra splits (i.e. is 
determined by the derivatives) when the corresponding Tate objects vanish. This 
work was used extensively by Kuhn [29] to study functors of spectra localized at the 
Morava K-theories. 

Example 4.2.28 (Stable mapping spaces). — Let K be a finite cell complex in sSet* and 
consider the functor 

sSet* Spec; X E°°sSet*(K, X). 

The first author showed in [1] that 

d n (£°°sSet* (K, - ) ) ~ B(KAn/AnK) 

where here AnK denotes the 'fat' diagonal: 

AnK = { ( f c i , . . . , kn) e KAn I ka = kj for some i ^ j } . 

In our case, the functors E°°sSet*(l(T, —) are finite cell functors in [sSet*n, Spec] so our 
models for their derivatives are particularly easy to calculate. We have 

X^sSeUiK^n^X) = Sc A Spec(X°°K,X) 

and so 

d n(£°°sSet*(K, ft°°(-)) = Nat(5 c A S p e c ^ i f , X ) , X A n ) ^ 

Map(5 c , K)An) ~ ÇE°°K)An 

by the Yoneda Lemma. The right 9*(E 0 0 0 0 0 )-module structure is then given by Def­
inition 4.2.9. 

We now obtain #*(£°°sSet*(if, —)) by taking the dual of the bar construction. In 
this case, we can factor the suspension spectrum out of the bar construction, which 
can be done entirely on the space level. We then obtain 

Ö*(E°°sSet*(ü:, - ) ) ~ BB{KA\ Com, 1) 

where this bar construction is over the commutative operad in sSet*, with right module 
KA* given in much the same way as Definition 4.2.9. Now using the description of 
this bar construction in terms of trees (see [9]) we can show that 

B{KA\ Com, l )(n) ~ KAn/AnK 

which recovers the first author's previous calculation. The right (J^-module struc­
ture on the symmetric sequence 9*(X)00sSet*(K, —)) is then dual to a right comodule 
structure on this bar construction over the cooperad formed by the partition poset 
complexes (whose duals are equivalent to d*(I) - see [5]). 
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Example 4.2.29 (Waldhausen's algebraic K-theory of spaces). — For a pointed simpli­
cial set X, let A(X) denote Waldhausen's algebraic K-theory of spaces functor applied 
to the geometric realization of X. The functor A(X) is not reduced (^4(*) is equal to 
the algebraic K-theory of the sphere spectrum), so we consider instead the relative 
version: 

A(X) := hoûb(A(X) A(*)). 

Note that for pointed X, there is a splitting 

A(X) ~ Ä(X) V A(*) 

and so we can instead write 

Ä{X) ~ hocofib(.4(*) — A(X)). 

In [18, §9], Goodwillie calculates the derivatives of A (and hence of A since they are 
the same). He does this via a trace map 

r : A(X) L(X) 

where L(X) = Yl°°(Xsl)+y and Xs± denotes the free loop-space, i.e. the space of 
unbased maps S1 —> X. Relating the free loop-space to our notation, where everything 
is pointed, we have a cofibre sequence (of simplicial sets): 

- (Xsl)+ - X s 1 <* sSe t . ( (5 1 ) + ,X) . 

It follows that for pointed X G sSet*, the relative version of L(X) gives: 

L(X) := hocofib(L(*) - » L(X)) ~ S°°sSet*((S'1)+, X). 

In other words, L(X) is one of the stable mapping spaces considered in Example 4.2.28. 
The trace map r induces a map A(X) —» L(X) and hence a map on derivatives 

r* : a * ( i ) - ^a* ( L ) . 

Now r is S^-equivariant with respect to the regular 51-action on L(X), and the trivial 
action on A(X). This carries over to the derivatives, and so r* factors via 

d*(A) —> [d*(L)]hsl 

Goodwillie's result is then that this map is an equivalence. (He actually proves a 
more general version involving the derivatives of A at any base space, not just for 
derivatives at *.) 

We now use our knowledge of the right d* (J)-module structure on the derivatives 
of L (from Example 4.2.28) to calculate the module structure on the derivatives of 
A. This is very simple because the naturality tells us that r* is a morphism of right 
d* (J)-modules. The equivariance of r* then gives us a factorization 

a. ( i ) - [d*(L)]hSl 
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in the category of right modules. However, homotopy fixed points of right modules 
are calculated termwise, and so this map is the equivalence considered by Goodwillie. 
Therefore, as right d*(jT)-modules, we have 

d*(Ä)~[d*(L)]hS\ 

By Example 4.2.28, we have 

dJL) ~ D P ( ( ( 5 1 ) + ) A * , Com, 1) = BBUS1)* Com, 1). 

Therefore, since the S1 -action is free. 

dn(Ä) ~ D [^((S 1);, Com, l)(n)/Sr . 

The right-hand side here is equivalent to 

B\((S1)n/An(S1))/(S1)} 

which is Goodwillie's original description of these derivatives. The bar construction 
version (which can be understood explicitly in terms of spaces of trees, see [9]) allows 
the module structure to be seen. 

As we noted in Remark 4.2.27, the right (J)-module d*(A) contains 'more' of the 
information of the full Taylor tower of A than just the derivatives. In particular, we 
can build the 'fake' Taylor tower &*(A) that differs from the actual Taylor tower by 
certain Tate spectra. 

4.3. Functors from spectra to spaces 

We now consider functors from spectra to spaces. In this case the derivatives have 
the property that they form a left module over the operad d*(I). Most of the material 
here is dual in a sense to that of Section 4.2 (with right modules replaced by left 
modules), and so we abbreviate some of the exposition. 

Lemma 4.3.1. — Let F : Spec f m —• sSet* be a presented cell functor. Then E°°F 
has a natural structure of a presented cell functor in [Spec f m, Spec] with cells in 1-1 
correspondence to those in F. 

Proof. — The generating cofibrations in [Spec , n, sSet*] are of the form 

I0 A Spec(if, - ) Ii A Spec(tf, - ) 

where K G Spec f m and Jo —> I\ is one of the generating cofibrations in sSet*. Recall 
that then E°°io —> ^°°h is one of the generating cofibrations in Spec and so the 
induced map 

E°°/n A SoedK. -) -> E°°Ii A SoedK, -) 
is one of the generating cofibrations in [Spec m , Spec]. Since E°° preserves colimits, it 
follows that attaching diagrams for cells in F determine attaching diagrams for a cell 
structure on E°°F with 

(E°°F)i = E 0 0 F .̂ 
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Definition 4.3.2. — Let F : Specfm —» sSet* be a presented cell functor. We then have 
a left comodule structure map 

I : E°°F -> T,0C£}00Y,00F 

for E°°F over the comonad E 0 0 ! } 0 0 . According to Proposition 4.2.5, this determines 
structure maps 

^ ( E 0 0 ^ 0 0 ) o d*(E°°F) -> d*(E°°F) 

that make the symmetric sequence <9*(E°°F) into a pro-left-module over the operad 
9*(E°°n°°).We then define 

<9*(F) := B( l ,0*(E~f i~) ,0*(E°°F) ) . 

This is a pro-right-comodule over B(d*(E00^00)). 
Now for a general pointed simplicial functor F : Specfm —• sSet*, we set 

0 . (F) := Dd*(QF) 

where QF denotes the cellular replacement for F in [Specfm,sSet*]. The symmetric 
sequence d*(F) is then a left d*(/)-module. Explicitly, we have 

dJF):= hocolim Map(£( l ,^ (E 0 0 ^ 0 0 ) ,<9*(E°°C)) ,S) 
CeSub(QF) 

with the homotopy colimit formed in the category of left /-modules. 

Theorem 4.3.3. — Let F : Specfm —> sSet* be a pointed simplicial homotopy functor. 
Then there is a natural equivalence of symmetric sequences 

fl.(F)~0?(F). 

In other words, the left d*(I)-module constructed in Definition 4-3.2 provides models 
for the Goodwillie derivatives of F. 

Our proof of Theorem 4.3.3 is similar to that of 4.2.8 with a few variations in the 
constructions. We start with a construction that plays the role (for left modules) of 
the right module (E°°X) A * of Definition 4.2.9. 

Definition 4.3.4. — For any X e Spec, we define a left d* (E 0 0 Q 0 0 )-module structure 
on the symmetric sequence 

Map(S c ,X
A *) . 

Recall that ^ ( E 0 0 ^ 0 0 ) ^ Map(S c, S
An). The left module structure maps are then of 

the form 

Map(5 c , S
Ak) A M a p ( 5 c , X A n i ) A • • • A Map(5 c , X

Ank) -> Map(5 c , X A ( n i + - + n f e ) ) 

and are given by smashing together terms of the form Map(5 c , X
Ani) to get 

Map(5 c , 5
A f c ) A M a p ( 5 A f c , X A ( n i + - + n f c ) ) 

and then using the usual composition of mapping objects. 
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The truncation Map(S c, X-n) of this symmetric sequence (see Definition 4.2.13) 
then inherits a left module structure and there is a natural map of left modules: 

Map(S c ,X
A *) -> M a p ( S c , X S n ) . 

Remark 4.3.5. — Note that we have a natural equivalence E —^ Map(S'c, E) for all 
spectra E, so the symmetric sequence Map(S'c, X

A * ) is equivalent to XA*. The left 
module structure of Definition 4.3.4 is equivalent to the left Corn-module structure on 
X A * given by the isomorphisms 

S /\ x A n i a • • • A XAnk = X A ^ n i ~ l —*" n f c ) 

Definition 4.3.6. — Let F : Specf,n —• sSet* be a presented cell functor. We define 
$n(F) : Spec —> sSet* by 

*n(F)(X) := E x t g ? ( E o o Q o o ) ( ö * ( E ~ F ) , M a p ( S c , X ^ ) ) 

where the Ext-objects are here calculated in the category of left P-modules (with 
P = 9*(E 0 0 f2 0 0 ) ) . Recall from Definition 2.4.7 that these Ext-objects are pointed 
simplicial sets, not spectra. Therefore, $n(F) is a functor from Spec to sSet*. 

We now show that $n(F) has n t h Goodwillie derivative equivalent to the object 
dn(F) of Definition 4.3.2. 

Proposition 4.3.7. — Let P denote the operad 9 * ( E 0 0 ^ 0 0 ) and let L be a levelwise 
Yi-cofibrant directly-dualizable pro-left-P-module. Then the functor Spec —• sSet* given 
hit' 

X I—• Ext£ f t (L, Map(5 c , X^n)) 

is a pointed simplicial homotopy functor with nth Goodwillie derivative naturally equiv­
alent to 

B £ ( l , P,L)(n). 

Proof. — This is proved in a similar fashion to Proposition 4.2.15. We can identify 
the fc-simplices in the cosimplicial object defining this Ext as 

n 

n 
r = l 

Vlap((P* o L)(r), Map(5 c , XAr))^ 

which shows that $nF is a pointed simplicial homotopy functor (by Lemma 3.1.9). 
We then consider the map 

t. : Ext£ f t ( L , M a p ( S c , X = n ) ) Ext£ f t (L, Map(5 c , X - n ) ) 

induced by the inclusion of left modules 

i : M a p ( 5 c , X = n ) - M a p ( 5 c , X ^ n ) . 

By Lemma 3.1.9 again we see that the map on fc-simplices, is a Z)n-equivalence 
between n-excisive functors, hence an equivalence on n t h cross-effects. Therefore, tak­
ing totalizations, which commute with cross-effects, we see that is an equivalence 
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on n t h cross-effects, and so is a Dn-equivalence. Finally, we identify the source of 
up to equivalence, with 

ft00 Map(P(l, P, L)(n), XAnfn 

which, by Lemma 3.1.9 once more, has n t h derivative DP(1, P, L)(n). • 

Corollary 4.3.8. — Let F : Spec f , n —> sSet* be a presented cell functor. Then $n(F) 
is a pointed simplicial homotopy functor and has nth Goodwillie derivative equivalent 
todn(F) (of Definition 4.3.2). 

Remark 4.3.9. — As discussed in Remark 4.2.17 for functors from spaces to spectra, 
the functor $n(F) of Definition 4.3.6 is, in fact, n-excisive. 

Definition 4.3.10. — For a presented cell functor F : Spec f , n —• sSet*, we now con­
struct a map 0 : F —• $ n ( P ) along similar lines to the map <J> of Definition 4.2.20.If 
F is a finite cell functor, we define 

4>'F{n) : F(X)Adn(X°°F) -> M a p ( S c , X A n ) 

that are adjoint to the natural evaluation 

E°°F(X) A Nat(E°°P(X), XAn) -+ XAn. 

The maps (/>f

F(n) are En-equivariant and so together they determine a map 

<J)p : F(X) -> Hom i : (a*(E 0 0 P) ,Map(5 c ,X A *)) . 

Now the symmetric sequences on the right-hand side here are left 9*(E°°0 o c)-modules 
and we claim that the above map factors via the mapping object for left modules or 
the right-hand side in place of the mapping object for symmetric sequences. This is 
equivalent to showing that the following diagram commutes: 

F(X) A dk(T,0CQ0°) A d n i (E°°F) A • • • A d n f c (E°°F) ^ F(X) A ô n i + - + n f c ( E ° ° F ) 

(</>'F ( n 1 ) A • • • A</4 ( n r ) ) o A F ( x ) </>F(ni + ' , ,+nfc) 

ô*(E~n°°) AMap(5 c , J f A n i ) A - - - A M a p ( S c , X A n f c ) ^ M a p ( 5 c , X A ( n i + - + n f c ) ) 

The left vertical map comes from combining the diagonal on the pointed simplicial 
set F(X) with the maps </>^(ni),..., (J)'F{nk). The top horizontal map is the module 
structure on 9*(E°°P), and the bottom horizontal map is the module structure on 
M a p ( 5 c , X A * ) . 
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Making use of various adjunctions, the commutativity of the above diagram is 
implied by that of 

E°°F(X) A Map(5 c , S
Ak) ^ E ^ R E ^ F f l ) A Map(5 c , SAk) 

I I 

A f ( x ) 

Z°°(F(X)Ak) AMap(S c , S
A f c ) ^ ÇE°°F(X))Ak 

Here the top map comes from the (E°°, f£°°)-adjunction, the left vertical map from 
the diagonal on F(X), the bottom map from identifying T,°°F(X) with Sc A F(X), 
and the right vertical map from the Yoneda isomorphism 

M a p ^ S ^ ) ^ N a t C E 0 0 ^ 0 0 ^ , ^ ) . 

The commutativity of this diagram is given by Lemma 4.2.12. 
We therefore obtain a natural (in both X and F) transformation 

№ : F(X) - H o m ^ ( S o o n o o ) ( Ô ' ( E ~ F ) , M a p ( S c , X A * ) ) . 

Composing with the cofibrant replacement map 

Ö*(E O O F)->0*(E O O F) , 

the truncation map 

Map(S c ,X
A *) -+ M a p ( 5 c , X ^ n ) , 

and the map from Homp f t to Extp f t of Definition 2.4.10, we get a natural transforma­
tion 

<pF : F(X) - Extjf* fioo) ( 0 * ( £ ° ° F ) , M a p ( S c , X ^ ) ) . 

Now for a general presented cell functor F : Spec f , n —• sSet*, we take the homotopy 
colimit of (j>c over C G Sub{QF) and get 

cj> : F - <Dn(F). 

The remainder of the proof of Theorem 4.3.3 then consists of showing that the map 
</> of Definition 4.3.10 is a Dn-equivalence. We start by interpreting 0 in the following 
way, analogous to Lemma 4.2.23. 

Lemma 4.3.11. — Let F : Spec f m —• sSet* be a presented cell functor. Then there is a 

commutative diagram of the form 

F{X) - * Hom^ f t (ô*(E 0 0 F),Map(5 c ,X^)) 

Tbt • -• TI°°F(X)] S}O^E°£Tot [Hom'f ( 9 * ( E ^ ) o . . . o 9 * ( E ^ F ) , M a p ( S c , X ^ ) ) ] 
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Proof. — The bottom horizontal map is the totalization of the map of cosimplicial 
objects formed from maps </>QOO...EOOF defined in a manner analogous to those of Def­
inition 4.2.22. The commutativity of this diagram then comes from the naturality of 
the constructions of the maps (\>"F and 0^oo...Soo^r. 

Lemma 4.3.12. — Let F : Spec f m —• sSet* be a finite cell functor. The map 

0 n o o . . . E o o F : • • • E°°F(X) -> Hom£ f t ( ^ ( E 0 0 ^ 0 0 ) o • • • o <9*(E°°F), Map(S c, X^n)) 

is a Dn-equivalence. 

Proof. — We have the following diagram, corresponding to that of Lemma 4.2.25, 
in which all the other maps are Dn-equivalences, showing that </> 0̂0...£oojp is also a 
Dn-equivalence. 

fr°Q(...E°°F) ^ Hom z (d*(Q(. • • E ° ° F ) ) , M a p ( S c , J ^ n ) ) 

V 

fi°°...E~F ^ Hom z ( • • • o â * ( S 0 0 F ) , M a p ( 5 c , X ^ n ) ) 

(ßFIOO ...£00 P 

Hom£ f t ( ^ ( E 0 0 ^ 0 0 ) o • • • o ö * ( E ° ° F ) , M a p ( 5 c , X ^ n ) ) 

Proposition 4.3.13. — Let F : Spec f m —> sSet* be a presented cell functor. Then the 
map 

<t>:F^ * n ( F ) 

of Definition 4-3.10 is a Dn-equivalence. 

Proof. — Arguing as in the proof of Proposition 4.2.26, this follows from Lem­
mas 4.3.11 and 4.3.12. • 

This gives us Theorem 4.3.3 which we restate. 

Theorem 4.3.3. — Let F : Spec f , n —» sSet* be a pointed simplicial homotopy functor. 
Then there is a natural equivalence of symmetric sequences 

d * ( F ) ~ d f ( F ) . 

In other words, the left d*(I)-module constructed in Definition 4-3-2 provides models 
for the Goodwillie derivatives of F. 

Proof — This follows from applying Corollary 4.3.8 and Proposition 4.3.13 to a cel­
lular replacement for F. • 
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Remark 43.14. — The ideas of Remark 4.2.27 apply to the case of functors from 
spectra to spaces as well. We have a tower of functors 

F -> • $nF - » $ n _ i F -> • $0F = * 

with $nF being n-excisive. The fibre 

AnF := hofib($ n F $ n _ i F ) 

is equivalent to 

A n F ( X ) ~ ft°°(önF A j f A n ) Ä E w 

and there is a fibre sequence 

DnF(X) -> A n ( F ) -+ ft00 T a t e E n ( ö n F A X A n ) . 

When all these Tate spectra vanish, we have PnF ~ $nF and the Taylor tower of F 
can be reassembled from the left d*(J)-module d*F. 

Example 4.3.15. — Let K be a finite cell complex in sSet* and consider the functor 

Spec -> sSet*; X »-> K A £ T ° X 

This example is in some sense dual to the stable mapping space example considered 
in Example 4.2.28. We calculate its derivatives and their left 5* (J)-module structure. 

We start with 

d^ll^K AQ°°(-)) = N a t ( £ œ i f A S p e c ( S c , X ) , X A * ) ^MapCE^K, (Sc)
An) — BK. 

The left 9*(S 0 0 ^ 0 0 )-module structure on this symmetric sequence is then essentially 
given by the diagonal on K by the maps 

S A Map(ü:, S) A • • • A Map(ÜT, S) — M a p ( X A n , S) - £ Map(X, S). 

The derivatives of K A ) are now given by 

d*{K A îï°°(-)) = DB(1, d* (E°°îr°), d*{Z°°K )))A 

which, in this case, is equivalent to 

BB(l,Com,IMjQ 

where P i f denotes the left Corn-module with 3K in every term and structure maps 
as above. 

We remark that the left d*(J)-module d*{K A MS appeared in [9, 8.10] (there 
written Mk) as a natural way to associate a left d*(J)-module to a space K. Here 
we have shown that this module arises as the derivatives of the functor K A fî°°(—) : 
Spec —• sSet*. Unlike in Example 4.2.28, we do not have a more explicit description 
of the individual derivatives of this functor, besides the bar construction above. 
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4.4. Functors from spaces to spaces 

To deal with functors from spaces to spaces, we combine the constructions of Sec­
tions 4.2 and 4.3 above. We thus obtain a 9* (i)-bimodule structure on the derivatives 
of such a functor. 

Definition 4.4.1. — Let F : sSet*" sSet* be a presented cell functor. Then E^FQ00 

is a presented cell functor (by 4.2.1 and 4.3.1) that has a bi-comodule structure over 
the comonad E 0 0 ^ 0 0 . The symmetric sequence d*(E°°FQ,°°) then has the structure 
of a pro-bimodule over the operad 9*(E°°17 o c). 

We then set 
d*(F) := ^ ( l ^ d ^ E 0 0 ^ 0 0 ) , ^ ! ) . 

where P = 9 * ( E o o 0 ° o ) . This is the bimodule bar construction of Definition 2.5.13 and 
forms a pro-bicomodule over B(d*(E00^00)). Then, for a general pointed simplicial 
functor F : sSet* —» sSet*, we set 

d*(F) :=Bd*(QF) 

This is then a d* (Z)-bimodule. 

Theorem 4.4.2. — Let F : sSet*n —> sSet* be a pointed simplicial homotopy functor. 
Then there is a natural equivalence of symmetric sequences 

l^d^E00^00 

Proof. — This follows the same pattern as Theorems 4.2.8 and 4.3.3. Firstly, we can 
use the constructions of 4.2.9 and 4.3.4 to make the symmetric sequence 

М а р ( 5 с , ( Е 0 ° Х ) л * ) 

into a a*(E o on o o)-bimodule for any X <E sSet*. We then define 

* n ( F ) := E x t | l ( S o o Q o o ) ( ö * ( E 0 0 r a 0 0 ) , M a p ( S c , ( E 0 0 X ) ^ ) ) 

where this is the Ext-object for d*(E°°ftœ)-bimodules (Definition 2.4.7). 
Combining the arguments of 4.2.15 and 4.3.7 we see that 3> n(F) is a pointed sin 

plicial homotopy functor with n t h Goodwillie derivative equivalent to dn(F). 
We then construct a comparison map 

<j>:F^$n(F) 

is a similar way to the maps (j) of Definitions 4.2.20 and 4.3.10. When F is a finite cell 
functor, 0 comes from the evaluation maps 

E°°Ffr°(£) A d^H^FÜ00) EAr. 

Taking the adjoint to this, setting E = E°°X and combining with the unit map from 
F(X) to F£r°E°°(X), we get maps 

F{X) -+ S p e c ( ö r ( E 0 0 F Q 0 0 ) , M a p ( 5 c , ( E 0 0 X ) A r ) ) 
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which together form the basis of (j). For general pointed simplicial F, we take the 
homotopy colimit over the finite subcomplexes of QF. 

We then see that <\> factors via 

Tot . . . Yf°FÇf° • • • E°°] . 

This is the totalization of the bicosimplicial object formed using the unit and counit 
maps of the (E°°, Q°°)-adjunction. We then see that 0 is a Dn-equivalence using 
Theorem 4.1.1 (twice, once on each side) and a compilation of Lemmas 4.2.25 and 
4.3.12. The theorem then follows. • 

Remark 4.4.3. — The ideas of Remark 4.2.27 again apply in the spaces to spaces 
case. The 9*(J)-bimodule d*F determines a tower of functors $*F with 3>nF being 
n-excisive. The layers of this tower are 

AnF(X) ~ n°°(dnF A (E°°X)An)h^ 

and fit into fibre sequences 

DnF -+ AnF -> ü°° T a t e E n ( d n F A ( E ° ° X ) A n ) . 

Thus when the Tate spectra vanish, the 9* (J)-bimodule d*F determines the Taylor 
tower of F. 

Examples 4.4.4. — Notice that the functors £°°sSet*(if, —) and K A ) , whose 
derivatives were calculated in Examples 4.2.28 and 4.3.15 respectively, really come 
from functors from spaces to spaces of the form 

sSet*(/f, —) and K A —. 

In Example 4.2.28 we showed that the derivatives of £°°sSet*(if, —) are given by 

B £ ( K A * , C o m , l ) . 

To recover the derivatives of sSet*(if, —) we know now that we should now take a bar 
construction on the left with respect to the left 9*(E o on o o)-action on the dual of this. 
The symmetric sequence KA* has a natural left Corn-module structure (essentially this 
is the same structure described in Definition 4.3.4). The derivatives of sSet*(lf, —) are 
then given by the bimodule bar construction 

<9*(sSet*(K, - ) ) ~ DB(1, Com, K , Com, 1). 

It can be shown that this is equivalent, as a 9*(i)-bimodule, to 

Map(K,d*(I)) 

where the symmetric sequence {Map(X, dnI)} gets a 9*(J)-bimodule structure from 
the bimodule structure on <?*(/) itself (that comes from the operad structure), and 
the diagonal map on K. 

More generally, our methods can be used to produce, for any pointed simplicial 
homotopy functor F : sSet* —* sSet* and any finite cell complex K, an equivalence of 
9* (J)-bimodules 

d*(sSet*(tf,F)) Map(tf,d*(F)). 
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The derivatives of K A — are given by the bimodule bar construction 

d*(K A - ) ~ DJ5(1, Com, Bif, Com, 1) 

where BK is as in Example 4.3.15, and has the left Corn-module structure described 
there, and the right Corn-module structure coming from 

BK A S A • • • A S ^ BK. 

These derivatives are equivalent, as a d*(/)-bimodule to the symmetric sequence {KNA 
dnI} with bimodule structure again coming from that on d*(I) and the diagonal on K. 

4.5. A Koszul duality result for operads of spectra 

Having produced the claimed module structures on the derivatives of functors to 
and/or from spaces, we now turn to the chain rules for such derivatives. This essen­
tially follows from Theorem 4.1.1, but to put it in the form we are looking for, we 
need a further result about bar constructions for operads in Spec and their modules. 
This result is essentially a weak form of the 'Koszul duality' for operads of Ginzburg-
Kapranov [14] transferred to the context of spectra. 

Definition 4.5.1. — Let P be a reduced operad in Spec with right and left P-modules 
R and L respectively. Ignoring the homotopy-theoretic consequences for the moment, 
let us write BX for Map(X,5) . Then DP(1,P,1) is an operad with right and left 
modules BB(R, P, 1) and BB(1, P, L) respectively. Furthermore, recall (by dualizing 
the maps of Proposition 2.1.17 and using Lemma 2.5.11) that we have composition 
maps 

BB(R, P, 1) o DP(1, P, L) BB(R, P, L) 

and hence 
BB(R, P, 1) o DP(1, P, l)k o BB(1, P, L) -+ BB(R, P, L) 

for each k. Together these make up a map of symmetric sequences 

B(BB(R, P, 1), DP(1, P, 1),DB(1, P, L)) BB(R, P, L) 

To make this have better homotopical properties, we can compose with termwise-
cofibrant replacements for the operad and modules on the left-hand side to get 

r : B (BB(R, P, 1),DP(1, P, 1), DP(1, P, L)) BB(R, P, L). 

Theorem 4.5.2 (Weak Koszul duality for operads in Spec). — Let P be a reduced operad 
in Spec with right and left pro-P-modules R and L respectively. Suppose that P, R, 
L are directly-dualizable. Then the map 

T : B (DP(P, P, 1), DJ5(1, P, 1),DP(1, P, L)) -* DP(P, P, L) 

of Definition 4-5.1 is a weak equivalence of symmetric sequences. 
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Corollary 4.5.3. — Let P be a directly-dualizable reduced operad in Spec. Then there 
is an equivalence of symmetric sequences 

BB(BBP) ~ P. 

In other words, if we define the Koszul dual of P to be the operad 

K(P) := D £ P , 

then K(K(P)) ~ P. 

Proof — This follows from Theorem 4.5.2 by taking R = L = P, using equivalences 
of £P-comodules of the form 1 £ (P ,P , 1) and 1 -=-> £ ( 1 , P , P ) , as well as the 
equivalence B(P, P,P) P of Lemma 2.3.18. • 

Remark 4.5.4. — We call this a weak form of Koszul duality because it only establishes 
an equivalence of symmetric sequences K(K(P)) ~ P. Both these objects are operads 
and we are unable to show that there is an equivalence of operads connecting them. 
This obviously would be a significant improvement on Corollary 4.5.3 and would be 
the result for operads of spectra analogous to Ginzburg and Kapranov's dg-duality 
[14, 3.2.16]. 

Before we can prove Theorem 4.5.2, we need one more fact about bar constructions. 

Lemma 4.5.5. — Let P be a reduced operad in Spec, and suppose that 

R->R' R" 

is a sequence of right P-modules such that 

R(n) — P'(n) — R"(n) 

is a cofibre sequence in Spec for each n, i.e. R —• R' —• R is a termwise cofi-
bre sequence. Suppose that all the symmetric sequences R,R',R",P,L are termwise-
cofibrant. Then the corresponding sequence 

B(R, P, L) -> P(P ' , P, L) -> P(P" , P, L) 

is also a termwise cofibre sequence. 

Proof. — Taking smash products with a fixed spectrum preserves cofibre sequences, 
so we get termwise cofibre sequences of the form 

R o pk o L R' o PK o L R" o PK o L. 

But then geometric realization (of Reedy-cofibrant objects) takes levelwise cofibre 
sequences of simplicial spectra to cofibre sequences of spectra. Therefore we get a 
termwise cofibre sequence 

B(R, P, L) B(R\ P, L) - » £ ( P " , P, L) 

as claimed. 
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Proof of Theorem 4-5.2. — We start by reducing to the case where R and L are 
ordinary P-modules, rather than pro-modules, so assume we already know that case. 
Suppose that R is indexed on the cofiltered category ¿1 and L on the cofiltered category 
CK. Then the source of the map Y is 

B (hoco l imDP(P J ,P , l ) ,DP( l ,P , l ) ,hocohmDP( l ,P ,L i t ) ) . 

By Lemma 2.5.16, this is equivalent to 

hocolim B ( D P ( P J 5 P , 1),DJ5(1,P, 1 ) ,DB(1 ,P ,L f c ) ) 

which, by our assumption, is equivalent via T to 

hocolim BB(Ri,P,Lk). 

This is the definition of 

DP(P ,P ,L) 

and so we have reduced to the case of ordinary P-modules. This case occupies the 
rest of the proof. 

Recall that the truncation of a right P-module R is the right P-module R-n given 
bv 

R^n(k) {* if k > n; 

R(k) if k < n, and that there is a morphism of right P-modules 

R->R^n. 

For any left P-module L, the induced map 

B(R,P,L) - ^ P ( P ^ n , P , L ) 

is an isomorphism on terms up to and including n, that is 

P(P, P,L)(k) ^ P ( P ^ n , P , L)(k) 

for k < n. 

Now consider the commutative diagram 

P(]DP(P<^,P ,1) ,BP(1 ,P ,1) ,DP(1 ,P ,L) ) (k) — ^ B)P(P^ n,P,L)(Â;) 

J t 
B ( D P ( P , P , 1 ) , D P ( 1 , P , 1 ) , P P ( 1 , P , L ) ) ( * ) D P ( P , P , L ) ( f c ) 

where k < n. The remarks of the previous paragraph tell us that the vertical maps 
are equivalences and so we see that it is enough to prove the Theorem where the right 
P-module R is bounded (i.e. equal to P - n for some n). 
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Now define a right P-module R~n bv 

R=n(k) 
J * if k ^ n; 
[R(k) if k = n. 

rhere are then morphisms of right P-modules 

R=n _» R<n^ R<n R<(n-1) 

and the resulting sequence 

R=n R^n -> R^-V 

is a termwise cofibre sequence. Consider the commutative diagram 

B^DB^—^.P . l i .DBÍ l .P . l J .DBÍ l .P .L) ) (к) — ^ BBCR^"" 1 ) ,^ L)(k) 

I 

y 

B (lìB(R^n, P, 1),DB(1, P, 1),BB(1,P, L)) (k) -—^ 3B(R^n,P, L)(k) 

_____ _ _____ y 
p ( o P ( P = r i , P , l ) , D P ( l , P , l ) , D P ( l , P , L ) ) (fc) — ^ BP(P = n , P ,L ) ( f c ; 

Then Lemma 4.5.5, together with the fact that Spanier-Whitehead duality takes cofi­
bre sequences (of cofibrant and homotopy-finite spectra) to cofibre sequences (since 
cofibre and fibre sequences are equivalent in Spec), implies that the vertical sequences 
here are cofibre sequences. By induction then, it is sufficient to prove the Theorem 
when the right P-module R is concentrated in one position (i.e. equal to R=n for some 
n ) . 

For a right P-module R concentrated in a single term, the module structure is 
trivial (except for composition with the unit of the operad). Equivalently, there is an 
isomorphism of right P-modules 

where the right P-module structure on R o 1 comes only from that on 1, i.e. via the 
augmentation of the reduced operad P. 

The isomorphism of Proposition 2.1.21 now tells us that 

P ( P , P , L ) ^ P o P ( l , P , L ) . 

Taking duals we get 

DP(P, P, L) ^ B(R o P ( l , P, L)) ~ DP o DP(1, P, L) 

by Lemma 2.5.9. We therefore have also 

DP(P ,P ,L) ~ D P o B P ( l , P , L ) . 
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Using these equivalences on both source and target of the map T, we see that in this 
case r is equivalent to the map 

B (BR O 0 5 ( 1 , P, 1), DS(1, P, 1), DP(1, P, £,)) -> BR o DP(1, P, L). 

But this map is the composite of the isomorphism \r of Proposition 2.1.21 and an 
equivalence of the form 

B(P',P',L')^L' 

from Lemma 2.3.18. Therefore, V is indeed an equivalence for such R. This completes 
the proof. • 

4.6. Chain rules for functors of spaces and spectra 

In this section, we prove a collection of chain rules for the Goodwillie derivatives 
of functors between spaces and spectra. In the spaces to spaces case, this generalizes 
part of the result of Klein-Rognes [27] to higher derivatives. 

Theorem 4.6.1 (Chain rules in which the middle category is spectra). — Let F : Spec —> 
2) and G : *6 —• Spec be pointed simplicial homotopy functors with F finitary, and the 
categories and 2) each either spaces or spectra. Then we have a natural equivalence 
(of symmetric sequences, left d*(I)-modules, right d*(I)-modules, or d*{I)-bimodules 
as appropriate): 

d*(FG)~d*(P)oc>*(G). 

Proof. — The case Jf = 2) = Spec was Theorem 3.3.1. If = sSet*,2) = Spec, 
then d*(FG) and d*(G) are as defined in Definition 4.2.6. Now Theorem 3.3.1 tells 
us (here we use the hypothesis that F is finitary) that we have an equivalence of 
pro-right-d* (E 0 0 ^ 0 0 )-modules: 

d*(FGn°°) ~ d*(F) o d*(Gn°°). 

Taking cofibrant replacements and applying Proposition 2.5.15, we get an equivalence 
of pro-right-comodules 

J5(9*(PG ?^ 0 0),5*(E 0 0r2 0 0), 1) ^ B(d*(F) o 9*(Gll 0 0 ) ,5*(E 0 0 r^ 0 0 ) , 1). 

Using the isomorphism of Proposition 2.1.21 and taking Spanier-Whitehead duals, we 
get, by Lemma 2.5.9, the required equivalence 

d * ( F G ) - d * ( F ) o d * ( G ) . 

The cases with 2) = sSet* are similar. • 

Theorem 4.6.2 (Chain rules in which the middle category is spaces). — Let F : sSet* —• 
2) and G : *6 —• sSet* be pointed simplicial homotopy functors with F finitary, and the 
categories *6 and 2) each either spaces or spectra. Then we have a natural equivalence 
(of symmetric sequences, left modules, right modules, or bimodules as appropriate): 

d+(FG)~B{d.{F),d.(I),d.(G)). 
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Proof. — The derivatives of G and of FG depend only on the values of G on 5? f m . 
We can therefore replace G with an equivalent presented cell functor, such as QG, 
without requiring that G be finitary. Since F is assumed to be finitary, we can also 
replace F with the presented cell functor QF. We then have FG{X) ~ (QF)(QG)(X) 
for all X e r . I n this way, we can assume, without loss of generality that F and G 
are presented cell functors. 

Iterating Theorem 4.6.1, we obtain equivalences 

d*(Fn°°) o . . . o a*(£°°G) -=-+ d*(Q(Fn°° • • • £°°G)) . 

These equivalences preserve the simplicial structures on the two sides and so taking 
realizations, we get a weak equivalence 

J B (a* ( ra 0 0 ) ,a*(E 0 0 f i 0 0 ) ,a*(E 0 0 G)) \d%Q(Fn°° '-'E°°G))\. 

We also have a map 

\d*(Q(Fn°° • • • E°°G))| -> d*(Q(FG)) 

built from the unit maps FG —> • • • E°°G. Composing these and taking the 
Spanier-Whitehead duals (of these pro-objects) we get maps 

d*(FG) -> Tbt d*(Fn°° • • • E°°G) BB ( a * ( F f i ° ° ) , ^ ( E 0 0 ^ 0 0 ) , a*(E°°G)) . 

However, the first map here is a weak equivalence by Theorem 4.1.1, and so we get 
an equivalence 

d*(FG)^BB (a*(F^ 0 0 ) ,a*(E 0 0 Q 0 0 ) ,a*(E 0 0 G)) . 

Now we apply our Koszul duality result (Theorem 4.5.2) to the right-hand side here 
which gives us a weak equivalence 

B(d*(F),d*{I),d*(G)) ^ D J B ( a * ( F ^ 0 0 ) , a * ( E 0 0 ^ 0 0 ) , a * ( E 0 0 G ) ) . 

Combining these we have the necessary equivalence 

a . (FG )^B (a . (F ) ,a . ( / ) ,a . (G) ) . 

The maps used to construct this equivalence are morphisms of left, right, or bi-, 
a*/-modules as appropriate. • 

Remark 4.6.3. — Theorem 4.6.1 can be written in the same form as Theorem 4.6.2 
since the derivatives of the identity on spectra form the unit symmetric sequence 1 
and we have 

B (£>*(F), 1,a.(G)) ^ a .(F) o 0 ,(G). 

Thus in general, if F : & —• 2) and G : *6 —• & are pointed simplicial homotopy 
functors with F finitary, then we have 

». (FG) ~ b (a* (F), a. (h), a* (G) ) . 
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Recall that the bar construction is a model for the derived composition product, so 
this formula can also be rewritten as 

d*(FG)~d.FodmIâd.G. 

Remark 4.6.4. — Inclusion of the zero-simplices of the simplicial bar construction 
gives us a maD 

a* (F) o a* (G) - B (a* (F), a* m , a. (G) ) . 
Putting this together with the equivalence of Theorem 4.6.2, we get a weak (i.e. only-
denned up to inverse weak equivalences) natural map 

d*(F)od*(G)^d*(FG). 

The inverse weak equivalences prevent us from using this map to construct directly 
further operad and module structures, say on the derivatives of a monad or functor 
with an action of a monad. However, we do have explicit descriptions of the inverse 
weak equivalences involved and so by keeping track of these and making sure they are 
coherent, we might hope to obtain operad and module structures in any case. 

As far as we know, no-one has yet constructed models for the derivatives of functors 
from spaces to spaces that allow for (suitably associative) point-set level maps 

0 . ( F ) o ô . ( G ) - > ô . ( F G ) . 

Unpublished work has been done in this direction by Bill Richter and Andrew Mauer-
Oats. It also seems that Lurie's framework of oo-categories (see [33] and [34]) could 
be useful for solving these rigidification problems. 
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APPENDIX A 

CATEGORIES OF OPERADS, 
MODULES AND BIMODULES 

Here we describe in more detail some of the structure of the categories of oper­

ads, modules and bimodules that we use in this paper. In particular, we address the 

following related topics: 

— simplicial enrichment and tensoring; 

— simplicial model structures; 

— homotopy colimits; 
— geometric realization of simplicial objects. 

This material is used extensively in §2.3 to produce cofibrant replacements for oper­
ads and modules, and then in §§4.2-4.4, where we use filtered homotopy colimits of 
modules to form our models for Goodwillie derivatives. 

Recall our notation for the following categories: 

— Spec5": the category of symmetric sequences in Spec 
— Spec^d: the category of reduced symmetric sequences in Spec (i.e. concentrated 

in terms 2 and above) 
— Op(Spec): the category of reduced operads in Spec 
— Modright(-P): for a fixed reduced operad P in Spec, the category of right P-mod­

ules 

— Modieft(P): for a fixed reduced operad P in Spec, the category of left P-modules 
— Modbi(P): for a fixed reduced operad P in Spec, the category of P-bimodules 

We start by considering the categories Spec5", Spec^d and Mod ri ght(P). These are 

simpler than the others because they can all be realized as categories of functors 

*6 —> Spec for a suitable category enriched in spectra: 

— for Spec5", let *6 = T. with spectral enrichment given by 

£(n,n) := S A (E n )+ , E(m,n) := * for m ^ n; 

— for Spec^d, let *6 = T. — { 1 } with spectral enrichment as for Z; 
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— for Modright(-P), take "6 to have objects N and enrichment given by 

i?(fc,n) := V P ( n i ) A ' ' ' A P ( n * ) 

where the coproduct is over surjections from n = { 1 , . . . , n) to k = { 1 , . . . , /cj, 
and rii denotes the cardinality of the inverse image of i G k under such a sur-
jection. The composition and identity maps in the category are given, re­
spectively, by the composition and unit maps for the operad P. The category 
of right P-modules is then equivalent to the category of Spec-enriched functors 
J? Spec. 

Proposition A.0.1. — Let *6 be a small Spec-enriched category and let Spec^ denote 
the category of Spec-enriched functors from *6 to Spec. Then 

1. Spec^ is enriched over sSet* with 

Spec*(F,G) := lim ( Y[ Spec(PC, GC) =t JJ Spec(PC A î?(C, C"), GC') ) 

2. Spec*' is tensored over sSet* with 

(K®F)(C) :=KAF(C); 

3. Spec^ has all limits and colimits, and these are all calculated objectwise; 
4. Spec^ has a simplicial model structure with generating cofibrations of the form 

/o A - ) ^ / i A *?(<?,-) 

for C € i? and Io —> I\ one of the generating cofibrations in Spec; 
5. the intrinsic geometric realization of a simplicial object Fm in Spec^ (see [22, 

18.6.2]J is isomorphic to that calculated termwise in Spec, that is, there is a 
natural isomorphism 

\F.\(C) a |F.(C)|; 

6. homotopy colimits in Spec are calculated objectwise, that is, for a diagram 
& : —• Spec*% there is a natural equivalence 

hocolim &j (C) ~ hocolim [&j (C)] 

where the homotopy colimit on the left is calculated in the simplicial model ca 
egory Spec^ and that on the right in Spec. 

Proof — Parts (l)-(3) are standard results of enriched category theory (see [26]). The 
proof of (4) is the same as that of Proposition 1.4.3. Homotopy colimits and geometric 
realization are based on the tensoring over sSet* and taking colimits. Therefore parts 
(2) and (3) imply (5) and (6). • 
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Remark A.0.2. — The simplicial enrichments of part (1) of Proposition A.0.1 are iso­
morphic to those given in Definitions 2.4.1 and 2.4.3. The generating cofibrations 
described in part (4) can easily be rewritten in the form given in Definition 2.3.7. 

We now turn to the categories Op(Spec), Mod|eft(P) and Modbi(P). The main goal of 
the rest of this appendix is to show that certain analogues of parts of Proposition A.0.1 
hold also in these categories. These analogues are easy generalizations of results of 
EKMM [13, VII] for categories of S-algebras and we follow their approach closely. 
Much of their analysis applies directly and we only fill in the details needed to transfer 
their arguments to our setting. 

The main idea is that each of our categories of interest is equivalent to the category 
of algebras for the monad given by the corresponding 'free object' functor on the 
category of symmetric sequences. The structures we are interested in are transferred 
via this monad from the corresponding structures for symmetric sequences. 

Definition A.0.3. — We recall the definitions of the relevant free functors: 

— F : Spec^d —• Spec^d given in Definition 2.3.4 as 

F(A)(n) := V A(T) 
T € T n 

with the wedge product taken over all rooted trees with leaves labelled 1,..., n; 
— for a fixed reduced operad P, the functor L : Spec51 —» Spec5" given in Defini­

tion 2.3.5 as 
L(A) :=PoA 

— for a fixed reduced operad P, the functor M : Specz —> Spec1" given by 

M (A) := P o A o P 

Lemma A.0.4. — Each of the functors F,L,M of Definition A.0.3 has the struc­
ture of a monad on the appropriate category of symmetric sequences. The categories 
Op(Spec), Modieft(P) and Modbi(P) are equivalent to the categories of algebras over 
the monads F, L and M respectively. 

Proof. — For P, the monad structure is given by grafting trees. For L and M, the 
monad structure comes from the operad structure on P. The identification of operads 
and modules with algebras over these monads is standard. • 

Lemma A.0.5. — Each of the functors F, L and M is simplicial with respect to the 
enrichments of the categories of symmetric sequences given by Proposition A.0.1(1). 

Proof. — The simplicial enrichments of L and M are constructed in Definition 2.4.2. 
Let A and B be reduced symmetric sequences. Then there is a projection map 

7r n : Hom E(^4,P) Hom E n ( j4 (n) ,B(n) ) 
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for each n. For each tree T G T n , we then get 

7TT : Horns {A, B) — f \ Rom^iM(A(i(v),B(i(v)))) 

- H o m n SiW(A(T),B(T)) 

where A denotes the reduced diagonal on the pointed simplicial set Horns (A, B). 
Wedging together over T G T n , we then get 

H o m E ( A , £ ) -> Hom E n (F (A) (n ) ,F (B) (n ) ) 

and together these form the required map 

Hom E (A, B) -> Hom E (F ( i4 ) ,F (B) ) . 

This gives the simplicial enrichment of the free operad functor F. 

One of the key technical results we need is the fact that our free functors preserve 
'reflexive coequalizers', for which we now recall the definition. 

Definition A.0.6. — A diagram of the form 

A=tB-+C 

is a reflexive coequalizer if it is a coequalizer diagram and the two maps from A to B 
have a common right inverse. 

Lemma A.0.7. — Each of the functors F, L and M preserves reflexive coequalizers. 

Proof. — Let A =3 B —> C be a reflexive coequalizer in Spec^d. Since colimits of 
symmetric sequences are determined termwise, each of the diagrams 

A{n) =4 B(n) -+ C(n) 

is a reflexive coequalizer in Spec. As in the proof of [13, II.7.2], it follows that for any 
tree T G T n , the diagram 

A(T) =4 B{T) -> C(T) 

is a coequalizer. Taking coproducts preserves coequalizers and so 

F(A)(n) =4 F(B)(n) -> F(C)(n) 

is a coequalizer. Finally, since again colimits in Spec^d are computed termwise, it 
follows that 

F(A) =t F(B) F(C) 

is a coequalizer. Thus F preserves reflexive coequalizers. 

The proofs for L and M are similar based again on [13, II.7.2] and the fact that 
the terms in Po A and Po AoP are given by taking appropriate smash products of 
the terms in A (together with terms in P). • 

Corollary A.0.8. — The categories Op(Spec), Mod\eft(P) and Mod^\(P) have all limits 

and colimits, and are enriched and tensored over sSet*. 

Proof. — Using the preceding lemmas, this is given by [13, II.7.4 and VII.2.10]. • 
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The tensors in these categories now allow us to define geometric realization for 
simplicial objects in the usual way (see [22, 18.6]). 

Definition A.0.9. — Let Í? be any category enriched and tensored over sSet*, and with 
all colimits, and let Xm be a simplicial object in 5?. The geometric realization of X # , 
denoted |X#|g>, is the object of 5? given by the coend (see [35, IX.6]) 

\X.\%:= A[n]+ ®AXn 

where 0 denotes the tensoring of over sSet*. 

Proposition A.0.10. — Let Í? be one of the categories Op(Spec), Modief^P) or 
Modbi(-P) and let Xm be a simplicial object in *&. Then we have a natural isomorphism 
of symmetric sequences 

(*) | X . | S p e c r . 

Proof — The corresponding result for S-algebras is proved in [13, VII.3.3] and we 
follow that argument. We do the operad case, with the left module and bimodule 
cases similar. 

Firstly, [13, X.1.4] implies that, for a simplicial symmetric sequence A.: 

F\A.\Specz - | F ( A . ) | S p e c r . 

This is because F(A) is built from coproducts and smash products each of which is 
preserved by geometric realization. This implies that if X* is a simplicial object in 
Op(Spec), then | X # | S p e c z inherits the structure of an F-algebra (i.e. an operad). 

Now the geometric realization | — |g» is left adjoint to the functor from to sí? 
(i.e. the category of simplicial objects in Í?) given by 

Y ^ M a p ( A [ - ] + , y ) . 

Here Map(—, — ) denotes the cotensoring of over sSet*. Note that since cotensors 
in *6 are calculated termwise, this is the same as the cotensoring of the category 
of symmetric sequences over sSet*. We now prove the Proposition by showing that 
I — lspecE5 with the F-algebra structure of the previous paragraph, is also left adjoint 
to this same functor. 

Suppose given a map 

/ : | X . | S p e c z - Y 

of symmetric sequences. This is adjoint to a map 

/ : X . - M a p ( A [ - ] + , r ) 

of simplicial symmetric sequences. It is now sufficient to show that / is a map in *ë if 
and only if / is a map in së\ 
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Suppose first that / is a map in sg\ Then we have the following commutati^ 
diagram 

FX. — ^ FMap(A[-]+,y) ^ Map(A[-]+, Fr) 
I I 

X. f- M a p ( A [ - ] + , y ) 

Taking the geometric realization and using the counit map | Map(A[—]+, y ) | —> Y, 
and the isomorphism F\X.\ = \FX,\ we get a commutative diagram 

F\X.\ -^U FY 

l-X-.l Y 

which tells us that / is a map in ff. 
Conversely, if / is a map in we have a commutative diagram (***). Applying 

Map(A[—]+, —) to this, and using the unit map X0 —• Map(A[—]+, we get the 
previous diagram (**). Therefore / is a map in sg\ • 

We now turn to the existence of simplicial model structures on the categories 
Op(Spec), Mod|eft(P) or Modbi(P). These follow essentially by Theorem VII.4.7 of 
[13]. To apply this we have to check that the free object monads for these categories 
satisfy the 'Cofibration Hypothesis' (see [13, VII.4.12]). This involves an analysis of 
certain colimits. 

Lemma A.0.11. — Let *6 be one of the categories Op(Spec), Mod|eft(P) or Modbi(P). 
Consider a pushout diagram in 6* of the form 

F(A) x' 
I I 

F(B) ^ X 

where F denotes the free object functor in *6 and the left-hand vertical map is induced 
by a morphism A —• B of symmetric sequences. Suppose that A —» B is a coproduct 
of a set of generating cofibrations in Spec5". Then each of the maps X'(n) —• X(n) is 
a monomorphism in Spec. Moreover, if X' is T,-cofibrant (and P is T,-cofibrant when 
*6 is one of the module categories) then the map Xf —> X is a E-cofibration. 
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Proof. — We follow the approach of [13, VII.3.5-3.9]. This involves constructing a 
simplicial model for the pushout X. This model has fc-simplices 

F(B) II F (A) II • • • U F (A) UX 
N » ' 

k 
with face maps given by the maps F(A) —• X and F(A) —• F(B), and the appropriate 
codiagonals, and degeneracies given by the inclusions. Note that here II means the 
coproduct in The geometric realization of this simplicial object is a natural model 
for the homotopy pushout, but is isomorphic in to the actual pushout, by the 
analogue of [13, VII.3.8]. 

The map X' —> X then factors as 

(*) X' — F(B) II X' -+ \F(B) II F(A)* II X'\ ^ X. 

Note that the map F(B) —> X that arises from this sequence is not the map from the 
original square of the lemma. 

The key step is now to show that for any Y G *6 and M G Spec5 1, the map 

Y -+ F(M) IIY 

is the inclusion of a wedge summand in the category of symmetric sequences. The 
description of colimits in *6 given in [13, II.7.4] tells us that, as a symmetric sequence, 
F(M) II Y is given by the coequalizer of a diagram 

(**) F(FFM V FY) =4 F(FM V Y) 

For each of our categories we can write FY = FY V Y (as symmetric sequences). 
Then (**) becomes 

Y y FY y FF M V F(FFM V FY) =4 Y V FM V F(FM V Y) 

and it can be checked that this diagram has the trivial diagram Y =4 Y (with both 
maps the identity) as a wedge summand. Passing to coequalizers, we see that Y is a 
wedge summand of F(M) II Y. 

The degeneracy maps in the simplicial object on the right-hand side of (*) are now 
all inclusions of wedge summands on the level of symmetric sequences. It follows from 
this that the inclusion of the zero simplices (i.e. the second map in •(*)) is a spacewise 
inclusion of spectra, hence a monomorphism. The first map in (*) is itself an inclusion 
of a wedge summand, hence a monomorphism, so we deduce the first part of the 
lemma. 

For the second part, we first show that F(M) II Y is E-cofibrant when Y is a 
E-cofibrant object of and M is a E-cofibrant symmetric sequence. This follows by 
an argument analogous to that of [13, VII.6.1]. (See also [20, 4.6] and [45, Lemma 3].) 
The map X' —> F(B)JIXf in (*) is a retract of a E-cofibrant object, so is a E-cofibra-
tion. Since X' is E-cofibrant, this map is isomorphic to the inclusion of a subcomplex 
(in the category of symmetric sequences). Similarly, all the degeneracy maps in the 
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simplicial model for the pushout X are inclusions of subcomplexes of symmetric se­
quences. It follows, by [13, X.2.7] that the second map in (*) is also the inclusion of 
a subcomplex, and hence the composite X' —• X is a E-cofibration. • 

Lemma A.0.12. — The monads F, L, M of Definition A.0.3 (considered as functor, 
from symmetric sequences to symmetric sequences) preserve filtered colimits. 

Proof. — This is related to Lemma 2.5.8. The main point is that if A, B : ¿1 —> Spec 
are filtered diagrams of spectra, then 

colim Aj A Bj = [colim A A A [colim iL/] . 

Since the functors F, L and M are all built from smash products (and coproducts), 
they also preserve filtered colimits. • 

Lemma A.0.13. — Let *6 be one of the categories Op(Spec), Mod|eft(-P) or Modbi(P). 
Let % : ¿1 —> "6 be a filtered diagram in g\ Then the colimit of this sequence calculated 
in *6 is naturally isomorphic to the colimit calculated in the underlying category of 
symmetric sequences. 

Proof. — Let F be the free object functor for K6. If colim^ %j denotes the colimit of 
the diagram % calculated in the underlying category of symmetric sequences, then by 
Lemma A.0.12 we have a map 

F(colim 9Cj) = colimF(9Cj) colim 9Cj 
3 3 

which gives colinij %j the structure of an object in *6. This object has the universal 
property that makes it the colimit of % in *6. • 

Corollary A.0.14. — The categories Op(Spec), Mod|eft(P) and Modbi(-P) have simpli­
cial cofibrantly-generated model structures with generating cofibrations given by apply­
ing the appropriate free object functor to the generating cofibrations in either Spec^ d 

or Spec5 1. 

Proof. — Lemmas A.0.11 and A.0.13 together form the 'Cofibration Hypothesis' and 
the corollary then follows essentially by [13, VII.4.7] (or, to be precise, by a symmetric 
sequence version of this result). • 

We conclude by addressing filtered homotopy colimits in the categories Op(Spec), 

Mod | e f t (P) and Modbi(P). 

Proposition A.0115. — Let *6 be one of the categories Op(Spec), Mod|eft(-P) or 
Modbi(-P), with P E-cofibrant. Let % : ^ ^ "6 be a filtered diagram in g\ Then there 
is a natural equivalence between the homotopy colimit of % as calculated in or in 
the underlying category of symmetric sequences. 
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Proof. — We use the fact that the homotopy colimit of % can be calculated by taking 
the strict colimit of a cofibrant approximation to % in the projective model structure 
on the relevant category of diagrams. By Lemma A.0.13, the strict colimit is the 
same whether calculated in the category *6 or in symmetric sequences. It is therefore 
enough to prove the following claim: suppose that % is cofibrant in the projective 
model structure on diagrams ^ —> J?; then % is also cofibrant in the projective 
model structure on diagrams of symmetric sequences. Note that if ^ is the trivial 
category, this reduces to the fact that projectively-cofibrant operads and modules are 
E-cofibrant (i.e. termwise-cofibrant). We prove this statement in the same way: using 
a diagrammatic version of Lemma A.0.11. 

We can easily reduce to the case that 9C is a cell object in the diagram category 
y/, S*]. This means that % is the colimit of a sequence 

* = X(0) -> X(1) -> ... 

in which each map comes from a pushout in y/, £?] of the form 

\jF(Aa)Aj(ja,-) %® 

a 

\/F(Ba)Aj(ja,-) — 9C{i+1) 

where the Aa —> Ba are generating cofibrations in the relevant category of symmetric 
sequences. In order to show that the colimit % is cofibrant as a diagram of symmetric 
sequences, it is sufficient to show for each z, that if % ^ is cofibrant, then the map 

is a cofibration (of diagrams of symmetric sequences). This follows 
from the same argument as the second part of Lemma A.0.11. • 
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