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#### Abstract

We present a $p$-adic theory of $q$-difference equations over arbitrarily thin annuli of outer radius 1 . After a detailed study of rank one equations, we consider higher rank equations and prove a local monodromy theorem (a $q$-analog of Crew's quasi-unipotence conjecture). This allows us to define, in this context, a canonical functor of "confluence" from $q$-difference equations to differential equations, which turns out to be an equivalence of categories (in the presence of Frobenius structures).

Résumé (Équations aux $q$-différences et monodromie $p$-adique). - Nous présentons une théorie $p$-adique des équations aux $q$-différences sur des couronnes arbitrairement minces de rayon extérieur 1. Après une étude détaillée des équations de rang 1 , nous nous penchons sur le cas de rang supérieur et nous démontrons un théorème de monodromie locale (un $q$-analogue de la conjecture de quasi-unipotence de Crew). Cela nous permet de définir, dans ce contexte, un foncteur canonique de «confluence» des équations aux $q$-différences vers les équations différentielles, qui s'avère être une équivalence de catégories (en présence de structures de Frobenius).


## Introduction

In the context of $p$-adic differential equations, the expression "local theory" occurs in two different senses. In the naive sense, it refers to the study of the behaviour of solutions in a small punctured disk around a given singularity. This theory has been reasonably well-understood for a long time ${ }^{(1)}$.

On the other hand, according to some insights of Dwork and Grothendieck, the geometrically relevant $p$-adic differential equations are those which admit analytic solutions in all non-singular open unit disks, and which extend a little inside the singular disks. They should be understood as objects (cohomological coefficients) belonging to geometry in characteristic $p$. It is then consistent with this viewpoint
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Key words and phrases. - $p$-adic monodromy, $q$-difference equations, $p$-adic representation. ${ }^{(1)}$ Although by no means completely understood, $c f$. for instance the problems raised by Ramero's theory $[\mathbf{R a} 98]$ in its differential variant.
to call "local theory" the study of the behaviour of solutions in arbitrarily thin annuli with outer radius 1 contained in singular open unit disks ${ }^{(2)}$.

In this sense, the local theory of $p$-adic differential equations has been developped first by Robba (in rank one), then by Christol and Mebkhout (in arbitrary rank), and has recently reached full maturity with the proof of the so-called local monodromy theorem (Crew's quasi-unipotence conjecture) which provides a bridge toward the theory of $p$-adic Galois representations.

The objective of this paper is to set up a local theory of $p$-adic $q$-difference equations, parallel to the differential theory, and to put a link forward between the two theories.

*     *         * 

In the history of the theory of $p$-adic differential equations, going from the rank 1 case to arbitrary rank has been a difficult step. This is due in part to the fact that the study of rank 1 p-adic differential equations indulges fairly down-to-earth methods (cf. for instance [R85], [CC96]). In the first part of the paper we develop an analogous theory for $p$-adic $q$-difference equations of rank 1 . The techniques employed are inspired by the differential case and, due to their explicit and direct nature, bring to the fore the relationship with differential equations. In fact, we construct a canonical deformation functor from the category of $p$-adic differential equations of rank 1 to the category of $p$-adic $q$-difference equations, which we describe explicitly.

The first part is organized as follows. In $\S 1$ we recall some basic facts of $p$-adic $q$-difference algebra proved in [DV03]. In $\S 2$ we prove some properties of the $q$ exponential function which play a significant role in the sequel. Sections $\S 3$ and $\S 4$ contain a $q$-analog of Dwork-Robba's criterion of solvability and its application to $q$-difference equations of rank 1 with meromorphic coefficient. The results in $\S 4$ are used in the next section to show that one can actually reduce the study of rank-one $q$-difference equations analytic over an arbitrary thin annulus of outer radius 1 , to the study of rank $1 q$-difference equations with polynomial coefficient. This reduction is crucial for the characterization of $q$-difference equations with Frobenius structure (cf. §6). We finish the first part by proving that for a $q$-difference equation having a Frobenius structure is equivalent to being a "deformation" of a differential equation with strong Frobenius structure ( $c f . \S 7$ ). From there, we obtain the $p$-adic monodromy theorem in the rank 1 case and the deformation functor ( $c f . \S 8$ ).

There are two appendices, the first one being devoted to the Frobenius structure of the $q$-exponential serics. In the second one, we give a $q$-analog of Dwork's approach to the $p$-adic gamma function via the Frobenius structure of so-called exponential modules.

$$
* * *
$$

[^0]In the second part, we consider $q$-difference modules $M$ of arbitrary rank over the "Robba ring" $\mathcal{R}$ of analytic functions on an arbitrarily thin annulus of outer radius 1 . We prove the local monodromy theorem for those $q$-difference modules which admit a Frobenius structure: there exists a finite étale extension $\mathcal{R}^{\prime} / \mathcal{R}$ coming from characteristic $p$, such that $M \otimes_{\mathcal{R}} \mathcal{R}^{\prime}[\log x]$ becomes a trivial $q$-difference module ( $c f . \S 14.2, \S 14.3$ for various equivalent precise statements). We follow K. Kedlaya's approach to the $p$-adic local monodromy theorem in the differential case, proving along the way a $q$-analog of Tsuzuki's theorem on unit-root objects.

This second part is organized as follows. We first discuss finite étale extensions $\mathcal{R}^{\prime} / \mathcal{R}$ coming from characteristic $p$, and how the $q$-difference operator $d_{q}$ extends to $\mathcal{R}^{\prime}$ (the lack of an explicit expression for this extended operator leads to many technical difficulties in the sequel). We then introduce and investigate two notions of Frobenius structures for $q$-difference modules: the strong Frobenius structure (analogous to its differential counterpart), and the confluent weak Frobenius structure (which yields a sequence of $q^{p^{\prime \prime}}$-difference modules converging to a differential module with Frobenius structure).

In § 13, we analyse $q$-difference modules over $\mathcal{R}$ with overconvergent (strong) Frobenius structure of slope 0 . As in Tsuzuki's theorem, they arise from finite $p$-adic representations of the inertia group of a local field of characteristic $p$.

We then prove three versions of the theorem of quasi-unipotence for $q$-difference modules over $\mathcal{R}$ which admit a strong Frobenius structure. We also show that such $q$-difference modules have a confluent weak Frobenius structure.

This gives rise to a canonical functor of "confluence" between such $q$-difference modules $\left(M, \Sigma_{q}\right)$, and differential modules over $\mathcal{R}$ which admit a strong Frobenius structure, which has a canonical quasi-inverse (15.1, 15.2). More precisely, for any such $\left(M, \Sigma_{q}\right)$, there is a canonical sequence of $q^{p^{i s *}}$-difference structures on the $\mathcal{R}$ module $M$ (for fixed $s$ and with $i \rightarrow \infty$, so that $q^{p^{i s}} \rightarrow 1$ ), related to each other by Frobenius, and which converges to a differential structure on $M$.

## PART I

RANK 1

## 1. Generalities on $p$-adic $q$-difference equations of rank 1

### 1.1. The $q$-difference algebra of analytic functions over an annulus

Let $K$ be a field of characteristic zero, complete with respect to a non archimedean absolute value $\left|\mid\right.$, with residue field $k$ of characteristic $p>0$. We denote by $\mathcal{O}_{K}$ its ring of integers and we assume that the absolute value is normalized by $|p|=p^{-1}$.

For any interval $I \subset \mathbb{R} \geqslant 0$ we consider the $K$-algebra $\mathcal{A}_{K}(I)$ of analytic functions with coefficients in $K$ on the annulus $\mathcal{C}_{K}(I)=\{x \in K:|x| \in I\}$ :

$$
\mathcal{A}_{K}(I)=\left\{\sum_{n \in \mathbb{Z}} a_{n} x^{n}: a_{n} \in K ; \lim _{n \rightarrow \pm \infty}\left|a_{n}\right| \rho^{n}=0 \forall \rho \in I\right\} .
$$

We denote by $\mathcal{M}_{K}(I)$ its field of fractions (the field of meromorphic functions on $\left.\mathcal{C}_{K}(I)\right)$, and by $\mathcal{B}_{K}(I)$ the subring of bounded elements of $\mathcal{A}_{K}(I)$. The theory of Newton polygons shows that every invertible analytic function on $\mathcal{C}(I)$ is bounded, so that $\mathcal{A}_{K}(I)^{*}=\mathcal{B}_{K}(I)^{*}$. We will omit the subscript $K$ when there is no ambiguity.

We fix once and for all an element $q \in K$, such that $|1-q|<1$ and that $q$ is not a root of unity. The algebra $\mathcal{A}(I)$ has a natural structure of a $q$-difference algebra. This means that the homeomorphism

$$
\begin{aligned}
\mathcal{C}(I) & \longrightarrow \mathcal{C}(I) \\
x & \longmapsto q x
\end{aligned}
$$

induces a $K$-algebra isomorphism

$$
\begin{aligned}
\sigma_{q}: \mathcal{A}(I) & \longrightarrow \mathcal{A}(I) \\
f(x) & \longmapsto f(q x)
\end{aligned}
$$

Similarly for $\mathcal{M}(I)$ and $\mathcal{B}(I)$.
1.2. The $q$-derivation. - To the operator $\sigma_{q}$ one associates a "twisted derivation" $d_{q}$ defined by

$$
d_{q}(f)(x)=\frac{f(q x)-f(x)}{(q-1) x}
$$

which satisfies the twisted Leibniz Formula:

$$
\begin{equation*}
d_{q}(f g)(x)=f(q x) d_{q}(g)(x)+d_{q}(f)(x) g(x) \tag{1}
\end{equation*}
$$

For any pair of integers $n \geqslant i \geqslant 1$ and any $f, g \in \mathcal{M}(I)$ the $q$-derivation $d_{q}$ verifies:
(2) $d_{q} x^{n}=[n]_{q} x^{n-1}$, where $[n]_{q}=1+q+\cdots+q^{n-1}=\frac{q^{n}-1}{q-1}$;
(3) $\frac{d_{q}^{n}}{[n]_{q}^{!}} x^{i}=\binom{n}{i}_{q} x^{n-i}$, where $[0]_{q}^{!}=1,[n]_{q}^{!}=[n]_{q}[n-1]_{q}^{!}$and $\binom{n}{i}_{q}=\frac{[n]_{q}^{!}}{[i]_{q}^{!}[n-i]_{q}^{!}}$;

$$
\begin{equation*}
d_{q}^{n}(f g)(x)=\sum_{j=0}^{n}\binom{n}{j}_{q} d_{q}^{n-j}(f)\left(q^{j} x\right) d_{q}^{j}(g)(x) \tag{4}
\end{equation*}
$$

1.3. $q$-difference equations. - Let us now consider a $q$-difference equation of rank 1 with coefficients in $\mathcal{M}(I)$ :

$$
\begin{equation*}
y(q x)=a(x) y(x), \quad a(x) \in \mathcal{M}(I) \tag{5}
\end{equation*}
$$

We shall often write (5) in the form

$$
\begin{equation*}
d_{q} y(x)=g(x) y(x), \text { with } g(x)=\frac{a(x)-1}{(q-1) x} . \tag{6}
\end{equation*}
$$

For any $u \in \mathcal{M}(I)^{*}, z(x)=u(x)^{-1} y(x)$ is a solution of the $q$-difference equation

$$
\begin{equation*}
z(q x)=\left[u(q x)^{-1} a(x) u(x)\right] z(x) \tag{7}
\end{equation*}
$$

or equivalently of

$$
\begin{equation*}
d_{q} z(x)=\left[\frac{u(x)}{u(q x)} g(x)+\frac{d_{q} u(x)}{u(q x)}\right] z(x) . \tag{8}
\end{equation*}
$$

We shall say that equations (5) and (7) (or (6) and (8)) are $\mathcal{M}(I)$-equivalent ${ }^{(3)}$.
From (6), one derives the following sequence of equations

$$
d_{q}^{n}(y)(x)=g_{n}(x) y(x),
$$

with $g_{1}(x)=g(x), g_{n+1}(x)=g_{n}(q x) g_{1}(x)+d_{q} g_{n}(x)$. It is convenient to set $g_{0}(x)=1$.
If $g(x)$ is analytic at 0 , then $\sum_{n \geqslant 0} \frac{g_{n}(0)}{[n]_{a}^{!}} x^{n}$ is a formal solution of $y(q x)=a(x) y(x)$.
1.4. Generic points. - In order to apply the technique of generic points, we shall have to use an auxiliary extension of normed fields $\Omega / K$, with the following properties (for the construction of such a field, see for instance [Ro00, §3, 2]):

1) the field $\Omega$ is complete and algebraically closed;
2) the set of values of $\Omega$ is $\mathbb{R} \geqslant 0$;
3) the residue field of $\Omega$ is a transcendental extension of the residue field of $K$.

For any $\rho \in \mathbb{R} \geqslant 0$ the field $\Omega$ contains an element $t_{\rho}$, called a generic point (at distance $\rho$ from 0 ), such that $t_{\rho}$ is transcendent over $K$ and $\left|t_{\rho}\right|=\rho$, so that the norm induced over $K\left(t_{\rho}\right) \subset \Omega$ is defined by

$$
\left|\frac{\sum a_{i} t_{\rho}^{i}}{\sum b_{j} t_{\rho}^{j}}\right|=\frac{\sup _{i}\left|a_{i}\right| \rho^{i}}{\sup _{j}\left|b_{j}\right| \rho^{j}} .
$$

Definition 1.1. For any $\rho \in I$, we call the number

$$
R_{\rho}\left(\sigma_{q}-a(x)\right)=\inf \left(\rho, \liminf _{n \rightarrow \infty}\left|\frac{g_{n}\left(t_{\rho}\right)}{[n]_{q}^{!}}\right|^{-1 / n}\right)
$$

the generic radius of convergence of $y(q x)=a(x) y(x)$ at $t_{\rho}$. We will write simply $R_{\rho}$ when no confusion is possible.

[^1]1.5. Properties of the generic radius of convergence. - The following proposition summarizes some facts about the generic radius of convergence, which are proven in [DV03].

## Proposition 1.2

1) (Twisted Taylor expansion) Let $d_{q} y(x)=g(x) y(x)$ be a q-difference equation with coefficient $g(x) \in \mathcal{M}(I)$ and let $\xi \in \mathcal{C}(I)$. Suppose that $g(x)$ does not have any pole in $q^{\mathbb{N}} \xi$. Then $d_{q} y(x)=g(x) y(x)$ has an analytic solution in a neighborhood of $\xi$ if and only if

$$
R:=\liminf _{n \rightarrow \infty}\left|\frac{g_{n}(\xi)}{[n]_{q}^{!}}\right|^{-1 / n}>|(q-1) \xi|
$$

In that case, the unique analytic solution $y(x)$ of $y(q x)=a(x) y(x)$ in the open disk $D\left(\xi, R^{-}\right)$verifying $y(\xi)=1$ coincides with the sum of the series

$$
\sum_{n \geqslant 0} \frac{g_{n}(\xi)}{[n]_{q}^{!}}(x, \xi)_{n, q}, \quad \text { where }(x, \xi)_{n, q}=(x-\xi)(x-q \xi) \cdots\left(x-q^{n-1} \xi\right)
$$

2) Let $b(x)=u(q x)^{-1} a(x) u(x)$, with $u(x) \in \mathcal{M}(I)^{*}$. Then $R_{\rho}(\sigma-a(x))=$ $R_{\rho}(\sigma-b(x))$ for any $\rho \in I$, i.e., the generic radius of convergence is invariant under $\mathcal{M}(I)$-equivalence.
3) ( $q$-analog of the Dwork-Robba effective bound) If $R_{\rho}>|q-1| \rho$, then

$$
\left|\frac{g_{n}\left(t_{\rho}\right)}{[n]_{q}^{!}}\right| \leqslant \frac{1}{R_{\rho}^{n}}, \text { for any } n \geqslant 1
$$

4) (Transfer to an ordinary disk) Let $g(x)$ be analytic over $D\left(\xi, \rho^{-}\right)$, with $\xi \in K$ and $|\xi| \leqslant \rho$, and let $R_{\rho}>|q-1| \rho$. Then $d_{q} y(x)=g(x) y(x)$ has an analytic solution in the disk $D\left(\xi, R_{\rho}^{-}\right)$. Moreover, the equation $d_{q} y(x)=g(x) y(x)$ has an analytic solution in the disk $D\left(\xi, \rho^{-}\right)$if and only if $R_{\rho}=\rho$.
5) (Transfer to a regular singular disk) Let $a(x) \in \mathcal{A}(] 0,1[)$ and $u(x) \in K \llbracket x \rrbracket$ be a formal power series with coefficients in $K$ such that $u(q x)^{-1} a(x) u(x) \in K$. If $R_{\rho}=\rho$, the series $u(x)$ converges for $|x|<\rho$.

Corollary 1.3. Let $y(q x)=a(x) y(x)$ be a $q$-difference equation with $a(x) \in \mathcal{A}([0,1[)$ (resp. $\mathcal{A}([0,1[) \cap \mathcal{M}([0,1]))$. Then $y(q x)=a(x) y(x)$ has a solution $y(x)$ analytic and bounded in $\mathcal{C}\left(\left[0,1[)\right.\right.$ if and only if $\lim _{\rho \rightarrow 1} R_{\rho}=1$ (resp. $R_{1}=1$ ).

Proof. - Let $a(x) \in \mathcal{A}([0,1[)$. It follows from the assertions in 4) of the previous proposition that the existence of a solution $y(x)$ analytic and bounded over $\mathcal{C}([0,1[)$ implies $R_{\rho}=\rho$ for any $\left.\rho \in\right] 0,1\left[\right.$. Hence we conclude that $\lim _{\rho \rightarrow 1} R_{\rho}=1$.

On the other hand, suppose $\lim _{\rho \rightarrow 1} R_{\rho}=1$. Again. by the assertions of 4), that the formal solution

$$
y(x)=\sum_{n \geqslant 0} \frac{g_{n}(0)}{[n]_{q}^{!}} x^{n}
$$

of $y(q x)=a(x) y(x)$ converges in $D\left(0, R_{\rho}^{-}\right)$for any $\left.\rho \in\right] 0,1[$. This proves that $y(x) \in \mathcal{A}([0,1[)$. Finally statement 3 . implies that

$$
\begin{equation*}
\left|\frac{g_{n}(0)}{[n]_{q}^{!}}\right| \leqslant\left|\frac{g_{n}\left(t_{\rho}\right)}{[n]_{q}^{!}}\right| \leqslant \frac{1}{R_{\rho}^{n}} \tag{9}
\end{equation*}
$$

By letting $\rho$ tend to 1 , one proves that $y(x)$ is bounded.
If $a(x) \in \mathcal{A}\left(\left[0,1[) \cap \mathcal{M}([0,1])\right.\right.$, the generic radius of convergence $R_{1}$ is defined. Assertion 4) of (1.2) states that $y(q x)=a(x) y(x)$ has a solution $y(x) \in \mathcal{A}([0,1[)$ if and only if $R_{1}=1$. Moreover the existence of the analytic solution $y(x) \in \mathcal{A}([0,1[)$ implies that $R_{\rho}=\rho$ for any $\left.\rho \in\right] 0,1[$, therefore the inequality (9) allows to conclude that $y(x)$ is bounded.

It is customary in the theory of $q$-difference equations to assume that the coefficient $a$ is invertible ${ }^{(4)}$. We shall follow this tradition, and consider mostly $q$-difference equations $y(q x)=a(x) y(x)$ with $a(x) \in \mathcal{A}(I)^{*}=\mathcal{B}(I)^{*}$. Written in the form $d_{q}(y)=$ $g y$, this implies that $g \in \mathcal{B}(I)$. Actually most of the time, we shall not only have $g \in \mathcal{B}(I)$ as in the differential case (the logarithmic differential of any element of $\mathcal{A}(I)$ belongs to $\mathcal{B}(I))$, but also $|(q-1) g|_{\mathcal{B}(I)}<1,|a|_{\mathcal{B}(I)}=1$.

## 2. An example: the $q$-exponential function

2.1. The $q$-exponential $e_{q}(x)$. - The power series

$$
e_{q}(x)=\sum_{n \geqslant 0} \frac{x^{n}}{[n]_{q}^{!}}
$$

is a $q$-deformation of the exponential series and satisfies the $q$-difference equation

$$
d_{q} e_{q}=e_{q},
$$

that is to say

$$
e_{q}(q x)=(1+(q-1) x) e_{q}(x)
$$

Proposition 2.1. The series $e_{q}(x)$ has radius of convergence $\prod_{i \geqslant 0}\left|[p]_{q^{p^{i}}}\right|^{1 / p^{i+1}}$.
Proof. - Every positive integer $n$ can be uniquely written in the form $n=p^{s} m+k$, where $m, s, k \in \mathbb{Z}, m$ and $p$ are coprime and $0 \leqslant k \leqslant p-1$. If $k>0$ then $\left|[n]_{q}\right|=$ $\left|q^{p^{*} m}[k]_{q}+\left[p^{s} m\right]_{q}\right|=1$, in fact $\left|[k]_{q}\right|=1$ and $\left|\left[p^{s} m\right]_{q}\right|=\left|[m]_{q^{p^{s}}}\left[p^{s}\right]_{q}\right|<1$. Therefore

$$
\left.\left|[n]_{q}^{!}\right|=\prod_{i=1}^{[n / p]}\left|[p]_{q}[i]_{q^{p}}\right|=\prod_{i \geqslant 0} \mid[p]_{q^{p^{i}}}^{\left[n / p^{i+1}\right.}\right] \mid
$$

[^2]where the product on the right is actually finite. It follows that
$$
\limsup _{n \rightarrow \infty}\left|[n]_{q}^{!}\right|^{1 / n}=\prod_{i \geqslant 0}\left|[p]_{q^{p^{i}}}^{1 / p^{i+1}}\right| .
$$

Proposition 2.2.-. If

$$
\begin{equation*}
\operatorname{dist}\left(a q^{\mathbb{Z}_{p}}, b q^{\mathbb{Z}_{p}}\right)=\min _{\alpha \in \mathbb{Z}_{p}}\left|a-q^{\alpha} b\right|<\text { radius of convergence of } e_{q}(x), \tag{10}
\end{equation*}
$$

the analytic function $e_{q}(a x) / e_{q}(b x)$, with $a, b \in K, a \neq 0 \neq b$, is overconvergent, i.e., it has a radius of convergence $>1$.

Remark 2.3. - Notice that $\exp (a x) / \exp (b x)$, with $a, b \in K$, is overconvergent if and only if $|a-b|<|\pi|$, hence the inequality above is actually a $q$-deformation of the analogous condition in the differential framework.

Proof. - The series $e_{q}(a x) / e_{q}(b x)$ is solution of the $q$-difference equation

$$
y(q x)=\frac{1+(q-1) a x}{1+(q-1) b x} y(x) .
$$

Notice that $\min _{\alpha \in \mathbb{Z}_{\nu}}\left|q^{\alpha} a-b\right|$ is realized for $\alpha \in \mathbb{Z}, \alpha \geqslant 0$, hence, by multiplying $e_{q}(a x) / e_{q}(b x)$ by $(1,(q-1) a x)_{\alpha, q}$, we can assume that $\min _{\alpha \in \mathbb{Z}_{p}}\left|a-q^{\alpha} b\right|=|a-b|$. Observing that for any integer $n \geqslant 1$

$$
d_{q}(1,(q-1) b x)_{n, q}=\left(q^{n}-1\right) b(1,(q-1) b q x)_{n-1, q},
$$

one verifies by induction that the series $e_{q}(a x) / e_{q}(b x)$ is solution of

$$
d_{q}^{n} y(x)=\frac{(a, b)_{n, q}}{(1,(q-1) b x)_{n, q}} y(x) .
$$

This proves that

$$
\frac{e_{q}(a x)}{e_{q}(b x)}=\sum_{n \geqslant 0} \frac{(a, b)_{n, q}}{[n]_{q}^{!}} x^{n} .
$$

Let $r\left(e_{q}(x)\right)$ be the radius of convergence of $e_{q}(x)$. The condition $|a-b|<r\left(e_{q}(x)\right)$ implies that

$$
\limsup _{n \rightarrow \infty}\left|\frac{(a, b)_{n, q}}{[n]_{q}^{!}}\right|^{1 / n}=\frac{1}{r\left(e_{q}(x)\right)} \limsup _{n \rightarrow \infty}\left|\prod_{i=0}^{n-1}\left(a-b q^{i}\right)\right|^{1 / n}<1 .
$$

2.2. The analytic function $\log e_{q}(x)$. - If $\left|e_{q}(x)-1\right|<1$, it makes sense to consider the analytic function $L_{q}(x)=\log e_{q}(x)$. From the $q$-difference equation satisfied by $e_{q}$, one derives immediately the equation:

$$
L_{q}(q x)=L_{q}(x)+\log (1+(q-1) x),
$$

which can be rewritten in the form

$$
d_{q} L_{q}(x)=\sum_{n \geqslant 0}(-1)^{n}(q-1)^{n} \frac{x^{n}}{n+1} .
$$

We find that the analytic function $L_{q}(x)$ has the (well-known ${ }^{(5)}$ ) expansion (cf. $[\mathbf{H L} 46, \S 2],[\mathbf{Q}]$ ):

$$
L_{q}(x)=\sum_{n \geqslant 1} \frac{(-1)^{n-1}(q-1)^{n-1}}{[n]_{q} n} x^{n} .
$$

## Proposition 2.4

1) The series $L_{q}(x)$ converges for $|x|<|q-1|^{-1}$.
2) If $|x|<\frac{|p|^{1 /(p-1)}}{|q-1|} \sup \left(|p|^{1 /(p-1)},|q-1|\right)$, then $\left|L_{q}(x)\right|<|x|$.

## Proof

1) It is enough to notice that

$$
\liminf _{n \rightarrow \infty}\left|\frac{(q-1)^{n-1}}{[n]_{q} n}\right|^{-1 / n}=\frac{1}{|q-1|} \liminf _{n \rightarrow \infty}\left|n^{2} \log q\right|^{1 / n}=\frac{1}{|q-1|}
$$

2) Since $L_{q}(x)=x\left(1+\sum_{n \geqslant 1} \frac{(-1)^{n}(q-1)^{n}}{[n+1]_{q}(n+1)} x^{n}\right)$, we have to prove that $|x|<$ $\frac{|p|^{1 /(p-1)}}{|q-1|} \sup \left(|p|^{1 /(p-1)},|q-1|\right)$ implies

$$
\sup _{n \geqslant 1}\left|\frac{(q-1)^{n}}{[n+1]_{q}(n+1)} x^{n}\right|<1 .
$$

This follows from the inequalities $|p|^{1 /(p-1)} \leqslant|n+1|^{1 / n}$ and $\sup \left(|p|^{1 /(p-1)},|q-1|\right) \leqslant$ $\left|[n+1]_{q}\right|^{1 / n}$.

In the sequel of this section, we assume that $K$ contains the $p$-th roots of unity. It then also contains $p-1$ distinct non zero roots of the equation $\pi^{p}=-p \pi$. One picks one of them and denotes it by $\pi$ (Dwork's constant). Notice that $|\pi|=|p|^{1 /(p-1)}$.
Corollary 2.5. If $|q-1|<|\pi|$, the series $e_{q}(\pi x) / \exp (\pi x)$ is overconvergent.
Proof. - Let us consider the series

$$
L_{q}(\pi x)=\pi x+\sum_{n \geqslant 2}(-1)^{n-1} \frac{(1-q)^{n-1}}{[n]_{q} n} \pi^{n} x^{n}
$$

Notice that the assumption $|q-1|<|\pi|$ implies $\left|[n]_{q}\right|=|n|$. For $n=2, \ldots, p-1$ and $|x|<|\pi(q-1)|^{-1 / 2}$ the following inequality holds:

$$
\left|\frac{(1-q)^{n-1}}{[n]_{q} n} \pi^{n} x^{n}\right|<|\pi|
$$

On the other hand, for $n \geqslant p$ and $|x|<|q-1|^{-1}|\pi|^{1 / 2} \leqslant|q-1|^{-1}|\pi|^{-(n-3) / n}$ we have

$$
\left|\frac{(1-q)^{n-1}}{[n]_{q} n} \pi^{n} x^{n}\right|=\left|\frac{(q-1)^{n} \pi^{n}}{n^{2}} x^{n}\right|<|\pi| .
$$

${ }^{(5)}$ the complex analog is essentially the quantum dilogarithm

We conclude that there exists $\varepsilon>0$ such that for $|x|<1+\varepsilon$ we have $\left|L_{q}(\pi x)-\pi x\right|<|\pi|$. Hence the series $e_{q}(\pi x) / \exp (\pi x)=\exp \left(L_{q}(\pi x)-\pi x\right)$ is analytic for $|x|<1+\varepsilon$.

### 2.3. Overconvergent solutions of ordinary $q$-difference equation at 0

In this subsection we are going to use the analytic function $L_{q}$ to construct an overconvergent solution of a linear $q$-difference equation of rank 1 , under a suitable hypothesis.

Lemma 2.6. - Let $y(q x)=a(x) y(x)$ be a q-difference equation such that $a(x)$ is an analytic function at 0 , with $a(0)=1$. Then write $a(x)$ as an infinite product $\prod_{i \geqslant 1}\left(1+\mu_{i} x^{i}\right)$. If there exists $\varepsilon>0$ such that

$$
\sup _{i \geqslant 1} \frac{\left|\mu_{i}\right|}{\left|q^{i}-1\right|}(1+\varepsilon)^{i}<|\pi|
$$

then the infinite product

$$
\prod_{i \geqslant 1} e_{q^{i}}\left(\frac{\mu_{i}}{q^{i}-1} x^{i}\right)
$$

converges to an overconvergent solution of $y(q x)=a(x) y(x)$.
Proof. - Since

$$
\frac{\left|\mu_{i}\right|}{\left|q^{i}-1\right|}(1+\varepsilon)^{i}<|\pi| \frac{\sup \left(|\pi|,\left|q^{i}-1\right|\right)}{\left|q^{i}-1\right|} \quad \text { for any } i \geqslant 1
$$

we have

$$
\sup _{|x|<1+\varepsilon}\left|L_{q^{i}}\left(\frac{\mu_{i} x^{i}}{q^{i}-1}\right)\right|<\sup _{|x|<1+\varepsilon}\left|\frac{\mu_{i} x^{i}}{q^{i}-1}\right|<|\pi| .
$$

It follows that

$$
z(x)=\sum_{i \geqslant 1} L_{q^{i}}\left(\frac{\mu_{i} x^{i}}{q^{i}-1}\right)
$$

is an analytic function for $|x|<1+\varepsilon$ and that $\sup _{|x|<1+\varepsilon}|z(x)|<|\pi|$. We conclude that

$$
\exp z(x)=\prod_{i \geqslant 1} e_{q^{i}}\left(\frac{\mu_{i} x^{i}}{q^{i}-1}\right)
$$

is an overconvergent solution of $y(q x)=a(x) y(x)$.
Proposition 2.7.-Let $y(q x)=a(x) y(x)$ be a $q$-difference equation such that $a(x)=$ $\prod_{i \geqslant 1}\left(1+\mu_{i} x^{i}\right)$ is an overconvergent analytic function. Then there exists a positive integer $M$ and a positive real number $\varepsilon$ such that $y(q x)=a(x) y(x)$ is $\mathcal{M}([0,1+\varepsilon[)$ equivalent to

$$
y(q x)=\prod_{i=1}^{M}\left(1+\mu_{i} x^{i}\right) y(x)
$$

Proof. - Since $a(x)$ is overconvergent there exists a positive integer $M$ and a real number $\varepsilon>0$ such that $\left|\mu_{i}\right|>(1+\varepsilon)^{i}$ for any $i>M$. Let $0<\varepsilon^{\prime}<\varepsilon$. For any $|x| \leqslant 1+\varepsilon^{\prime}<1+\varepsilon$ we have

$$
\lim _{i \rightarrow \infty} \frac{(1+\varepsilon)^{i}\left|x^{i}\right|}{\left|\left(q^{i}-1\right)\right|}=0
$$

Let us fix an integer $M>0$ such that

$$
\sup _{i>M \mid} \sup _{|x|<1+\varepsilon^{\prime}} \frac{(1+\varepsilon)^{i}\left|x^{i}\right|}{\left|\left(q^{i}-1\right)\right|}<|\pi|
$$

and set

$$
\widetilde{a}(x)=\prod_{i>M}\left(1+\frac{\mu_{i}}{x^{i}}\right)
$$

It follows from the previous lemma that there exists $u(x) \in \mathcal{A}\left(\left[0,1+\varepsilon^{\prime}[)\right.\right.$ such that $u(q x)=\widetilde{a}(x) u(x)$, i.e., such that $\frac{u(q x)}{u(x)} a(x)=\prod_{i=1}^{M}\left(1+\mu_{i} x^{i}\right)$.

## 3. Solvability (at the boundary)

Recall that the Robba ring $\mathcal{R}=\mathcal{R}_{x}=\mathcal{R}_{K, x}$ is the ring

$$
\mathcal{R}=\cup_{\varepsilon>0} \mathcal{A}(] 1-\varepsilon, 1[)
$$

of analytic functions on some thin annulus with the unit circle as outer boundary.
The subring

$$
\mathcal{E}^{\dagger}=\mathcal{E}_{x}^{\dagger}=\mathcal{E}_{K, x}^{\dagger}=\cup_{\varepsilon>0} \mathcal{B}(] 1-\varepsilon, 1[)
$$

of bounded functions is endowed with the sup-norm $\left|\sum a_{n} x^{n}\right|_{\mathcal{E}^{\dagger}}=\sup \left|a_{n}\right|$ (caution: this is not a Banach ring). If the valuation of $K$ is discrete, this is a Henselian field, with residue field $k((x))$.

We introduce the subrings

$$
\mathcal{B}=\mathcal{B}_{x}=\mathcal{A}\left(\left[0,1[) \cap \mathcal{E}^{\dagger}, \quad \mathcal{H}^{\dagger}=\mathcal{H}_{x}^{\dagger}=\cup_{\varepsilon>0} \mathcal{A}(] 1-\varepsilon, \infty\right]\right)
$$

(on which the restriction of $\left|\left.\right|_{\mathcal{E}^{\dagger}}\right.$ is the sup-norm, according to the principle of the maximum).

In this section, we begin the study of $q$-difference equations $y(q x)=a(x) y(x)$ with $a(x) \in \mathcal{R}^{*}=\left(\mathcal{E}^{\dagger}\right)^{*}$.

By iteration of the operator $d_{q}$, we deduce from the $q$-difference equation $y(q x)=$ $a(x) y(x)$ a sequence of equations

$$
d_{q}^{n} y(x)=g_{n}(x) y(x)
$$

with $g_{n}(x) \in \mathcal{E}^{\dagger}$ and $g_{0}(x)=1$. Since $a(x) \in \mathcal{B}(] 1-\varepsilon, 1[)$ for some $\varepsilon>0$, it makes sense to consider $R_{\rho}\left(\sigma_{q}-a(x)\right)$ for $\left.\rho \in\right] 1-\varepsilon, 1[$.

Definition 3.1. The equation $y(q x)=a(x) y(x)$, with $a(x) \in \mathcal{E}^{\dagger}$, is said to be solvable ${ }^{(6)}$ (at the outer boundary) if

$$
\lim _{\rho \rightarrow 1} R_{\rho}\left(\sigma_{q}-a(x)\right)=1
$$

Remark 3.2. It follows immediately from (1.2) that solvability is invariant under $\mathcal{E}^{\dagger}$-equivalence.

One can define the notion of solvability without using the generic radius of convergence:

Lemma 3.3. $\quad \lim _{\rho \rightarrow 1} R_{\rho}=\inf \left(1, \liminf _{n \rightarrow \infty}\left|\frac{g_{n}(x)}{[n]_{q}}\right|_{\mathcal{E}^{\dagger}}^{-1 / n}\right)$.
Proof ${ }^{(7)}$. - Let us set

$$
R_{\mathcal{E}^{\dagger}}=\inf \left(1, \liminf _{n \rightarrow \infty}\left|\frac{g_{n}(x)}{[n]_{q}^{!}}\right|_{\mathcal{E}^{\dagger}}^{-1 / n}\right)
$$

Notice that for any $\rho \in] 1-\varepsilon, 1[$, we have

$$
R_{\rho}=\liminf _{n \rightarrow \infty}\left(\sup _{0 \leqslant s \leqslant n}\left|\frac{g_{n}\left(t_{\rho}\right)}{[n]_{q}^{!}}\right|\right)^{-1 / n} \text { and } R_{\mathcal{E}^{\dagger}}=\liminf _{n \rightarrow \infty}\left(\sup _{0 \leqslant s \leqslant n}\left|\frac{g_{n}(x)}{[n]_{q}^{!}}\right|_{\mathcal{E}^{\dagger}}\right)^{-1 / n} .
$$

Moreover $(c f .[\mathbf{C D 9 4}, 2.1]) h_{\rho}(n)=\sup _{0 \leqslant s \leqslant n}\left|g_{n}\left(t_{\rho}\right) /[n]_{q}^{!}\right|$is a continuous function of $\rho$ and

$$
\lim _{\rho \rightarrow 1} h_{\rho}(n)=\sup _{0 \leqslant s \leqslant n}\left|\frac{g_{n}(x)}{[n]_{q}^{!}}\right|_{\mathcal{E}^{\dagger}},
$$

hence it is enough to prove the uniform convergence of the sequence $h_{\rho}(n)^{1 / n}$.
The proof of [DV02, 4.2.7] actually shows that for any positive integers $N \geqslant n>$ $s \geqslant 0$ such that $N=[N / n] n+s$, the $h_{\rho}(n)$ 's verify the inequality

$$
h_{\rho}(N)^{1 / N} \leqslant h_{\rho}(n)^{(1 / n)+(1 / N)}\left|\frac{[N]_{q}!}{\left([n]_{q}!\right)^{[N / n]}[s]_{q}!}\right|^{-1 / N} .
$$

Hence, letting $N \rightarrow \infty$, we obtain

$$
\frac{1}{R_{\rho}} \leqslant h_{\rho}(n)^{1 / n}\left(\left|[n]_{q}^{!}\right|^{1 / n} \lim _{N \rightarrow \infty}\left|[N]_{q}^{!}\right|^{-1 / N}\right) .
$$

[^3]It follows from (1.2) that

$$
\frac{1}{R_{\rho}}\left(\left|[n]_{q}^{!}\right|^{-1 / n} \lim _{N \rightarrow \infty}\left|[N]_{q}^{!}\right|^{1 / N}\right) \leqslant h_{\rho}(n)^{1 / n} \leqslant \frac{1}{R_{p}}
$$

which finishes the proof.

## 4. A characterization of solvability

The following characterization of solvability is a $q$-analog of a result by Dwork and Robba [DR77, 5.4] and will be used to prove that solvable $q$-difference equations of rank 1 are $\mathcal{E}^{\dagger}$-equivalent to solvable $q$-difference equations with coefficients in $K^{\prime}[1 / x]$.

Proposition 4.1. Let $\Omega / K$ be the extension introduced in subsection 1.4. The following assertions are equivalent:

1) The $q$-difference equation $y(q x)=a(x) y(x), a(x) \in \mathcal{E}^{\dagger}$, is solvable.
2) There erists a sequence $R_{n}(x) \in \mathcal{E}_{\Omega}^{\dagger}$. such that

$$
\lim _{n \rightarrow \infty}\left|\frac{R_{n}(q x)}{R_{n}(x)}-a(x)\right|_{\mathcal{E}_{s_{2}}^{\dagger}}=0
$$

3) There exists a sequence $R_{n}(x) \in \mathcal{E}_{\Omega 2}^{\dagger}$ such that

$$
\lim _{n \rightarrow \infty}\left|\frac{d_{q}\left(R_{n}\right)(x)}{R_{n}(x)}-g(x)\right|_{\mathcal{E}_{2}^{\dagger}}=0, \quad \text { where } g(x)=\frac{a(x)-1}{(q-1) x} .
$$

Proof. The equivalence between 2. and 3. is straightforward.
Let us prove that 3. implies 1. We set $g_{1}(x)=g(x)$ and $g_{N+1}(x)=d_{q} g_{N}(x)+$ $g_{1}(x) g_{N}(q x)$ and we fix $\left.\varepsilon \in\right] 0$. $1[$ and $n>0$. We claim that if the inequality

$$
\left|\frac{d_{q}\left(R_{n}\right)(x)}{R_{n}(x)}-g(x)\right|_{\varepsilon_{z}^{\dagger}} \leqslant \varepsilon
$$

is satisfied then we have

$$
\left|\frac{d_{q}^{N}\left(R_{n}\right)(x)}{R_{n}(x)}-g_{N}(x)\right|_{\mathcal{E}_{s 2}^{\dagger}} \leqslant \varepsilon \text { for any } N \geqslant 1
$$

We prove our claim by induction. In fact, it follows from proposition 1.2 that

$$
\left|\frac{d_{q}^{N}\left(R_{n}\right)(x)}{R_{n}(x)}\right|_{\mathcal{E}_{52}^{\dagger}} \leqslant\left|[N]_{q}^{!}\right|
$$

and hence that $\left|g_{N}(x)\right|_{\mathcal{E}^{\dagger}} \leqslant 1$. Therefore, recursively, one obtains:

$$
\begin{aligned}
\mid d_{q}^{N+1} & \left(R_{n}\right)(x)-\left.g_{N+1}(x) R_{n}(x)\right|_{\mathcal{E}_{s 2}^{\dagger}} \\
& =\left|d_{q}\left(d_{q}^{N}\left(R_{n}\right)(x)-g_{N}(x) R_{n}(x)\right)+g_{N}(q x)\left(d_{q}\left(R_{n}\right)(x)-g_{1}(x) R_{n}(x)\right)\right|_{\mathcal{E}_{s 2}^{\dagger}} \\
& \leqslant \sup \left(\left|d_{q}^{N}\left(R_{n}\right)(x)-g_{N}(x) R_{n}(x)\right|_{\mathcal{E}_{s 2}^{\dagger}},\left|g_{N}(q x)\left(d_{q}\left(R_{n}\right)(x)-g_{1}(x) R_{n}(x)\right)\right|_{\mathcal{E}_{s 2}^{\dagger}}\right) \\
& \leqslant \varepsilon\left|R_{n}(x)\right|_{\mathcal{E}_{s 2}^{\dagger}} .
\end{aligned}
$$

Let us fix $N>0$ and let $\varepsilon<\left|[N]_{q}^{!}\right|$. Then there exists $n \gg 0$, depending on $N$, such that

$$
\left|\frac{g_{N}(x)}{[N]_{q}^{!}}\right|_{\mathcal{E}_{52}^{\dagger}} \leqslant \sup \left(\left|\frac{d_{q}^{N}\left(R_{n}\right)(x)}{[N]_{q}^{!} R_{n}(x)}-\frac{g_{N}(x)}{[N]_{q}^{!}}\right|_{\mathcal{E}_{52}^{\dagger}} \cdot\left|\frac{d_{q}^{N} R_{n}(x)}{[N]_{q}^{!} R_{n}(x)}\right|_{\mathcal{E}_{52}^{\dagger}}\right) \leqslant \sup \left(\frac{\varepsilon}{[N]_{q}^{!}} \cdot 1\right) \leqslant 1
$$

which implies that $y(q x)=a(x) y(x)$ is solvable.
Let us now prove that 1 . implies 3 . Let us consider the sequence of elements of $\mathcal{E}^{\dagger}$ :

$$
\beta_{0}=1, \beta_{1}(x)=-g(x) \cdot \beta_{N+1}(q x)=d_{q} \beta_{N}(x)+\beta_{1}(x) \beta_{N}(x)
$$

We choose a generic point $t_{1} \in \Omega$ such that $\left|t_{1}\right|=1$ and we set

$$
R_{n}(x)=\sum_{N=0}^{n} \frac{\beta_{N}(x)}{[N]_{q}^{!}}\left(x, t_{1}\right)_{N, q} \in \mathcal{E}^{\dagger}\left[t_{1}\right] \subset \mathcal{E}_{\Omega 2}^{\dagger}, \quad \text { for any } n \geqslant 1
$$

Notice that $R_{n}(x)$ satisfies the inhomogeneons $q$-difference equation

$$
\begin{aligned}
& d_{q} R_{n}(x)-g(x) R_{n}(x) \\
& \quad=\sum_{N=0}^{n} \frac{d_{q} \beta_{N}(x)+\beta_{1}(x) \beta_{N}(x)}{[N]_{q}^{!}}\left(x, t_{1}\right)_{N . q}-\sum_{N=1}^{n} \frac{\beta_{N}(q x)}{[N-1]_{q}^{!}}\left(x, t_{1}\right)_{N-1, q} \\
& \quad=[n+1]_{q} \frac{\beta \beta_{n}(x)}{[n]_{q}^{!}}\left(x . t_{1}\right)_{n-1 . q} .
\end{aligned}
$$

The following lemma allows to conclude the proof by considering the subsequence $\left(R_{p^{n-1}}(x)\right)_{n \in \mathbb{Z}_{>0}}$.

Lemma 4.2. $\left|\beta_{n \prime}(x) /[n]_{l_{1}}^{!}\right|_{\mathcal{E}^{\dagger}} \leqslant\left|R_{n}(x)\right|_{\mathcal{E}_{2,2}^{\dagger}}$.
Proof. Consider the polynomial ring $\mathcal{E}^{\dagger}[z]$. We have an embedding of valued $K_{\text {- }}$ $\operatorname{algebras}\left(\mathcal{E}^{\dagger},| |_{\mathcal{E}^{\dagger}}\right) \subset\left(\mathcal{E}^{\dagger}[z] .| |_{\mathcal{E}^{\dagger}, z}\right)$. where $\left|\left.\right|_{\mathcal{E}^{\dagger}, z}\right.$ is defined by

$$
\left|\sum_{i} a_{i}(. x) z^{i}\right|_{\mathcal{E}^{\dagger}, z}=\sup _{i}\left|a_{i}(x)\right|_{\mathcal{E}^{\dagger}}, \quad \text { for any } \sum_{i} a_{i}(x) z^{i} \in \mathcal{E}^{\dagger}[z] .
$$

Let $d_{q, z}$ be a $q$-difference derivation acting on $\mathcal{E}^{\dagger}[z]$, in the following way

$$
d_{q, z}\left(\sum_{i \geqslant 0} a_{i}(x) z^{i}\right)=\sum_{i \geqslant 1} a_{i}(x)[i]_{q} z^{i-1} . \quad \text { for any } \sum_{i \geqslant 0} a_{i}(x) z^{i} \in \mathcal{E}^{\dagger}[z]
$$

Observe that

$$
\left|\frac{d_{q, z}^{n}}{[n]_{q}^{!}}\left(\sum_{i \geqslant 0} a_{i}(x) z^{i}\right)\right|_{\mathcal{E}^{\dagger}, z} \leqslant\left|\sum_{i \geqslant 0} a_{i}(x) z^{i}\right|_{\mathcal{E}^{\dagger}, z}
$$

and that

$$
\left|\sum_{i \geqslant 0} a_{i}(x) z^{i}\right|_{\mathcal{E}^{\dagger}, z}=\left|\sum_{i \geqslant 0} a_{i}(. x) t_{1}^{i}\right|_{\mathcal{E}_{s 2}^{\dagger}} .
$$

We set $R_{n}(x, z)=\sum_{N=0}^{n} \frac{B_{N}(x)}{[N]_{q}^{!}}(x, z)_{N . q} \in \mathcal{E}^{\dagger}[z]$. Since

$$
\frac{d_{q, z}^{n}}{[n]_{q}^{!}}(x, z)_{N \cdot q}= \begin{cases}0 & \text { for any pair of integers } n>N>0 \\ (-1)^{n} q^{n(n-1) / 2} & \text { if } n=N\end{cases}
$$

we conclude that

$$
\left|\frac{\beta_{n}(x)}{[n]_{q}^{!}}\right|_{\mathcal{E}^{\dagger}}=\left|\frac{d_{q, z}^{n}\left(R_{n}\right)}{[n]_{q}^{!}}(x, z)\right|_{\mathcal{E}^{\dagger}, z} \leqslant\left|R_{n}(x, z)\right|_{\mathcal{E}^{\dagger}, z}=\left|R_{n}\left(x, t_{1}\right)\right|_{\mathcal{E}_{s 2}^{\dagger}} .
$$

Remark 4.3. Notice that if $g(x) \in K[x]$ then $R_{n}(x) \in \Omega[x]$.

### 4.1. Solvability of $q$-difference equations with constant coefficients

Corollary 4.4. - The $q$-difference equation $y(q x)=a y(x)$, with constant coefficient $a \in K$, is solvable if and only if $a \in q^{\mathbb{Z}_{p}}$.

Proof. - It follows from proposition 4.1 and remark 4.3 that $y(q x)=a y(x)$ is solvable if and only if $a$ is the limit in $\mathcal{E}_{\Omega}^{\dagger}$ of a sequence $R_{n}(q x) R_{n}(x)^{-1}$, with $R_{n}(x) \in \Omega[x]$. Therefore if $y(q x)=a y(x)$ is solvable, the coefficient $a$ is the limit of a sequence in $q^{\mathbb{Z}}$, i.e., $a \in q^{\mathbb{Z}_{p}}$. Conversely, if $a=q^{\alpha}$ with $\alpha \in \mathbb{Z}_{p}$, then there exists a sequence of integers $\alpha_{n} \in \mathbb{Z}$ such that $\alpha_{n} \rightarrow \alpha$ and hence that $\left|\frac{(q x)^{\alpha_{n}}}{x^{\alpha_{n}}}-a\right|_{\mathcal{E}^{\dagger}} \rightarrow 0$.

Remark 4.5. By induction on $n \geqslant 1$ (cf. [DV03, 1.2.4]), one can prove that the solutions of the equation $y(q x)=a y(x)$ are necessarily solutions of the sequence of equations:

$$
\frac{d_{q}^{n}}{[n]_{q}^{!}} y(x)=\frac{(a-1)(a-q) \cdots\left(a-q^{n-1}\right)}{(q-1)\left(q^{2}-1\right) \cdots\left(q^{n}-1\right) q^{n(n-1) / 2} x^{n}} y(x) .
$$

Therefore the previous corollary implies that the series

$$
\begin{equation*}
\sum_{n \geqslant 0} \frac{(a-1)(a-q) \cdots\left(a-q^{n-1}\right)}{(q-1)\left(q^{2}-1\right) \cdots\left(q^{n}-1\right)} x^{n} \tag{11}
\end{equation*}
$$

has radius of convergence 1 if and only if $a \in q^{\mathbb{Z}_{p}}$, generalizing [DV03, 8.2], where the radius of convergence of (11) was calculated under the assumption $|1-q|<|p|^{1 /(p-1)}$. This should allow to drop the assumption $|q-1|<|\pi|$ in $[\mathbf{D V 0 3}, \S 3]$.
4.2. Solvability of $q$-difference equations meromorphic at zero. - The next corollary concerns rank $1 q$-difference equations whose coefficient has at worst a pole at 0 and is analytic in $\mathcal{C}(] 0,1[)$.

Corollary 4.6. Consider a solvable q-difference equation $y(q x)=a(x) y(x)$, with $x^{N} a(x) \in \mathcal{B}$ for some positive integer $N$. Let $a_{\infty}(x) \in K(x)$ be a rational function such that all the finite zeros and poles of $a_{\infty}(x)$ are in $\mathcal{C}\left(\left[0,1[)\right.\right.$, and that $a(x) / a_{\infty}(x)$ is an invertible analytic function in $\mathcal{B}$ having value 1 at 0 . Then the q-difference equations $y(q x)=a_{\infty}(x) y(x)$ and $y(q x)=\frac{a(x)}{a_{\times}(x)} y(x)$ are both solvable.

Proof. - It follows from (4.1) and its proof that there exists a sequence $R_{n}(x) \in$ $\mathcal{E}_{\Omega}^{\dagger} \cap \mathcal{A}_{\Omega}(] 0,1[)$ such that

$$
\lim _{n \rightarrow \infty}\left|\frac{R_{n}(q x)}{R_{n}(x)}-a(x)\right|_{\mathcal{E}_{\Omega 2}^{\dagger}}=0
$$

Let $G_{n}(x) \in \Omega(x)$ be a rational function such that $R_{n}(x) / G_{n}(x)$ is an invertible analytic function over $\mathcal{C}([0,1[)$, having value 1 at 0 , and that all the poles and zeros of $G_{n}(x)$ are in $\mathcal{C}\left(\left[0,1[) \cup\{\infty\}\right.\right.$. Hence the Taylor expansion at $\infty$ of $G_{n}(q x) / G_{n}(x)$ defines an invertible element of $\mathcal{H}_{\Omega 2}^{\dagger}$ and $\left|G_{n}(q x) / G_{n}(x)\right|_{\mathcal{E}_{2}^{\dagger}}=1$. Then,

$$
\begin{aligned}
& \left|\frac{R_{n}(q x)}{R_{n}(x)}-a(x)\right|_{\mathcal{E}_{22}^{\dagger}} \\
& =\left|\left(\frac{R_{n}(q x) G_{n}(x)}{R_{n}(x) G_{n}(q x)}-\frac{a(x)}{a_{\infty}(x)}\right) \frac{G_{n}(q x)}{G_{n}(x)}+\frac{a(x)}{a_{\infty}(x)}\left(\frac{G_{n}(q x)}{G_{n}(x)}-a_{\infty}(x)\right)\right|_{\mathcal{E}_{12}^{\dagger}} \\
& =\left|\frac{a(x)}{a_{\infty}(x)}\right|_{\mathcal{E}_{s_{2}}^{\dagger}}\left|\left(\frac{R_{n}(q x) G_{n}(x)}{R_{n}(x) G_{n}(q x)}-\frac{a(x)}{a_{\infty}(x)}\right) \frac{a_{\infty}(x)}{a(x)}+\frac{G_{n}(x)}{G_{n}(q x)}\left(\frac{G_{n}(q x)}{G_{n}(x)}-a_{\infty}(x)\right)\right|_{\mathcal{E}_{\Omega 2}} .
\end{aligned}
$$

Since $\left(\frac{R_{n}(q x) G_{n}(x)}{R_{n}(x) G_{n}(q x)}-\frac{a(x)}{a_{\infty}(x)}\right) \frac{a_{\infty}(x)}{a(x)} \in x \mathcal{B}$ and $\frac{G_{n}(x)}{G_{n}(q x)}\left(\frac{G_{n}(q x)}{G_{n}(x)}-a_{\infty}(x)\right) \in \mathcal{H}^{\dagger}$ we obtain the equality

$$
\left|\frac{R_{n}(q x)}{R_{n}(x)}-a(x)\right|_{\mathcal{E}_{s 2}^{\dagger}}=\sup \left(\left|\frac{R_{n}(q x) G_{n}(x)}{R_{n}(x) G_{n}(q x)}-\frac{a(x)}{a_{x}(x)}\right|_{\mathcal{E}_{2}^{\dagger}},\left|\frac{G_{n}(q x)}{G_{n}(x)}-a_{\infty}(x)\right|_{\mathcal{E}_{2}^{\dagger}}\right) .
$$

By proposition 4.1 we conclude that both $y(q x)=a_{\infty}(x) y(x)$ and $y(q x)=\frac{a(x)}{a_{x}(x)} y(x)$ are solvable $q$-difference equations.

## 5. Reduction to the case of $q$-difference equations with polynomial coefficient

In $[\mathbf{R 8 5}]$, Robba has shown that any rank one differential equation over $\mathcal{E}^{\dagger}$ is equivalent to a differential equation with coefficient in $K[1 / x]^{(8)}$. His method uses a kind of additive decomposition of the coefficient (using logarithmic derivatives) and cannot be translates into the $q$-difference context. In this section we prove a $q$-analog of Robba's result using a kind of multiplicative decomposition of the coefficient.

Proposition 5.1.-A Any solvable $q$-difference equation $y(q x)=a(x) y(x)$, with $a(x) \in \mathcal{E}^{\dagger}$, is $\mathcal{E}^{\dagger}$-equivalent to a solvable $q$-difference equation of the form

$$
\begin{equation*}
y(q x)=q^{l_{0}} \prod_{i=1}^{M}\left(1+\frac{\mu_{i}}{x^{i}}\right) y(x) \tag{12}
\end{equation*}
$$

where $l_{0} \in \mathbb{Z}_{p}, M$ is a positive integer, $\mu_{i} \in K$ and $\left|\mu_{i}\right| \leqslant|q-1|$ for $i=1, \ldots, M$.
Proof. -- The proof is divided into several steps.

[^4]Step 0. - There exists an unique multiplicative decomposition

$$
a(x)=\frac{\lambda}{x^{N}} l(x) m(x)
$$

of $a(x)$ in $\mathcal{E}^{\dagger}$ such that

- $\lambda \in K, \lambda \neq 0$;
- $N \in \mathbb{Z}$;
$-l(x)$ is an invertible analytic function in $1+x \mathcal{B}$;
- $m(x)$ is invertible function in $1+\frac{1}{x} \mathcal{H}^{\dagger}$.

Proof of Step 0. $\quad$ [CM02, 6.5] and [C81a].
Step 1. - The $q$-difference equation $y(q x)=a(x) y(x)$ is $\mathcal{H}^{\dagger}$-equivalent to a $q$ difference equation of the form

$$
\begin{equation*}
y(q x)=\frac{\lambda}{x^{N}} l(x) \prod_{i=1}^{M}\left(1+\frac{\mu_{i}}{x^{i}}\right) y(x) \tag{13}
\end{equation*}
$$

where $\lambda \in K, \lambda \neq 0, N, M \in \mathbb{Z}, M>0 . \mu_{i} \in K$ for any $i=1, \ldots . M$ and $l(x)$ is an invertible analytic function in $1+x \mathcal{B}$.

Proof of Step 1. - The analytic function $m(x) \in \mathcal{H}^{\dagger}$. considered in Step 0, can be uniquely written as a convergent infinite product

$$
\begin{equation*}
m(x)=\prod_{i=1}^{\infty}\left(1+\frac{\mu_{i}}{x^{i}}\right) \tag{14}
\end{equation*}
$$

It follows from proposition 2.7 that there exists $z(x) \in \mathcal{H}^{\dagger}$ such that $z(q x)=\widetilde{m}(x) z(x)$ and hence that $\frac{z(q \cdot x)}{z(x)} a(x)$ has the form (13).

Step 2. The equation (13) is $\mathcal{B}$-equivalent to the solvable $q$-difference equation

$$
\begin{equation*}
y(q x)=\frac{\lambda}{x^{N}} \prod_{i=1}^{M I}\left(1+\frac{\mu_{i}}{x^{i}}\right) y(x) \tag{15}
\end{equation*}
$$

with $\lambda \in K, \lambda \neq 0, N . M \in \mathbb{Z}, M>0$ and $\left|\mu_{i}\right|<1$ for any $i=1, \ldots . M$.
Proof of Step 2. - Let us write $l(x)$ as an infinite convergent product

$$
l(x)=\prod_{i=1}^{\infty}\left(1+\lambda_{i} \cdot x^{i}\right)
$$

Since $l(x)$ does not have any zero in $\mathcal{C}\left(\left[0,1[)\right.\right.$, we have $\left|\lambda_{i}\right| \leqslant 1$ for any $i>0$. As far as the $\mu_{i}$ s are concerned, it is enough to recall that the analytic function $m(x)$ (cf. (14)) is invertible in $\mathcal{H}^{\dagger}$ to conclude that $\left|\mu_{i}\right|<1$ for any $i=1 \ldots, M$. Hence it follows from (4.6) that the $q$-difference equations

$$
\begin{equation*}
y(q x)=\prod_{i=1}^{\infty}\left(1+\lambda_{i} x^{i}\right) y(x) \tag{16}
\end{equation*}
$$

and

$$
y(q x)=\frac{\lambda}{x^{N}} \prod_{i=1}^{M}\left(1+\frac{\mu_{i}}{x^{i}}\right) y(x)
$$

are both solvable. Since $l(x) \in \mathcal{B}$, the equation (16) has a solution $u(x) \in \mathcal{B}(c f .1 .3)$, which establishes the $\mathcal{B}$-equivalence between (13) and (15).

Step 3. The solvability of (15) implies that $\lambda \in q^{2 z_{\nu}}, N=0$ and $\left|\mu_{i}\right|<|q-1|$ for any $i=1, \ldots, M$.

Proof of Step 3. Let $b(x)=\left(\lambda / x^{N}\right) \prod_{i=1}^{M I}\left(1+\mu_{i} / x^{i}\right)$. Since $|(b(x)-1) /(q-1) x|_{\mathcal{E}^{\dagger}}$ $\leqslant 1$, necessarily $|b(x)|_{\mathcal{E}^{\dagger}}=1$ and hence $|\lambda|=1$.

Let us write inductively $d_{q}^{n} y(x)=g_{n}(x) y(x)$ for any $n \geqslant 1$. Writing $g_{n}(x)$ explicitely in terms of $b(x)$ (cf. [DV03. 1.2.4]) we obtain

$$
\begin{align*}
\left|\frac{g_{n}}{[n]_{q}^{!}}\right|_{\mathcal{E}^{\dagger}} & =\left|\frac{(-1)^{n}}{[n]_{q}^{!}(q-1)^{n} x^{n}} \sum_{j=0}^{n}(-1)^{j}\binom{n}{j}_{q^{-1}} q^{-j(j-1) / 2} b(x) b(q x) \cdots b\left(q^{j-1} x\right)\right|_{\mathcal{E}^{\dagger}} \\
& \geqslant\left|\frac{(-1)^{n}}{[n]_{q}^{!}(q-1)^{n}} \frac{\lambda^{n}}{x^{(N+1) n}}\right|_{\mathcal{E}^{\dagger}}  \tag{17}\\
& >\frac{1}{|q-1|^{n}}
\end{align*}
$$

This shows that if $N \neq 0$, the equation $y(q x)=b(x) y(x)$ is not solvable, in contradiction to the hypothesis. Therefore it is enough to prove that $\lambda \in \mathbb{Z}_{p}$ assuming that $N=0$.

Since $y(q x)=b(x) y(x)$ is solvable, there exists $R_{n}(x) \in \Omega[x, 1 / x]$ (cf. Remark 4.3) such that

$$
\left|\frac{R_{n}(q x)}{R_{n}(x)}-b(x)\right|_{\mathcal{E}_{s_{2}^{\prime}}^{\dagger}} \longrightarrow 0
$$

hence $\lambda$ is a limit of a sequence in $q^{\mathbb{Z}}$. This proves that $\lambda \in q^{\mathbb{Z}_{D}}$ and that the equation $y(q x)=b(x) \lambda^{-1} y(x)$ is also solvable.

So we are reduced to proving the statement for a solvable $q$-difference equation of the form

$$
y(q x)=\prod_{i=1}^{M}\left(1+\frac{\mu_{i}}{x^{n_{i}}}\right) y(x)
$$

or equivalently of the form

$$
d_{q} y(x)=\left(\sum_{i=1}^{M I} \frac{\mu_{i}(q-1)^{-1}}{x^{n_{i}+1}} \prod_{j>i}\left(1+\frac{\mu_{j}}{x^{n_{j}}}\right)\right) y(x) .
$$

Since $\left|\mu_{i}\right|<1$, the solvability (cf. 1.2) implies that $\left|\mu_{i}\right| \leqslant|q-1|$ for any $i=1 \ldots, M$.
Step 3 finishes the proof.

## 6. Frobenius structure in rank 1: existence criterion

From now on, we assmme that the residue field $k$ of $K$ is perfect.
In $[\mathbf{C C 9 6}, \S 2]$, it is proven that a differential equation of the form

$$
\frac{y^{\prime}(x)}{y(\cdot x)}=\frac{a_{1}}{x}+\frac{a_{2}}{x^{2}}+\cdots+\frac{a_{m}}{x^{m}} \in \frac{1}{x} K\left[\frac{1}{x}\right]
$$

has a strong Frobenius structure if and only if it is solvable and there exists a positive integer $s$ such that $\left(p^{s}-1\right) a_{1} \in \mathbb{Z}$. In this section we prove an analogous result for $q$-difference equations. Some steps of our proof use methods that can be adapted to the differential case, simplifying some technical details in [CC96].

Let us consider a Frobenius automorphism $\tau$ of $K$, i.e., a continuous automorphism of the field $K$ lifting the Frobenius automorphism of the residue field $k$. Let $s$ be a positive integer and let us assume that $q$ is $\tau^{s}$-invariant. Usually one considers the semilinear endomorphim $\phi=\phi_{s}$ of $\mathcal{E}^{\dagger}$ defined by

$$
\phi_{s}\left(\sum_{n \in \mathbb{Z}} a_{n} \cdot x^{n}\right)=\sum_{n \in \mathbb{Z}} \tau^{凶}\left(a_{n}\right) x^{p^{*} n} .
$$

An analogous endomorphism $\phi$ can be defined over the $q$-difference algebra of analytic functions over a disk or an amulus, centered at 0 or at $\infty$.

Definition 6.1. We say that a $q$-difference equation $y(q x)=a(x) y(x)$, with $a(x) \in \mathcal{E}^{\dagger}$, has a (strong) Frobenius structure if there exists $u(x) \in\left(\mathcal{E}^{\dagger}\right)^{*}$ such that

$$
\begin{equation*}
\frac{u(q \cdot x)}{u(x)} a(x)=a(x)^{\phi} a(q x)^{\phi} \cdots a\left(q^{p^{*}-1} x\right)^{\phi} \tag{18}
\end{equation*}
$$

for a suitable choice of $s$.
Remark 6.2. $\quad$ Notice that $v(x)^{\phi \sigma_{4}^{\prime \mu^{\prime}}}=v(x)^{\sigma_{\|} \phi}$ for any $v(x) \in \mathcal{E}^{\dagger}$ (here $v(x)^{\sigma_{\varphi} \phi}$ means $\left.\phi \circ \sigma_{q}(v(x))\right)$. Let $y(x)$ be a solution of the equation $y(q x)=a(x) y(x)$ in an extension of $\mathcal{E}^{\dagger}$. If $y(q x)=a(x) y(x)$ has a Frobenius structure then $y(x)^{\phi}=u(x) y(x)$ with $u(x) \in\left(\mathcal{E}^{\dagger}\right)^{*}$ and (18) can be written in the following way:

$$
y(x)^{\phi \sigma_{q}^{p^{*}}}=y(x)^{\phi \sigma_{4} \nu^{, *}}=y(x)^{\sigma_{q} \phi} .
$$

Lemma 6.3. - If a q-difference equation $y(q x)=a(x) y(x)$, with $a(x) \in \mathcal{E}^{\dagger}$, has a Frobenius structure, then it is solvable.

Proof. - Let $\varepsilon>0$ be such that $a(x) \in \mathcal{A}(] 1-\varepsilon, 1[)$ and let $z(x)=\sum_{n \geqslant 0} \alpha_{n}\left(x, t_{\rho}\right)_{n, q}$, with $\alpha_{n} \in K$, be a solution of $y(q x)=a(x) y(x)$ at the generic point $t_{\rho}$, for $\left.\rho \in\right] 1-\varepsilon .1[$.

It follows from the assumption that there exists $u(x) \in\left(\mathcal{E}^{\dagger}\right)^{*}$ such that $z(x)^{\phi}=$ $u(x) z(x)$ is a solution of $y(q x)=a_{p^{*}}(x)^{\phi} y(x)$ at $t_{\rho}^{\tau^{*}}$. Hence we obtain

$$
\begin{equation*}
R_{\rho^{\prime},{ }^{*}}\left(\sigma_{q}-a_{p^{*}}(x)^{\phi}\right) \leqslant R_{\rho}\left(\sigma_{q}-a(x)\right)^{p^{*}} \leqslant \rho^{p^{*}} \leqslant 1 . \tag{19}
\end{equation*}
$$

Since $y(q x)=a(x) y(x)$ and $y(q x)=a_{p^{*}}(x)^{\phi} y(x)$ are $\mathcal{E}^{\dagger}$-equivalent, we have

$$
\lim _{\rho \rightarrow 1} R_{\rho}\left(\sigma_{q}-a(x)\right)=\lim _{\rho \rightarrow 1} R_{\rho}\left(\sigma_{q}-a_{p^{*}}(x)^{\phi}\right) .
$$

This forces $y(q x)=a(x) y(x)$ to be solvable.
We recall (cf. proof of (5.1). Step 0) that any invertible $a(x) \in \mathcal{E}^{\dagger}$ can be uniquely written as a product $a(x)=\left(\lambda / x^{N}\right) l(x) m(x)$, with $\lambda \in K, N \in \mathbb{Z}, l(x) \in(1+x \mathcal{B})^{*}$ and $m(x) \in\left(1+\frac{1}{x} \mathcal{H}^{\dagger}\right)^{*}$. The main result of this section is:

Theorem 6.4. - A q-difference equation of rank 1 with coefficient in $\mathcal{E}^{\dagger}$, i.e.,

$$
y(q x)=\frac{\lambda}{x^{N}} l(x) m(x) y(x)
$$

has a Frobenius structure if and only if it is solvable and there exists a positive integer s such that $\lambda^{p^{*}-1} \in q^{\mathbb{Z}}$.
6.1. Idea of the proof of theorem 6.4. - It follows from (6.3) and (5.1) that it is enough to prove the statement:

Proposition 6.5. A q-difference equation

$$
\begin{equation*}
y(q x)=q^{l_{1}} \prod_{i=1}^{M}\left(1+(q-1) \frac{\mu_{i}}{x^{i}}\right) y(x) \tag{20}
\end{equation*}
$$

with $l_{0} \in \mathbb{Z}_{p}$ and $\mu_{1}, \ldots, \mu_{M} \in K$, has a Frobenius structure if and only if it is solvable and there exists an integer $s \geqslant 0$ such that $l_{0} \in \mathbb{Z} /\left(p^{s}-1\right)$.

First of all let us remark that:
Lemma 6.6. A q-difference equation $y(q x)=q^{l_{11}} y(x)$, with $l_{0} \in \mathbb{Z}_{p}$ (cf. (4.4)), has a Frobenius structure if and only if $l_{0} \in \mathbb{Z} /\left(p^{s}-1\right)$.

Proof. The equation $y(q x)=q^{l_{\|}} y(x)$ is $\mathcal{E}^{\dagger}$-equivalent to $y(q x)=q^{l_{00} p^{*}} y(x)$ if and only if $\left(p^{s}-1\right) l_{0} \in \mathbb{Z}$.

Eventually, the proposition 6.5 is a consequence of the following proposition:
Proposition 6.7. A q-difference equation of the form

$$
\begin{equation*}
y(q x)=\prod_{i=1}^{M}\left(1+(q-1) \frac{\mu_{i}}{x^{i}}\right) y(x), \tag{21}
\end{equation*}
$$

with $\mu_{1}, \ldots, \mu_{M I} \in K$, has a Frobenius structure if and only if it is solvable.
In fact:

Proof of proposition 6.5 (assuming proposition 6.7). Suppose that (20) has a Frobenius structure. which implies that it is solvable. Since $l_{0} \in \mathbb{Z}_{p}$. the equation $y(q x)=q^{l_{0}} y(x)$ is solvable. This implies that the equation

$$
y(q \cdot r)=\prod_{i=1}^{M}\left(1+(q-1) \frac{\mu_{i}}{r^{i}}\right) y(x)
$$

is also solvable, and hence that it has a Frobenins structure. Moreover it proves that also $y(q x)=q^{l_{0}} y(x)$ has a Frobenius structure, i.e.. that $l_{0} \in \mathbb{Z} /\left(p^{s}-1\right)(c f .(6.6))$.

On the other hand, if $l_{0} \in \mathbb{Z} /\left(p^{s}-1\right)$ and (20) is solvable, the equation $y(q x)=$ $q^{\prime \prime} y(x)$ has a Frobenins structure and $y(q \cdot x)=\prod_{i=1}^{M I}\left(1+(q-1) \frac{\mu_{i}}{x^{i}}\right) y(x)$ is solvable. Then it follows from (6.7) that (20) has a Frobenius structure.
6.2. Proof of proposition 6.7. - First we prove a lemma. which is a fundamental step in the proof of (6.7). It is a $q$-malog of a particular case of [Mo77. Prop. 1]:

Lemma 6.8. Let $u(q x)=v(x) u(x)$ be a $q$-difference equation such that $v(x)$ is an analytic: element on $\mathcal{C}([0.1])$. without zeros and poles in $\mathcal{C}([0.1])$ and $u(. x)$ is a nom zero analytic element on $\mathcal{C}([0.1[)$. Then $u(x)$ is an analytic element on $\mathcal{C}([0.1])$.

Proof. One has to show (cf. [Mo77. Th. 4]) that for any $a \in K \cdot|a|=1$. there exists an analytic element on $D\left(0,1^{-}\right) \cup D\left(a, 1^{-}\right)$whose restriction to $D\left(0,1^{-}\right)$coincides with $u(x)$. Let us fix $a \in K,|a|=1$. It follows from $[\operatorname{Mo77}$. Th. 1$]$ that there exists $g_{a}(x)$. called the singular factor of $u(x)$ with respecet to $D\left(a .1^{-}\right)$. such that

1) $g_{a}(x)$ is an analytic element on $\mathbb{P}^{1} \backslash D\left(a .1^{-}\right)$, without zeros in $\mathbb{P}^{1} \backslash D\left(a, 1^{-}\right)$:
2) there exists an integer $m$ such that $\lim _{r \rightarrow x}(x-a)^{m} g_{a}(. x)=1$ :
3) $h_{a}(x)=u(. x) / g_{a}(x)$ is an analytic element on $D\left(0.1^{-}\right) \cup D\left(a .1^{-}\right)$. with no zeros in $D\left(a, 1^{-}\right)$.
It follows from our hypothesis on

$$
v(x)=\frac{u(q \cdot x)}{u(x)}=\frac{g_{a}(q \cdot x)}{g_{a}(x)} \frac{h_{a}(q \cdot x)}{h_{a}(x)}
$$

and the properties of $g_{a}(x)$ and $h_{a}(x)$ that:

1) $g_{a}(q x) / g_{a}(. r)$ is an analytic element on $\mathbb{P}^{1} \backslash D\left(a, 1^{-}\right)$, without zeros in $\mathbb{P}^{1} \backslash$ $D\left(a, 1^{-}\right)$:
2) $\lim _{x \rightarrow \infty} g_{a}(q x) / g_{a}(x)=q^{m}$;
3) $h_{a}(q . x) / h_{a}(x)$ is an analytic element without zeros on $D\left(a .1^{-}\right)$. Since both $u(q x) / u(x)$ and $g_{a}(q \cdot x) / g_{a}(x)$ are analytic elements on $D\left(0.1^{-}\right)$. without zeros in $D\left(0,1^{-}\right)$, the same is true for $h_{a}(q x) / h_{a}(x)$. This proves that $h_{a}(q x) / h_{a}(x)$ is an analytic element on $D\left(0.1^{-}\right) \cup D\left(a .1^{-}\right)$. with no zeros in $D\left(a .1^{-}\right)$.

We conclude that $q^{-m} g_{a}(q \cdot x) / g_{a}(x)$ is the singular factor of $v(x)$ with respect to $D\left(a, 1^{-}\right)$. This implies that $g_{a}(q x) / g_{a}(x)=q^{m}$ and hence $g_{a}(x)=\lambda \cdot x^{m}$, for some $\lambda \in K$ and $m \in \mathbb{Z}$. By the definition of singular factor, $g_{a}(x)$ does not have any
zero in $\mathbb{P}^{1} \backslash D\left(a, 1^{-}\right)$, which implies that $m=0$. Eventually, $u(x)=\lambda h_{a}(x)$, which means that $u(x)$ is the restriction of an analytic element on $D\left(0,1^{-}\right) \cup D\left(a, 1^{-}\right)$. as claimed.

Now we are ready to prove (6.7). Remark that one implication is a particular case of (6.3). So let us suppose that (21) is solvable and prove that it has a Frobenius structure. The proof is divided into steps:

Step 0. It is enough to prove that there exists a solution $y(x) \in \mathcal{B}$ of the $q$-difference equation

$$
\begin{equation*}
y(q x)=\prod_{i=1}^{M}\left(1+(q-1) \mu_{i} x^{i}\right) y(x) . \tag{22}
\end{equation*}
$$

with $\left|\mu_{i}\right| \leqslant 1$ for any $i=1 \ldots . M$ and $|q-1|<|\pi|$. and a Frobenius endomorphism $\phi$ such that $y(x) / y(x)^{\phi}$ is overconvergent.

Proof of Step 0. Notice that the fact that (21) is solvable implies that $\left|\mu_{i}\right| \leqslant 1$ for any $i=1, \ldots, M(c f$. (5.1)). Moreover (21) has a solution $y(x)$ analytic and bounded over the disk $\mathcal{C}(] 1, \infty])(c f .(1.3))$. We have to prove that there exists a positive integer $s$ such that $y(x) / y(x)^{\phi} \in \mathcal{E}^{\dagger}$. By iteration we may replace $q$ by an integral power of $q$ and hence suppose that $|q-1|<|\pi|$ : this doesn't change the solution $y(x)$. which is still solution of the iterated equation. and the inequality $\left|\mu_{i}\right| \leqslant 1$ is still verified after a reduction of the type (5.1, Step1), since the iterated equation is necessarily solvable. A change of variable of the form $x \mapsto 1 / x$ allows to conclude.
Step 1. - There exists $h>0$ such that $y(. r)^{p^{h \prime}}$ is overconvergent. hence algebraic over the field $E$ of analytic elements with coefficients in $K$, (i.e. the completion of the field of rational functions $K(x)$ with respect to the norm induced by $\left.\mathcal{E}^{\dagger}\right)$.

Proof of Step 1. The solution $y(x)$ can be written as a product of $q$-exponentials:

$$
y(x)=\prod_{i=1}^{M I} e_{q^{i}}\left(\frac{\mu_{i}}{[i]_{q}} x^{i}\right)
$$

The analytic function

$$
\log y(x)=\sum_{i=1}^{M I} L_{q^{i}}\left(\frac{\mu_{i}}{[i]_{q}} x^{i}\right)
$$

converges for

$$
|x|<\inf _{i=1, \ldots, M}\left|\frac{[i]_{\not}}{\left(q^{i}-1\right) \mu_{i}}\right|^{1 / i}=\inf _{i=1, \ldots, M}\left|\frac{1}{(q-1) \mu_{i}}\right|^{1 / i} .
$$

Therefore there exists $\varepsilon>0$ such that $\log y(x)$ is analytic and bounded over the disk $|x|<1+\varepsilon$. We deduce that there exists and integer $h>0$ such that $\left|p^{h} \log y(x)\right|<|\pi|$ for any $|x|<1+\varepsilon$, and hence, taking the exponential of $\log y(x)^{p^{h}}$, that $y(x)^{p^{h}}$ converges for $|x|<1+\varepsilon$.

Step 2. - .- There exists $s>0$ such that $y(x) / y(x)^{\phi} \in E$.
Proof of Step 2. It follows from Step 1. that the $q$-difference algebra $E[y(x)]$ is a finite extension of $E$. Since $y(q x)^{i}=a(x)^{i} y(x)^{i}$ for any $i \in \mathbb{N}$, the $q$-difference module $E[y(x)]=\ominus_{i=0}^{d} E y(x)^{i}$. with $d=\operatorname{deg} E[y(x)] / E$, is semisimple. Moreover the Frobenius $\phi_{1}$ stabilizes $E[y(x)]$ as a subalgebra of $\mathcal{B}(c f$. [C86, Th. 5.2]). It follows that $E \phi_{s}(y(x)), s \in \mathbb{N}$, is a finite family of sub- $q$-difference modules of rank 1 of $E[y(x)]$, and hence that there exists $s \in \mathbb{N}$ such that $E \phi_{s}(y(x))=E y(x)(c f .[\mathbf{C 8 1 b}$. 10.1] and [CC96, proof of th. 2.3.1]).

Step 3. $\quad y(x) / y(x)^{d}$ is an analytic element on $\mathcal{C}([0,1])$.
Proof of Step 3. The analytic element $y(x) / y(x)^{\phi}$ is solution of the $q$-difference equation:

$$
\frac{u\left(q \cdot r^{\cdot}\right)}{u(x)}=v(. x) . \text { with } v(x)=\prod_{i=1}^{M} \frac{1+(q-1) \mu_{i} \cdot x^{i}}{\prod_{j=0}^{p^{*}-1}\left(1+(q-1) \mu_{i}^{\tau_{i}} q^{i j}, x^{p^{* i}}\right)} \in K^{\dot{1}}(x) .
$$

Since $\left|\mu_{i}\right| \leqslant 1 . v(x)$ is an analytic element on $\mathcal{C}([0.1])$. without zeros and poles in $\mathcal{C}([0,1])$. We deduce that $u(x)$ is an analytic element over $\mathcal{C}([0,1])$ from lemma 6.8.

Step 4. - $y(x) / y(x)^{4}$ is overconvergent.

Proof of Step 4. This statement is proved in the second part for $q$-difference systems of any rank (cf. 13.3). We will give here a simplified proof under the assmontion $|1-q|<|\pi|^{p^{-}} M$. This implies that there exists $\eta>|\pi|^{-1}$ such that

$$
v(x)=\prod_{i=1}^{M} \frac{1+(q-1) \mu_{i} \cdot x^{i}}{\prod_{j=0}^{p^{*}-1}\left(1+(q-1) \mu_{i}^{\tau^{*}} q^{i j}, r^{\prime p^{*}}\right)}
$$

is analytic for $|\cdot r| \leqslant \eta$. Let $d_{q}^{n} u(x)=g_{n}(x) u(x)$ for any $n \geqslant 1$, with $g_{1}(x)=$ $v(x)-1 /(q-1) x$. We have

$$
\sup _{|\cdot x| \leqslant n}\left|g_{1}(x)\right| \leqslant 1 .
$$

Therefore the recursive relation $g_{n+1}(x)=g_{n}(q x) g_{1}(x)+d_{q} g_{n}(x)$ implies that

$$
\sup _{|x| \leqslant n}\left|g_{n+1}(x)\right| \leqslant \frac{1}{\eta^{n}}
$$

In particular $\left|g_{n+1}(0)\right| \leqslant \eta^{-n}$. Since $u(x)=1+\sum_{n \geqslant 1} \frac{g_{n}(0)}{[n)_{9}^{!}} \cdot x^{n}$, we conclude that $u(x)$ converges for $|x|<\eta|\pi|$, with $\eta|\pi|>1$. The same is true for $y(x) / y(x)^{\phi}$ since $u(x)$ and $y(x) / y(. x)^{\phi}$ coincide up to a non zero constant factor.
6.3. Remark. - Notice that the Step 1 above combined with (5.1) proves following statement:

Corollary 6.9. Let $y(q . x)=a(x) y(x)$ be a $q$-difference equation with Frobenius structure. Then. there exists a non negative integer $h$ and a solution $y(x)$ of $y(q x)=$ $a(x) y(x)$ in a finite extension of $\mathcal{E}^{\dagger}$ such that $y(x)^{\mu^{\prime \prime}} \in \mathcal{E}^{\dagger}$.

In the next sections we will show that the solution $y(x)$ is actually in an umranified extension of $\mathcal{E}^{\dagger}$. which is a much stronger statement.

## 7. q-deformation of differential equations with strong Frobenius structure

In the previous section we have given a naïve definition of the (strong) Frobenius structure for $q$-difference ecquations of rank 1. In the higher rank case we are going to consider another Frobenius structure that we call confluent weak Frobenius structure. Proposition 7.3 below establishes the equivalence between the two definitions for $q$ difference equations of rank 1 .

Definition 7.1. We say that $y(q \cdot x)=a(x) y(x)$ has confluent weak Frobenius structure if there exists a sequence of $q^{p^{* "}}$-difference equations ! $y\left(q^{p^{* * "}} . x\right)=a_{n}(x) y(. r)$. with $q^{\tau^{*}}=q$ and $a_{0}(x)=a(x)$. such that

1) for any $n \geqslant 1$ the equations
are $\mathcal{E}^{\dagger}$-equivalent via $u_{n}(. r) \in\left(\mathcal{E}^{\dagger}\right)^{*}$ :
2) the sequences $\left(a_{n}(x)-1\right) /\left(q^{p^{2 \prime \prime}}-1\right) . x$ and $\|_{n}(x)$ converge in $\mathcal{E}^{\dagger}$.

Remark 7.2. In the notation of the previons definition. let $\left(a_{n}(x)-1\right) /\left(q^{p^{-n \prime}}-1\right) \cdot x$ $\rightarrow g(x)$ and $u_{n}(x) \rightarrow u(x)$. Then the differential equation $\frac{d y}{d x}(x)=g(x) y(x)$ hats a strong Frobenius structure:

$$
g(x)+\frac{u^{\prime}(x)}{u(x)}=p^{\prime \prime} \cdot r^{r^{\prime \prime}-1} g(x)^{\prime} .
$$

In other words. there exists a discrete family of difference equations

$$
d_{q^{\prime,>\prime \prime}} y(x)=\frac{a_{n}(. x)-1}{\left(q^{p^{\prime \prime \prime}}-1\right) \cdot r} y(. x)
$$

with an action of the Frobenins. which "tends" to the differential equation $\frac{d y}{d x}(x)=$ $g(x) y(x)$. having a strong Frobenius structure.

Proposition 7.3. For a $q$-difference equation $y(q \cdot x)=a(x) y(x)$. with $a(x) \in\left(\mathcal{E}^{\dagger}\right)^{*}$. it is equivalent to have a strong Frobenius structure or a confluent weak: Frobenius structure.

Proof. Let us suppose that $y(q x)=a(x) y(x)$ has a Frobenius structure. Then the sequence of iterated difference equations

$$
y\left(q^{p^{>^{*}}} x\right)=a_{n}(x) y(x), \quad \text { with } a_{n}(x)=\prod_{i=0}^{p^{* n}-1} a\left(q^{i} \cdot x\right)
$$

satisfies condition 1. Since $y(q x)=a(x) y(x)$ is solvable, the equation $y\left(q^{p^{* \prime \prime}} x\right)=$ $a_{n}(x) y(x)$ is solvable for any $n \geqslant 1$, hence

$$
\left|\frac{a_{n}(x)-1}{\left(q^{p^{* \prime \prime}}-1\right) x}\right|_{\mathcal{E}^{\dagger}} \leqslant 1
$$

This proves that $a_{n}(x) \rightarrow 1$ when $n \rightarrow \infty$. Moreover it follows from (6.9) that $y(q x)=a(x) y(x)$ admits a solution $y(x)$ such that $y(x)^{p^{h}} \in \mathcal{E}^{\dagger}$, for some $h \in \mathbb{Z}_{\geqslant 0}$. Since

$$
\frac{d_{q^{p^{*>}}}\left(y(x)^{p^{\prime \prime}}\right)}{y(x)^{p^{h}}}=\frac{a_{n}(x)^{p^{\prime \prime}}-1}{\left(q^{p^{* \prime \prime}}-1\right) x}=\frac{a_{n}(x)-1}{\left(q^{p^{* n}}-1\right) x} \prod_{\substack{\zeta^{\prime \prime} \\ \zeta \neq 1}}\left(a_{n}(x)-\zeta\right) .
$$

we obtain

$$
\begin{aligned}
\frac{\frac{d}{d x}\left(y(x)^{p^{h}}\right)}{y(x)^{p^{h}}} & =\lim _{n \rightarrow \infty} \frac{d_{q^{p^{p^{*}}}}\left(y(x)^{p^{h}}\right)}{y(x)^{p^{h}}} \\
& =\lim _{n \rightarrow \infty}\left(\frac{a_{n}(x)-1}{\left(q^{p^{n_{n}^{\prime}}}-1\right) x} \prod_{\substack{\zeta^{p^{h}}=1 \\
\zeta \neq 1}}\left(a_{n}(x)-\zeta\right)\right) \\
& =p^{h} \lim _{n \rightarrow \infty} \frac{a_{n}(x)-1}{\left(q^{p^{p^{n}}}-1\right) x},
\end{aligned}
$$

which proves that $\left(a_{n}(x)-1\right) /\left(q^{p^{p^{x}}}-1\right) x$ has a limit $g(x)$ in $\mathcal{E}^{\dagger}$. The existence of the sequence $u_{n}(x)$ and its limit, as well as the strong Frobenius structure of $\frac{d y}{d x}(x)=$ $g(x) y(x)$, is a consequence of the fact that $\frac{d y}{d x}(x)=g(x) y(x)$ and $y(x)=a(x) y(x)$ have the same solution in some finite extension of $\mathcal{E}^{\dagger}$.

Suppose we have a sequence of equations satisfying 1. and 2. Then clearly $\frac{d y}{d x}(x)=$ $g(x) y(x)$ has a strong Frobenius structure, hence it is solvable.

We claim that every equation $y_{n}\left(q^{p^{* \prime \prime}} x\right)=a_{n}(x) y_{n}(x)$ is solvable. We set

$$
d_{q^{p^{*+1}}}^{k} y_{n}(x)=h_{n}^{k}(x) y_{n}(x) \quad \text { and } \quad \frac{d^{k} y}{d x^{k}}(x)=g_{k}(x) y(x) .
$$

Then for any $n \gg 1$ we have $\left|h_{n}^{1}(x)\right|_{\mathcal{E}^{\dagger}}=\left|g_{1}(x)\right|_{\mathcal{E}^{+}}$and $\left|q^{p^{* n}}-1\right|<|\pi|$, which means that $\left|h_{n}^{k}(x) /[k]_{q^{p^{* n}}}^{!}\right|_{\mathcal{E}^{\dagger}}=\left|g_{k}(x) / k!\right|_{\mathcal{E}^{\dagger}}$. It follows from lemma 3.3 that $y_{n}\left(q^{p^{* " n}} x\right)=$ $a_{n}(x) y_{n}(x)$ is solvable for any $n \gg 1$. We deduce that $y_{n}\left(q^{r^{* \prime \prime}} x\right)=a_{n}(x) y_{n}(x)$ is solvable for any $n \geqslant 0$ from the inequality (19), describing the action of the Frobenius on the generic radius of convergence.

For any $n \geqslant 0$ consider the decomposition of $a_{n}(x)(c f .(5.1)$, Step 0$)$ :

$$
a_{n}(x)=\frac{\lambda_{n}}{x^{N_{n}}} l_{n}(x) m_{n}(x) .
$$

with $\lambda_{n} \in K, N_{n} \in \mathbb{Z}, l_{n}(x) \in(1+x \mathcal{B})^{*}$ and $m_{n}(x) \in\left(1+\frac{1}{x} \mathcal{H}^{\dagger}\right)^{*}$, and the analogous decomposition of $u_{n}(x)$ :

$$
u_{n}(x)=\frac{\lambda_{n}^{\prime}}{x^{N_{n}^{\prime}}} l_{n}^{\prime}(x) m_{n}^{\prime}(x)
$$

By performing a gauge transformation we can assume that $N_{n}^{\prime}=0$ for any $n$. Moreover since $y_{n}\left(q^{p^{* \prime \prime}} x\right)=a_{n}(x) y_{n}(x)$ is solvable for any $n \geqslant 0$, we necessarily have $N_{n}=0$ and $\lambda_{n} \in q^{\mathbb{Z}_{p}}$ for any $n \geqslant 0$ (cf. the proof of (5.1)). Morcover condition 1 . and the uniqueness of the above decompositions imply that

$$
\left\{\begin{array}{l}
\lambda_{n}^{\tau^{*}}=\lambda_{n-1} . \\
\frac{l_{n}^{\prime}\left(q^{p^{*(n-1)}} x\right)}{l_{n}^{\prime}(x)} l_{n}(x)^{\phi}=l_{n-1}(x) . \quad \text { for any } n \geqslant 1 . \\
\frac{m_{n}^{\prime}\left(q^{p^{*(n-1)}} x\right)}{m_{n}^{\prime}(x)} m_{n}(x)^{\phi}=m_{n-1}(x) .
\end{array}\right.
$$

The first equality means that $y\left(q^{p^{m^{(n-1)}}} x\right)=\lambda_{n}^{\tau^{*}} y(x)$ and $y\left(q^{p^{*(n-1)}} x\right)=\lambda_{n-1} y(x)$ are $\mathcal{E}^{\dagger}$-equivalent. Since $q^{\tau^{*}}=q$ and $\lambda_{n} \in q^{Z_{p}}, \lambda_{n}$ is $\tau^{s}$-invariant. Hence we have $\lambda_{n}=\lambda_{n-1}=\lambda_{0}$. The unicity of the decomposition above shows that $\lambda_{0}$ is the exponent of the limit differential equation $\frac{d y}{d x}(x)=g(x) y(x)$ and hence that $\lambda_{o}=q^{l_{0}}$. with $\left(p^{n}-1\right) l_{0} \in \mathbb{Z}$, for some positive integer $n$. We conclude from theorem 6.4 that $y(q x)=a(x) y(x)$ has a strong Frobenius structure.

## 8. The group of isomorphism classes of $q$-difference equations of rank 1 admitting a Frobenius structure

We know that a solvable differential equation (resp. a differential equation with Frobenius structure) of rank one $y^{\prime}=g y$ defined over $\mathcal{E}^{\dagger}$ has a solution of the form $x^{\alpha} u(x)($ resp. $v(x))$, where $\alpha \in \mathbb{Z}_{p}$ and $u(x)($ resp. $v(x))$ is an clement of some finite unramified extension of $\mathcal{E}^{\dagger(9)}(c f .[\mathbf{C r 8 7}]$. [T98b]. [Co01]). The same is true for $q$-difference equations:

Proposition 8.1.-Let $y(q x)=a(x) y(x)$, with $a(x) \in \mathcal{E}^{\dagger}$, be a solvable q-difference equation (resp. a q-difference equation with Frobenius structure). Then $y(q x)=$ $a(x) y(x)$ has a solution of the form $x^{\alpha} u(x)$ (resp. $v(x)$ ), where $\alpha \in \mathbb{Z}_{p}$ and $u(x)$ (resp. $v(x))$ is an element of a finite unramified extension of $\mathcal{E}^{\dagger}$.

[^5]Proof. We know from (5.1), (6.7) and (6.9) that $y(q x)=a(x) y(x)$ has a solution of the form $x^{\alpha} u(x)$. where $\alpha \in \mathbb{Z}_{p}$ and $u(x)$ is an element of an extension of $\mathcal{E}^{\dagger}$, solution of a $q$-difference equation with Frobenius structure. Moreover we know that the Frobenius structure of $y(q x)=a(x) y(x)$ forces $a \in \mathbb{Z} /\left(p^{s}-1\right)$ for some positive integer $s$, which amounts to saying that $\alpha \in \mathbb{Z}_{p} \cap \mathbb{Q}$. It follows from (7.3) that $u(x)$ is solution of a differential equation over $\mathcal{E}^{\dagger}$ with strong Frobenius structure, hence that $u(x)\left(\right.$ resp. $\left.v=x^{\alpha} u\right)$ is an element of a finite unramified extension of $\mathcal{E}^{\dagger}$.

The $\mathcal{E}^{\dagger}$-equivalence classes of differential equations of rank one $y^{\prime}(x)=g(x) y(x)$ form a group with respect to addition of the coefficient $g(x)$, and equivalence classes of equations with Frobenius structure form a subgroup, which we denote by $d$-eq $\mathcal{E}^{(\phi)}$. Note that, for such equations, the space $K . y \in\left(\mathcal{E}^{\dagger}\right)^{\prime}$ defines a character of the absolute Galois group $G_{k((x))}$, which depends only on the class of the equation, and this provides a homomorphism

$$
d-e q_{\mathcal{E} \dagger}^{(\phi)} \longrightarrow X_{K}\left(G_{k \cdot((x))}\right)
$$

to the group of $K$-rational characters of $G_{k((x))}$. If the residue field $k$ is algebraically closed, this is a bijection; the inverse map associates to the character $\chi$ the $\chi$ eigenspace in any big enough finite muramified extension $\left(\mathcal{E}^{\dagger}\right)^{\prime}$ of $\mathcal{E}^{\dagger}$ (this is an $\mathcal{E}^{\dagger}$-line). endowed with the natural derivation.

In the same vein, the $\mathcal{E}^{\dagger}$-equivalence classes of $q$-difference equations of rank one $y(q x)=a(x) y(x)$ form a group with respect to multiplication of the coefficient $a(x)$. Equations with strong Frobenius structure form a subgroup, which we denote by $\sigma_{q^{-}}$eq $\mathcal{E}^{(\phi)}$. Similarly, the space $K . y \in\left(\mathcal{E}^{\dagger}\right)^{\prime}$ defines a character of the absolute Galois group $G_{k((. r))}$. which depends only on the class of the equation. and this provides a homomorphism

$$
\sigma_{q^{\prime}}-e q_{\mathcal{E}^{\dagger}}^{(\phi)} \longrightarrow X_{K}\left(G_{k \cdot((x))}\right)
$$

to the character group of $G_{k \cdot((t)))}$. If the residue field $k$ is algebraically closed. this is a bijection; the inverse map associates to the character $\chi$ the $\chi^{-1}$-cigenspace in any big enough finite unramified extension $\left(\mathcal{E}^{\dagger}\right)^{\prime}$ of $\mathcal{E}^{\dagger}$ (this is an $\mathcal{E}^{\dagger}$-line), endowed with the natural $\sigma_{q}$-action.

On the other hand, proposition 7.3 associates by "confluence" to any element of $\sigma_{q-e}-q_{\mathcal{E} \dot{t}}^{(\phi)}$ an element of $d-e q_{\mathcal{E} \dot{t}}^{(\phi)}$, and it is easy to see that they correspond to the same character of $G_{k \cdot((, t))}$. One thus arrives at the following

Theorem 8.2. - Let us assume that $k$ is algebraically closed. There are canonical group isomorphisms

$$
\sigma_{q^{-}}-e q_{\mathcal{E}^{\dagger}}^{(\phi)} \stackrel{\cong}{\Longrightarrow} X_{K}\left(G_{k \cdot((.)))}\right) \stackrel{\cong}{\Longrightarrow} d-e q_{\mathcal{E}^{\dagger}}^{(\phi)} .
$$

the composite being given by "confluence".

Remark 8.3. -- The group of tame characters of $G_{k((x))}$ is canonically isomorphic to $\left(\mathbb{Z}_{p} \cap \mathbb{Q}\right) / \mathbb{Z}$. For any $\alpha \in \mathbb{Z}_{p} \cap \mathbb{Q}$. the corresponding object of $d$-eq $q_{\mathcal{E}^{\dagger}}^{(\phi)}$ (resp. $\sigma_{q^{-}}$e $q_{\mathcal{E}^{\dagger}}^{(\phi)}$ ) is represented by $d / d x+\alpha / x$ (resp. $\left.d_{q}+[\alpha]_{q} / x\right)$ and depends only on the class of $\alpha$ $\bmod \mathbb{Z}$.

## APPENDICES TO PART I

## 9. Frobenius structure of $d_{q} y(x)=\pi_{q} y(x)$

9.1. $q$-analog of the Dwork exponential. - Recall that the "Dwork exponential" $\theta(x)=\exp \left(\pi x-\pi x^{p}\right)$ expresses the Frobenius structure of the differential equation $y^{\prime}=\pi y$, and has radius of convergence $>1$.

In the same way one can define an element $\pi_{q}$ such that $\left|\pi_{q}\right|$ is the radius of convergence of $e_{q}(x)^{(10)}$. Consider the $q$-difference equation satisfied by $e_{q}\left(\pi_{q} x\right)$ :

$$
\begin{equation*}
y(q \cdot x)=a(x) y(x) \quad \text { with } a(x)=\left(1+(q-1) \pi_{q} x\right) . \tag{23}
\end{equation*}
$$

It is defined over $\mathcal{E}_{1 / x}^{\dagger}$ and it has a Frobenius structure ( $c f$. proposition 6.7). Equation (23) can be iterated in the following way:

$$
y\left(q^{p^{\star}} x\right)=a_{p^{*}}(x) y(x) \quad \text { with } a_{p^{*}}(x)=a(x) a(q x) \cdots a\left(q^{p^{*}-1} x\right)
$$

Then the series $e_{q}\left(\pi_{q} x\right)^{\phi}=e_{q}\left(\pi_{q}^{\tau^{* *}} x^{p^{*}}\right)$ is solution of the $q$-difference equation

$$
\begin{equation*}
y(q x)=a_{p^{*}}(x)^{\phi} y(x) \tag{24}
\end{equation*}
$$

The fact that (23) has a Frobenius structure means that (23) and (24) are $\mathcal{E}_{1 / x x^{-}}^{\dagger}$ equivalent, i.e., that

$$
\frac{e_{q}\left(\pi_{q} x\right)}{e_{q}\left(\pi_{q} x\right)^{\phi}}=\frac{e_{q}\left(\pi_{q} x\right)}{e_{q}\left(\pi_{q}^{\tau^{*}} x^{p^{*}}\right)} \in\left(\mathcal{E}_{1 / x}^{\dagger}\right)^{*}
$$

${ }^{(10)}$ The choice of such an element is not canonical. A possible choice would be the following: let $n$ be the smallest positive integer such that $\left|q^{p^{\prime \prime}}-1\right|<|\pi|$; then one can choose $\pi_{q}$ such that

$$
\pi_{q}^{p^{n}}=\left(-[p]_{q}\right)^{p^{n-1}}\left(-[p]_{q^{p}}\right)^{p^{n-2}} \cdots\left(-[p]_{q^{p}}{ }^{n-1}\right) \pi
$$

In other words, we have chosen $\pi_{q p^{\prime \prime}}=\pi$ and we have set recursively $\pi_{q^{p}}^{p}=-[p]_{q^{p^{i}}} \pi_{q^{p^{p}}}$, for any $i=0, \ldots, n-1$. This is a good choice, in fact if $\left|q^{p^{\prime \prime}}-1\right|<|\pi|$ then $\left|[p]_{q^{p^{\prime \prime}}}\right|=|p|$ and hence

$$
\begin{aligned}
\left|\pi_{q}\right| & =\prod_{i=0}^{n-1}\left|[p]_{q^{p^{i}}}\right|^{1 / p^{i+1}}|\pi|^{1 / p^{\prime \prime}} \\
& =\prod_{i=0}^{n-1}\left|[p]_{q^{p^{i}}}\right|^{1 / p^{i+1}}|p \pi|^{1 / p^{\prime \prime+1}} \\
& =\prod_{i=0}^{n}\left|[p]_{q^{p^{\prime}}}\right|^{1 / p^{i+1}}|\pi|^{1 / p^{\prime \prime+1}}
\end{aligned}
$$

This proves that $\left.\mid \pi_{q}\right\}$ is equal to the radius of convergence of $e_{q}(x)(c f .(2.1))$.

Since $\tau$ is a Frobenius automorphism such that $\tau^{s}$ fixes $q$, the definition of $\pi_{q}$ implies that $\left|\pi_{q}^{\tau}-\pi_{q}\right|<\left|\pi_{q}\right|$. Therefore the existence of a strong Frobenius structure for (23) is equivalent to the overconvergence of

$$
\frac{e_{q}\left(\pi_{q} \cdot x^{*}\right.}{e_{q}\left(\pi_{q} \cdot r^{r^{*}}\right)}
$$

A reasonable analog of Dwork's exponential $\theta(x)$ (from the viewpoint of strong Frobenius structures ${ }^{(11)}$ ) would be the following series

$$
\frac{e_{q}\left(\pi_{q} x\right)}{e_{q}\left(\pi_{q} x^{p}\right)} .
$$

Unfortmately we are not able to prove that this series is overconvergent, meness $|1-q|<|\pi|$. In fact if $|1-q|<|\pi|$ its overconvergence is a immediate consequence of the overconvergence of the Dwork's exponential $\theta(x)$ and (2.5).
9.2. $q$-analog of Artin-Hasse exponential series. - Another reasonable $q^{-}$ analog of the Dwork exponential, from the viewpoint of confluent weak Frobenius structures. is the modified series

$$
\theta_{q}(\cdot x)=\frac{e_{q}\left(\pi_{q} \cdot x\right)}{e_{q^{p}}\left(\pi_{q^{p}} \cdot x^{\prime}\right)}
$$

If $|q-1|<|\pi|$. the overconvegence of $\theta_{q}(x)$ immediately follows from the overeonvergence of $\theta(x)$ and (2.5). To prove the overconvergence of $\theta_{q}(x)$ under more gencral hypotheses, one could try to construct an analog of the Artin-Hasse series, but our proof. which is duite similar to the one in the differential case. works only under restrictive assmmptions. Anyway we are going to sketch it.

Proposition 9.1. Suppose that there exists $\tilde{q} \in \mathbb{Q}_{p}$, such that $\tilde{q}^{\prime \prime}=q$. Let

Then $E_{q}(. r)$ is analytic and bounded by 1 on the disk $D\left(0.1^{-}\right)$.
Sketch of the proof
Step 1. We deduce from the formula

$$
e_{\pi}\left([p]_{\bar{q}} \cdot r\right)=e_{q}(. r) e_{q}(\tilde{q}, r) \cdots e_{q}\left(\tilde{q}^{p-1} . r\right)
$$

that

$$
\frac{E_{q}(r) E_{q}(\widetilde{q} \cdot r) \cdots E_{q}\left(\tilde{q}^{p-1} r\right)}{E_{q}\left(r^{\prime}\right)}=\kappa_{\bar{q}}\left([p]_{\tilde{q}^{\prime}} \cdot r\right) \in 1+[p]_{\tilde{q}} \cdot \cdot \mathcal{O}_{k} \llbracket \cdot r \rrbracket .
$$

The hypothesis $\tilde{q} \in \mathbb{Q}_{p}$ is used here to prove that $[p]_{\tilde{q}}^{n} /[n]!$ is a $p$-adic integer. Such an estimate seems to be difficult when $|\tilde{q}-1| \geqslant|\pi|$.

[^6]Step 2 (q-analog of the Dieudonnés theorem). One proves that for any $f(x) \in$ $1+x K \llbracket x \rrbracket$ we have

$$
f(x) \in 1+\mathcal{O}_{K} \llbracket r \rrbracket \Longleftrightarrow \frac{f(x) f(\tilde{q} x) \cdots f\left(\widetilde{q}^{p-1} x\right)}{f^{\tau}\left(x^{p}\right)} \in 1+[p]_{\tilde{q}} x \mathcal{O}_{K} \llbracket r \rrbracket
$$

One concludes the proof remembering that $q^{\tau}=q$. since $q \in \mathbb{Q}_{p}$. and hence that $E_{q}^{\tau}\left(x^{p}\right)=E_{q}\left(x^{p}\right)$.

Corollary 9.2. The series

$$
e_{q}(\pi \cdot x) e_{q^{\prime}}\left(-\pi \cdot x^{p}\right)=\frac{e_{q}\left(\pi \cdot x^{x}\right)}{e_{q} r\left(\pi \cdot r^{p}\right)}
$$

is overconvergent.
To prove the corollary one follows the proof in the differential case. One has to take into account that $q \in \mathbb{Q}_{p}$ implies $\left|[n]_{q}\right|=n$ for any integer $n$. Morcover $\left|p \pi-[p]_{q} \pi\right|<$ $|\pi|$ implies that $e_{q^{p}}\left(\pi^{p} x^{p} /[p]_{q}\right) \epsilon_{q^{p}}\left(-\pi, r^{l^{p}}\right)^{-1}$ is overconvergent (cf. corollary 2.2).

## 10. $p$-adic $q$-exponential and Koblitz' Gamma function

In this appendix, we leave our local framework and outline some global aspects of $q$-difference equations of rank one with overconvergent Frobenius structure. More precisely. we sketch a q-analog of part of Dwork's paper [D83]. in which he related Moritas $p$-adic Gamma function $\Gamma_{p}$ to the Frobenins structure of his exponential modules.

We shall recover in this way a function $\Gamma_{p .4}$ which is a $p$-adic analog of Jackson's $\Gamma_{q}$ function as well as a $q$-analog of Moritas $\Gamma_{p}$ function, and which had been previously introduced by N. Koblitz $[\mathbf{K o 8 0}][\mathbf{K o 8 2 b}]$ using Morita's approach ${ }^{(12)}$.
10.1. Dwork's operator (. - In this appendix. the singular disk is the unit disk at infinity. so that the relevant ring of overconvergent functions is $\mathcal{H}_{1 / x}^{\dagger}=$ $\cup_{\varepsilon>0} \mathcal{A}\left(\left[0,1+\varepsilon[)\right.\right.$. We work over $K=\mathbb{Q}_{p}(\pi)$ and with $\tau=$ id for simplicity.

Following Dwork. let us introduce the operator \&' defined by

$$
\ell\left(\sum a_{n} \cdot x^{\prime \prime}\right)=\sum a_{p n} \cdot x^{\prime \prime}
$$

This is a left inverse of the Frobenius operator induced by $\phi: x \mapsto x^{p}$. It acts on $\mathcal{H}^{\dagger}$ and intertwines $\delta_{q}=x d_{q}$ and $x d_{q}$, up to multiplication by $[p]_{q}$ :

$$
[p]_{q} \delta_{q^{\prime}} \psi=\psi \delta_{q}
$$

More generally, for any $a \in \mathbb{Z}_{p}$, $\psi$ sends the space $x^{a} \mathcal{H}^{\dagger}$ to $x^{b} \mathcal{H}^{\dagger}$ where $b$ is the so-called successor of $a \in \mathbb{Z}_{p}$. i.e.. the midque $p$-adic integer $b$ such that $p b-a \in \mathbb{Z} \cap[0 . p[$.

[^7]10.2. $q$-Exponential modules. - The simplest examples of Dwork's "exponential modules" are of the form $x^{a} e^{\pi \cdot x} \mathcal{H}_{1 / x}^{\dagger}$. They lack strong Frobenius structure (except when $a$ is a rational number) but have a weak Frobenins structure: if $b$ denotes the successor of $a, x^{a} e^{\pi x} \mathcal{H}_{1 / x}^{\dagger}$ is isomorphic to the Frobenius inverse image of $x^{b} e^{\pi \cdot x} \mathcal{H}_{1 / x}^{\dagger}$ (due to the overconvergence of Dwork's exponential).

A similar phenomenon occurs in the $q$-difference case. Proposition 2.1 suggests to replace $e^{\pi x}$ by $e_{q}\left(\pi_{q} x\right)$ for some constant $\pi_{q}$ with the following property: defining the sequence $\left(\pi_{q}^{p^{\prime \prime}}\right)$ by $\pi_{q^{p^{\prime \prime+1}}}=-\pi_{q^{p^{\prime \prime \prime}}}^{p} /[p]_{q^{p^{\prime \prime \prime}}}$, we assume that $\left|\pi_{q^{p^{\prime \prime}}}\right|=|\pi|$ for $n$ big cnough ${ }^{(13)}$. Then proposition 2.1 shows that $e_{q}\left(\pi_{q} x\right)$ has radius of convergence 1 .

However. we shall have to assume that $|q-1|<p^{-1 / p-1}$ in order to ensure that the series

$$
\theta_{q}(x)=\frac{e_{q}\left(\pi_{q} x\right)}{e_{q^{\prime \prime}}\left(\pi_{q^{\prime}} \cdot x^{p}\right)}
$$

is overconvergent. The equation $\pi_{q}^{p}=-[p]_{q} \pi_{q^{\prime \prime}}$ is irrelevant at this point but will be used in the sequal.

We set

$$
f_{q, a}=x^{\prime \prime} c_{q}\left(\pi_{q} x\right),
$$

and consider the $\mathcal{H}_{1 / . r}^{\dagger}$-module $f_{q, a} \mathcal{H}_{1 / . r}^{\dagger}$ equipped with the natural action of $\delta_{q}=$.rd $d_{q}$. A simple computation shows that $\delta_{q} f_{q, a}=\left(q^{a} \pi_{q} x+[a]_{q}\right) f_{q, a}$. Let us write the classes modulo Im $\delta_{q}$ in braces. So.

$$
\left\{f_{q, a+1}\right\}=-q^{-"} \pi_{q}^{-1}[a]_{q}\left\{f_{q, a}\right\} \text { inl } \frac{f_{q, . a} \mathcal{H}_{1 /, r}^{\dagger}}{\delta_{q}\left(f_{q, . l} \mathcal{H}_{1 / . r}^{\dagger}\right)} .
$$

from which one deduces that this cokernel has dimension 1 over $K$ and is generated by $\left\{f_{q, a}\right\}$.

If $b$ is the suceessor of $a$. then

$$
\frac{f_{q, \cdot u}(\cdot x)}{f_{q^{p}, b}\left(\cdot r^{\prime}\right)}=\frac{r_{q}\left(\pi_{q} \cdot r^{\prime}\right)}{r_{q p^{\prime}}\left(\pi_{q,} \cdot r^{\prime \prime}\right)}
$$

is overconvergent, which experesses the fact that $f_{q, 4} \mathcal{H}_{1 / . r}^{\dagger}$ is isomorphic to the Frobenims inverse image of $f_{q^{p}, b} \mathcal{H}_{1 / . x}^{\dagger}$. The same argmonent as in the differential case shows that $\psi$ extends to a mapping $f_{q, . a} \mathcal{H}_{1 /, r}^{\dagger} \rightarrow f_{q^{p}, \text {, }} \mathcal{H}_{1 / . r}^{\dagger}$ by the following formula

$$
\iota\left(f_{q, a} . f\right)=f_{q^{p}, b u^{\prime}}\left(. x^{a-p b} \theta_{q}(. x) f\right)
$$

[^8]10.3. $\Gamma_{p, q}$. - Since $\psi$ intertwines $\delta_{q}$ and $\delta_{q}$, up to a factor $[p]_{q}$, it passes to the "cohomology":
$$
\ell: \frac{f_{q, a} \mathcal{H}_{1 /, r}^{\dagger}}{\delta_{q}\left(f_{q, a} \mathcal{H}_{1 / x}^{\dagger}\right)} \longrightarrow \frac{f_{q^{p}, b} \mathcal{H}_{1 / x}^{\dagger}}{\delta_{q^{p}}\left(f_{q^{p}, b} \mathcal{H}_{1 / x}^{\dagger}\right)}
$$
and one can define an element $\Gamma_{p, q}(a) \in K^{*}$ by
$$
\psi\left\{f_{q, a}\right\}=\pi_{q}^{p b-a} \Gamma_{p, q}(a)\left\{f_{q^{p}, b}\right\}
$$

One then computes:

$$
\psi\left\{f_{q, 0}\right\}=\Gamma_{p, q}(0)\left\{f_{q^{p}, 0}\right\}=\left\{f_{q^{p}, 0} \psi\left(\theta_{q}(x)\right)\right\}=\left\{f_{q^{p}, 0}\right\} .
$$

If $a$ is a unit, $b$ is a successor of $a+1$. and one has

$$
\begin{aligned}
\Gamma_{p, q}(a & +1)\left\{f_{q^{p}, b}\right\} \\
& =\pi_{q}^{a-p+1,} \psi\left\{f_{q, a+1}\right\}=-q^{-a} \pi_{q}^{a-p b}[a]_{q} \iota \cdot\left\{f_{q, a}\right\}=-q^{-a}[a]_{q} \Gamma_{p, q}(a)\left\{f_{q^{p}, b}\right\} \\
& =[-a]_{q} \Gamma_{p, q}(a)\left\{f_{q^{p}, b}\right\} .
\end{aligned}
$$

If $a$ is divisible by $p$, then $a=p b$ and $b+1$ is a successor of $a+1$, whence:

$$
\begin{aligned}
\Gamma_{p, q}(a & +1)\left\{f_{q q^{\prime}, b+1}\right\} \\
& =\pi_{q}^{1-p} \psi,\left\{f_{q, a+1}\right]=-\pi_{q}^{-p} q^{-"}[a]_{q} \psi\left\{f_{q, a}\right\}=-\pi_{q}^{-p} q^{-a}[a]_{q} \Gamma_{p, q}(a)\left\{f_{q^{p}, b}\right\} \\
& =-\Gamma_{p, q}(a)\left\{f_{q^{\prime}, b+1}\right\}
\end{aligned}
$$

where

$$
-\frac{\pi_{q}^{-p} \pi_{q^{\prime \prime}}\left[(1]_{q}\right.}{[b]_{q^{\prime \prime}}}=-\pi_{q}^{-p} \pi_{q^{\prime}}[p]_{q}=1
$$

by assimuption.
Therefore, as a function of $a \in \mathbb{Z}_{p} . \Gamma_{p, q}(a)$ satisfies the functional equations of Koblitz' function of the same name:

$$
\Gamma_{p, q}(0)=1 . \quad \frac{\Gamma_{p, q}(a+1)}{\Gamma_{p, q}(a)}= \begin{cases}{[-a]_{q}} & \text { if } a \text { is a muit. } \\ -1 & \text { if }|\alpha|_{p}<1 .\end{cases}
$$

In order to check that $\Gamma_{p, q}(a)$ is Koblitz function. it remains to prove its continnity. In fact, we shall prove the so-called "Boyarsky principle" for $q$-exponential modules $f_{q . a} \mathcal{H}_{1 / . x}^{\dagger}$. i.e.. the amalyticity of $\Gamma_{p, q}$ on cach disk $D\left(-k .|p|^{+}\right) . k=0.1 \ldots \ldots p-1$.

Let us expand $\theta_{q}(x)=\sum \varepsilon_{n} \cdot r^{\prime \prime}$. For every $a \in \mathbb{Z}_{p} \cap D\left(-k, 1^{-}\right)$. one has

$$
\begin{aligned}
\iota \cdot\left\{f_{a, q}\right\} & =\pi_{q}^{k} \Gamma_{p \cdot q}(a)\left\{f_{q^{p}, b}\right\}=\left\{f_{\left.q q^{p}, b \iota^{\prime}\left(r^{-k} \theta_{q}(. r)\right)\right\}=\left\{\sum \varepsilon_{p n+k} \cdot f_{q^{p}, b+n}\right\}}\right. \\
& =\left\{\sum \varepsilon_{p n+k}(-1)^{\prime \prime} q^{-n p h-n(n-1) p / 2} \pi_{q^{\prime \prime}}^{-\prime \prime}[b]_{q^{\prime \prime}}[b+1]_{q^{\prime}} \ldots[b+n-1]_{q^{p}} f_{q^{\prime \prime}, b}\right\}
\end{aligned}
$$

hence

$$
\begin{aligned}
& \Gamma_{p \cdot q}(a)=\sum \varepsilon_{p, \prime+k}(-1)^{\prime \prime} q^{(-n(a+k)-n(n-1) p) / 2} \pi_{q^{\prime \prime}}^{-n-k} \\
& \cdot {\left[\frac{a+k}{p}\right]_{q^{\prime \prime}}\left[\frac{a+k}{p}+1\right]_{q^{\prime \prime}} \ldots\left[\frac{a+k}{p}+n-1\right]_{q^{\prime \prime}} }
\end{aligned}
$$

which is analytic in $D\left(-k,|p|^{+}\right)$, since $|1-q|<|\pi|$, as follows from the expansion

$$
[c]_{q^{p}}=-1+\sum_{m \geqslant 0}\binom{c}{m}\left(q^{p}-1\right)^{m-1} .
$$

It would be interesting to extend this approach "à la Boyarsky" to other $q$-difference modules with $p$-adic parameters, notably to Koblitz" $p$-adic hypergeometric $q$ difference equations [Ko82b].

## PART II

HIGHER RANK

## 11. Preliminaries: unramified extensions of $\mathcal{E}^{\dagger}$

In this part, it will be essential to deal not only with $\mathcal{E}_{x}^{\dagger}$ but also with its unramified extensions as well. Whereas any such extension is of the form $\mathcal{E}_{x^{\prime}}^{\dagger}$ for some new variable $x^{\prime}$, the $q$-difference operator $d_{q}$ and Frobenius fail to act on $x^{\prime}$ as simply as they do on $x$. Thus the relatively down-to-earth methods of part I do not apply to the case of $\mathcal{E}_{x^{\prime}}^{\dagger}$. In this preliminary section, we give some tools to handle this issue.
11.1. Topologies. - Let $K$ be a complete non-archimedean field of characteristic 0 , with residue field $k$ of characteristic $p>0$. We keep the notation of part I for rings of analytic functions. For any interval $I$, the ring $\mathcal{B}(I)$ of bounded analytic functions on the annulus $\mathcal{C}(I)$ is endowed with the topology given by the sup-norm $\mid \|_{I}$, for which it is complete. It is also endowed with a coarser topology (strictly coarser if $I$ is not closed): the Frechet topology defined by the norms ||.J for all closed $J \subset I$. Its Frechet completion is $\mathcal{A}(I)$.

Similarly, the topology of the Robba ring $\mathcal{R}$ is the finest for which the injections $\mathcal{A}(] 1-\varepsilon, 1[) \hookrightarrow \mathcal{R}$, are contimuous, cf. e.g., $[\mathbf{C r} 98,4]$, and the induced topology on $\mathcal{E}^{\dagger}$ is coarser than the topology defined by the $p$-adic norm $\left|\left|=| |_{\mathcal{E}^{\dagger}}{ }^{(14)}\right.\right.$.

The truncation $\gamma_{x>10}$ in positive degrees is continuous, both as an operator $\mathcal{R} \rightarrow$ $x \mathcal{A}\left(\left[0,1[)\right.\right.$ and as an operator $\mathcal{E}^{\dagger} \rightarrow x \mathcal{B}([0,1[)$.

If $K$ is discretely valued and $J$ is closed, $\mathcal{A}(J)$ is a Banach space, and the Banach norm coincides with the sup-norm on $\mathcal{C}(J)$ if the endpoints of $J$ lie in $\sqrt{\left|K^{*}\right|}([\mathbf{C r} 98$, 4.2]).
11.2. Unramified extensions and absolute values. - We assume in the rest of this section that $k$ is perfect and that $K$ is discretely valued. Then $\mathcal{E}_{K, x}^{\dagger}$ is the field of fractions of the henselian ring $\mathcal{O}_{\mathcal{E}_{k, .}^{\dagger}}$ with residue field $k((x))$. Any finite unramified

extension of $\mathcal{E}_{K . .}^{\dagger}$ is of the form $\mathcal{E}_{K^{\prime}, x^{\prime}}^{\dagger}$ for a finite unramified extension $K^{\prime \prime} / K$ and a new variable $x^{\prime}$ algebraic over $\mathcal{E}_{\text {K. } x}^{\dagger}$ [Ma95].

Among the finite etale extensions of the Robba ring $\mathcal{R}_{K . x}$, those of the form $\mathcal{R}_{K^{\prime}, x^{\prime}}=\mathcal{R}_{K, x} \otimes \mathcal{E}_{K, r}^{\dagger} \mathcal{E}_{K^{\prime} . x^{\prime}}^{\dagger}$ play a distinguished role in the local theory of $p$-adic differential equations (as was first emphasized in the work of R. Crew [Cr98]). We shall see that they play a similar role in the local theory of $p$-adic $q$-difference equations. The most suitable way to deal with all these extensions is to embed them (up to isomorphism) in a fixed canonical "big Robba ring" $\widetilde{\mathcal{R}}$, as was done by K. Kedlaya $[\mathbf{K e}]^{(15)}$ (the field of constants of $\widetilde{\mathcal{R}}$ is $\left.\widetilde{K}:=K \otimes_{W(k)} W(\bar{k})\right)$.

For any element $y \in \mathcal{R}_{K . x}$ and any $\left.r \in\right] 0.1\left[\right.$. one defines $|y|_{|x|=r}$ (also written, abusively, $|y|_{r}$ ) to be the sup-norm of $y$ on the circle $|x|=r$ if $y \in \mathcal{A}([r, 1[), \infty$ otherwise. Similarly for $\mathcal{R}_{K^{\prime} . r^{\prime}}$. Note that if $y \in \mathcal{E}_{K_{\ldots} . r}^{\dagger} .|y|_{r}=|y|$ for any $r$ close enough to 1 .

The drawback of this notion is its dependence on the choice of $x^{\prime}$. Kedlaya has shown how to bypass it by introducing (partially defined) canonical absolute values $\left\|\|_{\text {r.can }}\right.$ on $\widetilde{\mathcal{R}}^{(16)}$. He proves that for any $y \in \mathcal{R}_{K^{\prime} . .^{\prime}} \subset \widetilde{\mathcal{R}}$ and any $r$ close enough to 1 , $|y|_{r \text {.can }}$ coincides with the naive absolute value $|y|_{\left|x^{\prime}\right|=r}[\mathrm{Ke}, 3.7]$.

On the other hand, let $\tau$ denote a Frobenius endomorphism of $K$. It extends uniquely to $\widetilde{K}$. Let us fix a positive integer $s$ and consider the endomorphism $\phi_{s}=\phi$ of $\mathcal{R}_{K, x}$ given by $\phi\left(\sum a_{n} x^{n}\right)=\sum \tau^{s}\left(a_{n}\right) x^{p^{\prime \prime} n}$. Then $\phi$ extends canonically to a $\tau^{s}$ semilinear endomorphism of $\widetilde{\mathcal{R}}$. and one has the formula $\left|y^{\phi}\right|_{r^{1 / p^{*}} \text {. can }}=|y|_{r \text {.can }}[\mathbf{K e}$, following prop. 3.11]. Hence for $r$ close enough to 1 ,

$$
\left|\cdot y^{i b}\right|_{\left|x^{\prime}\right|=, r^{\prime} / r^{*}}=|y|_{\left|x^{\prime}\right|=r}
$$

11.3. Good coordinates. - Because $\mathcal{E}_{x}^{\dagger}$ is henselian, $\phi$ lifts uniquely to any finite unramified extension of $\mathcal{E}_{x}^{\dagger}$. By definition $\phi(x)=x^{p}$. For a finite unramified extension of $\mathcal{E}_{x}^{\dagger}$ with tame residual extension of degree say $n$, one can take $x^{\prime}=x^{1 / n}$ so that again $\phi\left(x^{\prime}\right)=\left(x^{\prime}\right)^{p}$. However. in the case of a wild totally ramified residual extension (say of degree $p^{m}$ ), it is not possible to choose $x^{\prime}$ such that $\phi\left(x^{\prime}\right)=\left(x^{\prime}\right)^{p}$, although $\phi\left(x^{\prime}\right) \equiv\left(x^{\prime}\right)^{p} \bmod p$.

In order to get some control on the Frobenius action in the course of computations, it is important to choose $x^{\prime}$ carefully. For this purpose, one can use so-called KatzGabber extensions. According to Katz-Gabber [Ka86, 1.4.2]. one can choose $x^{\prime}$ in such a way that $x^{\prime}$ is algebraic of degree $p^{m \prime}$ over $k(x)$ and such that the extension $k\left(x, x^{\prime}\right) / k(x)$ defines (via $\left.x\right)$ a finite covering $\bar{f}_{k}: \bar{C}_{k} \rightarrow \mathbf{P}_{k}^{1}$ unramified above $\mathbf{P}^{1} \backslash 0$ and totally ramified at $x^{\prime}=x=0$. We denote by $f_{k}: C_{k} \rightarrow \mathbf{P}^{1} \backslash 0$ the restriction

[^9]of $\bar{f}_{k}$ above $\mathbf{P}^{1} \backslash 0$. Extending $k$ if necessary. we assume that one of points, say $P_{k}$, of $\bar{C}_{k}$ with $x^{\prime}=\infty$ is $k$-rational.

Let $\bar{f}: \bar{C} \rightarrow \mathbf{P}_{\mathcal{O}_{K}}^{1}$ be a lifting of this finite covering, with $\bar{C}$ projective and flat over $\mathcal{O}_{K}{ }^{(17)}$. We denote again by the letter $x$ (resp. $x^{\prime}$ ) a lifting of the first (resp. second) coordinate to $\bar{C}$ (we refer to such a coordinate $x^{\prime}$ as a "good coordinate" for this finite extension of $\mathcal{E}_{x}^{\dagger}$ ).

We denote by $f: C \rightarrow \mathbf{P}^{1} \backslash 0$ the restriction of $\bar{f}$ above $\mathbf{P}^{1} \backslash 0$. The finite covering $f_{K}: \bar{C}_{K} \rightarrow \mathbf{P}_{K}^{1} \backslash 0$ is unramified above the disk $D([1, \infty])$.

Let $\mathcal{O}^{\dagger}(C)$ denote the ( $p$-adic) weak completion of the affine algebra $\mathcal{O}(C)$. Via $f^{*}$, this an étale extension of $\mathcal{O}_{\mathcal{H}_{r}^{\dagger}}$. It is known that $\mathcal{O}^{\dagger}(C)$ is henselian (cf. e.g.. [E02. th. 3]). from which it follows that the endomorphism $\phi$ of $\mathcal{E}_{x^{\prime}}^{\dagger}$ preserves $\mathcal{O}^{\dagger}(C)$. On the other hand, $\mathcal{O}_{K}[[1 / x]]$ and $\mathcal{O}_{K}\left[\left[1 / x^{\prime}\right]\right]$ are both $\phi$-equivariantly isomorphic to the completion of $\mathcal{O}(C)$ at $P_{k}$.

We now fix an element $q \in K^{*}$ (not a root of unity) satisfying $|q|=1$, and fixed under $\tau^{s}$. The homothety $x \mapsto q x$ extends uniquely to an automorphism of each of the topological $K$-algebras $\mathcal{E}_{x^{\prime}}^{\dagger} \cdot \mathcal{E}_{x^{\prime}}^{\dagger}, \mathcal{R}_{x}, \mathcal{R}_{x^{\prime}} \cdot \widetilde{\mathcal{R}}$. and also of $\mathcal{O}^{\dagger}(C)$ (the latter ring being henselian). We denote all these extensions somewhat abusively by the symbol $\sigma_{q}$. Of course, in general $\sigma_{q}\left(. x^{\prime}\right)$ is not proportional to $x^{\prime}$.

The assmuption $\tau^{s}(q)=q$ ensures that $\sigma_{q}$ and $\phi$ generate a twisted polynomial ring $K\left[\sigma_{q}, \phi\right]$ of endomorphisms of any of the previous rings:

$$
\sigma_{q} \phi=\phi \sigma_{q}^{p^{w}}=\phi \sigma_{q^{p^{*}}}
$$

## 12. $q$-difference modules and Frobenius structures

12.1. $\sigma$-modules. - Let $R$ be a commutative integral $\mathbb{Q}$-algebra and let $\sigma$ be an injective endomorphism of $R$.

Definition 12.1. A $\sigma$-module, or $\sigma$-difference module over $R$ is a free $R$-module $M$ of finite rank equipped with an $R$-linear isomorphism

$$
\Sigma: \sigma_{*} M:=M \otimes_{R . \sigma} R \longrightarrow M .
$$

The $\sigma$-modules over $R$ form a category in an obvious way ${ }^{(18)}$. which is linear over the fixed ring of $R$ under $\sigma$.

In terms of a basis $\left(m_{i}\right)_{i=1 \ldots . . \mu}$ of $M$, the datum of $\Sigma$ is equivalent to the datum of an invertible matrix, which it is convenient to define as the inverse $A \in G L_{\mu}(R)$ of the matrix of $\Sigma$. With this convention, the $\sigma$-difference matrix system

$$
\sigma(Y)=A Y
$$

is equivalent to condition that $\sum_{i} Y_{i j} m_{i}$ is fixed by $\Sigma$.

[^10]If $\left(m_{j}^{\prime}\right)$ is another basis, with $m_{j}^{\prime}=\sum\left(H^{-1}\right)_{i j} m_{i}$, then the inverse $A^{\prime}$ of the matrix of $\Sigma$ in this new basis is $H^{\sigma} A H^{-1}$.

Remark 12.2. $\quad \sigma$-modules can also be understood in terms of non-commutative connections, $c f$. [A01].

In the sequel, we consider the case where $R$ is $\mathcal{E}_{x}^{\dagger}$ or $\mathcal{R}_{x}$. or (if $k$ is perfect and $K$ is discretely valued) one of their finite extensions $\mathcal{E}_{x^{\prime}}^{\dagger}, \mathcal{R}_{x^{\prime}}$. In such cases, we consider $\sigma$-modules as topological modules. When $\sigma=\sigma_{q}$, the notion of $\sigma$-module amounts to that of $q$-difference module over $R$, our main object of study. When $\sigma=\phi$, we denote the isomorphism defining the structure of $\phi$-module by

$$
\Phi: \phi_{*} M:=M \otimes_{R, \phi} R \longrightarrow M
$$

This example is studied at length in $[\mathbf{K e}]$.
Remark 12.3. - If $K$ is discretely valued, $\mathcal{E}^{\dagger}$ is a field and $\mathcal{R}$ is a Bézout ring: every finitely generated ideal is principal (as was remarked by several authors (cf. e.g., $[\mathbf{C r} 98,4.9]$ ), this follows from Lazard's theory of principal parts). Any Bézout ring $R$ is integrally closed and coherent, and any finitely generated $R$-module is a direct sum of its torsion submodule and of a free module, cf. e.g., $[\mathbf{C r} 98,4.9]$. Thus, in that case, one could replace "free" by "locally free" in the definition of $\sigma$-modules.

If $R$ is Bézout, and the subring of $\sigma_{q}$-constants is a field $K$, then the category of $\sigma_{q}$-modules is tamakian over $K$.
12.2. Strong Frobenius structure. - We assume that $q$ is fixed under $\tau^{s}$. We shall be interested in situations where the given module $M$ is at the same time a $\sigma_{q}$-module and a $\phi$-module.

Definition 12.4. A strong Frobenius structure on a $q$-difference module ( $M, \Sigma_{q}$ ) over $R$ is the datum of a structure of $\phi$-module $\Phi$ on $M, \Sigma_{q}$ and $\Phi$ being subject to the following "integrability condition":

$$
\Sigma_{q} \Phi=\Phi\left(\Sigma_{q}\right)^{p^{*}}
$$

to be understood in the sense that the following diagram commutes


We also say that $\left(M, \Sigma_{q}, \Phi\right)$ is a $\sigma_{q}-\phi$-module over $R$.

If $\Sigma_{q}$ and $\Phi$ are represented by the matrices $A_{q}^{-1}$ and $F^{-1}$ respectively in a given basis $\left(m_{i}\right)$ of $M$. the integrability condition translates into

Remark 12.5. - Let 115 consider the $q$-difference system $Y^{\sigma_{q}}=A Y$ attached to $\left(M, \Sigma_{q},\left(m_{i}\right)\right)$. Then $Y^{\phi}=F Y$ satisfies the $q^{1 / p^{*}}$-difference system with matrix $A_{q}^{\phi}$, which can be tumed, after $p^{\circ}$ iterations. into the $q$-difference system $\left(Y^{\phi}\right)^{\sigma_{q}}=A_{q l^{\prime,}} Y^{\phi}$.

We denote by $\sigma_{q}-\operatorname{Mod} R_{R}^{\phi}$ (resp. $\left.\sigma_{q}-\operatorname{Mod}_{R}^{(\phi)}\right)$ the category of $\sigma_{q}$ modules over $R$ endowed with a specified (resp, an unspecified) strong Frobenius structure. If $R$ is Bézout and if the subring of $\sigma_{q^{\prime}}$-constants is a field $K$, then $\sigma_{q^{-}} \operatorname{Mod} d_{R}^{(o)}$ is tamakian over $K^{\prime}$ while $\sigma_{q^{-}}$Mod $R_{R}^{\phi}$ is tamakian over the field $K_{s}$ of elements of $K^{\prime}$ fixed under $\tau^{s}$.

For any ring homomorphism $R \rightarrow R^{\prime}$ compatible with $\sigma_{q} \cdot \tau^{(19)}$. and for any replacement of $\phi$ by some power $\phi^{i}$. there is an obvious functor between the corresponding categories of $q$-difference modules with strong Frobenins structures.

Example 12.6 ( $q$-Exponential). In the case of a $q$-difference module of rank $\mu=1$. identified. after the choice of a basis. with a difference ecfuation $y(q x)=a(x) y(x)$ with $a(x) \in R^{*}$, the strong Frobenius structure is unique if it exists and is given by $y^{6} / y$ provided it belongs to $R$ (otherwise. there is no strong Frobenins structure).

This is the case of the $q$-difference equation satisfied by $e_{q}\left(\pi_{q} r\right)$ as in appendix 9 .
Example 12.7 ( $q$-Logarithm). The equation $d_{q} f_{q}(x)=1 / r$. or equivalently

$$
\ell_{q}(q x)=\ell_{q}(x)+q-1
$$

has the obvious solution (" $q$-logarithm")

$$
\ell_{q}(x)=\frac{q-1}{\log q} \log x .
$$

One has

$$
t_{q}(x)^{\sigma}=p^{\prime \prime} t_{q}(. x) .
$$

Consider the linear system of order 2

$$
\sigma_{q} Y(. x)=\left(\begin{array}{ll}
1 & 0  \tag{25}\\
1 & 1
\end{array}\right) Y(x)
$$



$$
\sigma_{q} Y(. x)=\left(\begin{array}{ll}
1 & 0  \tag{26}\\
1 & 1
\end{array}\right)^{p r} Y(. x)
$$

[^11]Since

$$
\binom{q-1}{p^{\prime \prime} \ell_{q}(x)}=\left(\begin{array}{cc}
1 & 0 \\
0 & p^{*}
\end{array}\right)\binom{q-1}{\ell_{q}(x)}
$$

we conclude that (25) and (26) are $\mathcal{E}^{\dagger}$-ecquivalent.
The differential Galois group is obviously the additive group $\mathbb{G}_{a}$. and one has a canonical fully faithful $\otimes$-functor

$$
\operatorname{Rep}_{K} \mathbb{G}_{a} \longrightarrow \sigma_{q^{\prime}}-\operatorname{Mod}_{\mathcal{R}^{\prime}}^{(o)}
$$

which sends the standard two-dimensional representation to the $q$-difference module attached to $\ell_{4}$.

## Example 12.8 (q-Difference modules arising from Galois representations)

Let us assume that $k$ is perfect and $K$ is discretely valued. Let $k^{\prime}\left(\left(x^{\prime}\right)\right)$ be a finite Galois extension of $k((x))$, and let $\mathcal{E}_{k^{\prime}, x^{\prime}}^{\dagger}$ be the corresponding finite umramified Galois extension of $\mathcal{E}_{K \ldots, . r}^{\dagger}$. Then $\mathcal{E}_{K^{\prime}, \ldots, r^{\prime}}^{\dagger}$ has a canonical structure of $\sigma_{q^{-}} \phi$-module over $\mathcal{E}_{K^{\prime} \ldots r}^{\dagger}$. given by the canonical extension of $\sigma_{q}$ and $o$ to $\mathcal{E}_{L^{\prime}, x^{\prime \prime}}^{\dagger}$.

We denote by $d$ - $\operatorname{Mod}_{R}^{\phi}$ (resp. $d$ - $\operatorname{Mod}_{R}^{(\phi)}$ ) the category of differential modules (free) over $R$ endowed with a specificed (resp. an unsperified) strong Frobenius structure. If $R$ is Bézout and if the subring of $\sigma_{q}$-constants is a field $K^{2}$. then $d$ - $\operatorname{Mod}_{R}^{(\phi)}$ is tamakian over $K$ while $d$ - $\operatorname{Mod}_{R}^{\phi}$ is tamakian over the field $K_{s}$ of elements of $K^{-}$fixed under $\tau^{*}$.

Let $G_{k((x))}$ be the absolute Galois group of $k((x))$. There are well-known $\otimes$-functors

$$
\begin{gathered}
D_{d}^{o}: \operatorname{Rep}_{k^{\prime}} G_{k \cdot((\cdot))} \longrightarrow d-\operatorname{Mod}_{\mathcal{R}_{N}}^{\infty} . \\
D_{d}^{(o)}: \operatorname{Rep}_{K^{\prime}} G_{k:(1, r))} \longrightarrow d-\operatorname{Mod}_{\mathcal{R}_{x}}^{(o)} .
\end{gathered}
$$

given by

$$
V \longmapsto\left(V \omega \mathcal{R}_{K^{\prime} . . r^{\prime}}\right)^{\left(G_{1,(1,+)}\right)}
$$

for suitable $\mathcal{R}_{K^{\prime}, \text {. }^{\prime}}\left(\right.$ depending on $V$ ), of. $[\mathbf{T 9 8 b}]$ (here $G_{\left.k_{i((. r))}\right)}$ is considered as a constant profinite group-scheme. and representations are moderstood in the algebraic sense, i.e., as representations of a group scheme: in particular. representations of $G_{k:((x))}$ in this selnse have finite image).

This carries over to the $q$-difference case. For any $V \in \operatorname{Rep}_{K^{-}} G_{k(t) r)}$ of dimension $\mu$. there is a finite umramified extension $\mathcal{E}_{K^{\prime}, x^{\prime}}^{\dagger}($ say in $\widetilde{\mathcal{R}})$ such that $\left(V o_{K} \mathcal{E}_{K^{\prime}, . r^{\prime}}^{\dagger}\right)^{\left(G_{k,(t, t)}\right)}$
 module inherits a natural $q$-difference structure and strong Frobenius structure from $\mathcal{E}_{K^{\prime \prime} . . r^{\prime}}^{\dagger}$ (resp. $\mathcal{R}_{K^{\prime \prime} . . r^{\prime}}$ ). If $K=K^{\prime \prime}$ (e.g., if $k$ is algeb)raically closed). one recovers $V$ from $M$ by the following recipe "à la Fontainc": $V \cong\left(M \propto \mathcal{E}_{K^{\prime \prime} . . r^{\prime \prime}}^{\dagger}\right)^{\Sigma_{u_{\prime \prime}}}($ resp $\cong V(M):=$ $\left.\left(M \otimes \mathcal{R}_{K^{\prime} . . V^{\prime}}^{\dagger}\right)^{\Sigma_{q \prime}}\right)$.

Proposition 12.9. There is a canonical fully faithful $K_{s}$-linear -functor

$$
D_{\sigma_{\psi}}^{\sigma}: \operatorname{Rep}_{K_{s}} G_{k \cdot((, r))} \longrightarrow \sigma_{\psi_{4}}-\operatorname{Mod}_{\mathcal{R}_{s}}^{\phi}
$$

and a canonical fully faithful $K$-linear $\otimes$-functor

$$
D_{\sigma_{q}}^{(\phi)}: \operatorname{Rep}_{K^{\prime}} G_{h((. x))} \longrightarrow \sigma_{q}-\operatorname{Mod}_{\mathcal{R}_{.}}^{(\phi)}
$$

given by

$$
V \longmapsto\left(V \otimes \mathcal{R}_{K^{\prime}, x^{\prime}}\right)^{C_{k(t, r)}}
$$

for suitable $\mathcal{R}_{K^{\prime} . . r^{\prime}}$ (depending on $V$ ).
The fact that the functor is full is seen as usual using internal Hom: it reduces to the fact that $D_{\sigma_{\varphi}}^{(\phi)}\left(V^{\left.G_{k(t, r)}\right)}\right)$ is the largest trivial subobject of $D_{\sigma_{\varphi}}^{(\phi)}(V)$.

Remark 12.10. Combining the last two examples, one finds a canonical fully faithful $K$-linear $\otimes$-functor

$$
D_{\sigma_{\|}}^{(\phi)}: \operatorname{Rep}_{K}\left(G_{k((, x))} \times \mathbb{G}_{a}\right) \longrightarrow \sigma_{q^{-}} \operatorname{Mod}_{\mathcal{R}_{x}}^{(\phi)}
$$

given by

$$
V \longmapsto D_{\sigma_{u}}^{(\phi)}(V):=\left(V \otimes \mathcal{R}_{K^{\prime} . . x^{\prime}}[\log x]\right)^{\left.G_{k(l, t)}\right) \times \mathbb{G}_{a}(K)}
$$

for suitable $\mathcal{R}_{K^{\prime} . . \boldsymbol{H}^{\prime}}$.
12.3. Confluent weak Frobenius structure. - Let us remark that if $M /$ is a $q^{p^{(i+1) *}}$-difference module, then $\phi_{*} M$ has a natural structure of $q^{p^{\prime} s}$-difference module (in a given basis they are "given by" matrices $A_{q^{p, *}}$ and $A_{q^{p, *}}^{\phi}$ respectively).

On the other hand. $q^{p^{\prime, .}} \rightarrow 1$ when $i \rightarrow \infty$, and the phenomenon of confluence occurs in this natural way. in the p-adic setting.

Combining these two remarks, this suggests to introduce another type of Frobenius structure, which seems to have no counterpart in the differential case: a sequence of Frobenius predecessors ( $q q^{p^{i s}}$-difference modules) which for $i \rightarrow \infty$ converge to a strong Frobenius structure on the limit differential module. More precisely:

Definition 12.11. A confluent weak Frobenius structure on a $q$-difference module $\left(M . \Sigma_{q}\right)$ over $R$ is a sequence $\left(I_{i}=\left(M . \Sigma_{q^{p^{\prime, *}}}\right)\right)_{i \geqslant 0}$ of $q^{p^{\prime *}}$-difference structures on $M$. and isomorphisms

$$
\Phi_{i}: \phi_{*} M_{i+1} \longrightarrow M_{i}
$$

of $q^{p^{\prime *}}$-difference modules, such that

1) the operators $\Delta_{i}=\frac{1}{\left(q^{p^{i . x}}-1\right)}\left(\sum_{q^{p^{i, ~}}}-\mathrm{Id}\right)$ converge to a derivation $\Delta_{x}$ on $M$.
2) $\Phi_{i}$ converges to a strong Frobenius $\Phi_{\infty}$ for the differential module ( $M . \Delta_{\infty}$ ).

In terms of associated matrices. this amomes to the data of a sequence of matrices $F_{i}, A_{q^{p^{i \times *}}} \in G L_{\mu}(R), i \geqslant 0$. related by the following relations:

$$
F_{i}^{\sigma}{ }_{q^{p^{i, s}}} A_{q^{p^{i * s}}}=A_{q^{p^{(i+1): ~}}}^{\phi} F_{i}
$$

and such that the sequences $\left(F_{i}\right)$ and $\left(G_{i}:=\left(q^{p^{\prime}}-1\right)^{-1}\left(A_{q^{p^{i}}}-I\right)\right)$ both converge in $M_{\mu}(R)$ to some limits $F_{\infty}$ and $G_{x}$ respectively ( $F_{i}$ represents the "quotient" $Y_{i+1}^{\phi} Y_{i}^{-1}$ where $Y_{i}$ is a fundamental solution of the system $\left.\sigma_{q^{p^{i *}}} Y_{i}=A_{q^{p, *}} Y_{i}\right)$.

We denote by $\sigma_{q^{-}}-\operatorname{Mod} d_{R}^{\text {couf } \phi}$ the category of $\sigma_{q}$ modules over $R$ endowed with a specified confluent weak Frobenius structure.

We denote by $\sigma_{q}-\operatorname{Mod}{ }_{R}^{\text {conf( }(\phi)}$ the analogons category where one leaves the morphisms $\Phi_{i}$ unspecified: objects consist of a secquence $\left.\left(M I . \Sigma_{q^{p^{\prime *}}}\right)\right)_{i \geqslant 0}$ of $q^{p^{p^{* *}}}$-difference structures on $M$ converging to a differential module structure on $M$, these data being part of an unspecified confluent weak Frobenins structure.

If $R$ is Bézout and if the subring of $\sigma_{q^{-}}$-constants is a field $K$, then $\sigma_{q^{-}}$Mod $d_{R}^{\text {conf }(\phi)}$ is tamakian over $K^{-}$while $\sigma_{q^{-}}-\operatorname{Mod} d_{R}^{\text {conf }(s)}$ is tamakian over $K_{s}$.

One has a canonical *-functors "limit differential module":

$$
\begin{aligned}
& \operatorname{Lim}_{x}^{\phi}: \sigma_{q^{-}} \operatorname{Mod}_{R}^{\text {couf } \phi} \longrightarrow d-\operatorname{Mod}_{R}^{\phi} . \quad\left(M, \Sigma_{q} .\left(M_{i}, \Phi_{i}\right)\right) \longmapsto\left(I_{x}, \Delta_{x}, \Phi\right) . \\
& \operatorname{Lim}_{\propto}^{(\phi)}: \sigma_{q^{-}} \operatorname{Mod}_{R}^{(\operatorname{conf}(\phi)} \longrightarrow d-\operatorname{Mod}_{R}^{(\phi)} . \quad\left(M_{\cdot} \Sigma_{q} \cdot\left(M_{i},\right)\right) \longmapsto\left(M_{x} \cdot \Delta_{\infty}\right) .
\end{aligned}
$$

Example 12.12 ( $q$-Exponential). We assume that $\pi^{\tau}=\pi$ and that $|q-1|<p^{-1 / p-1}$. Let us consider the $q$-difference module $\left(M=\mathcal{R} . \Sigma_{q}\right)$ of rank $\mu=1$ attached to $q$ difference system $d_{q} y=\pi!$ (with solution $\left.e_{q}(\pi x)\right)$; explicitly,

$$
\Sigma_{q}(1)=(1+(q-1) \pi \cdot x)^{-1} .
$$

Then corollary 2.5 shows that $\left(\Sigma_{q p^{\prime, *}}\right)$ together with

$$
\left(\Phi_{i}, \Phi_{i}(1)=\epsilon_{q^{p}}\left(\pi \cdot r^{p^{\prime}}\right) / e_{q^{\prime}}{ }^{p^{i+1}}\left(\pi \cdot r^{p^{i+1}}\right)\right)
$$

form a confluent weak Frobenius structure with limit differential module ( $\mathcal{R}, \Delta_{\infty}=$ $\left.x \frac{d}{d x}+\pi \cdot x\right)$.

Example 12.13 ( $q$-Logarithm). The sequence of matrices $A_{q q^{\prime,}}=\left(\begin{array}{cc}1 & 0 \\ 1 & 1\end{array}\right), F_{i}=I$, defines a confluent weak Frobenius structure for the $q$-logarithm (in this case $Y_{i}=$ $\left.\binom{(q-1)\left[i^{i *}\right]_{q}}{(q-1) \frac{1 p^{i}+q}{p^{\prime *}} \log , x}\right)$. One has a canonical fully faithful $\otimes$-functor

$$
\operatorname{Rep}_{K} \mathbb{G}_{a} \longrightarrow \sigma_{q^{-}} \operatorname{Mod}_{\mathcal{R}_{x}}^{(\text {conf } \phi)}
$$

which sends the standard two-dimensional representation to the $q$-difference module attached to $\ell_{q}$.

## Example 12.14 ( $q$-Difference modules which arise from Galois representations)

Let us assume that $k$ is perfect and $K$ is discretely valued. Let $k^{\prime}\left(\left(x^{\prime}\right)\right)$ be a finite Galois extension of $k((x))$, let $\mathcal{E}_{K^{\prime}, x^{\prime}}^{\dagger}$ be the corresponding finite unramified Galois extension of $\mathcal{E}_{K, x}^{\dagger}$, and let $\mathcal{R}_{K^{\prime}, ., r^{\prime}}$ be the corresponding finite étale extension of $\mathcal{R}_{K, x,}$.

Remark 12.15. $\left(\mathcal{E}_{K^{\prime} . x^{\prime}}^{\dagger}, \sigma_{q}\right)$ has a canonical confluent weak Frobenius structure, given by $\Sigma_{q^{p^{i, *}}}=\sigma_{q}^{p^{i, *}}$ and $\Phi_{i}=\phi$. One has $\delta_{q^{p^{i, *}}}=\frac{1}{\left(q^{p^{i, s}}-1\right)}\left(\sigma_{q}^{p^{i, *}}-\mathrm{Id}\right) \rightarrow x d / d x$ on $\mathcal{E}_{K, x}^{\dagger}$, and we are about to see that the same holds on $\mathcal{E}_{K^{\prime}, x^{\prime}}^{\dagger}$.

We may assume that $K^{\prime}=K$. Let $\varpi$ be a uniformizer of $\mathcal{O}_{K}$, and let us write $\operatorname{ord}_{\varpi}\left(q^{p^{i, s}}-1\right)=n_{i}\left(n_{i} \rightarrow \infty\right.$ with $\left.i\right)$. Then $\sigma_{q}^{p^{i \star}}$ is identity on the henselian ring $\mathcal{O}_{\mathcal{E}_{x}^{\dagger}} / \varpi^{n_{i}}$, hence also on its étale extension $\mathcal{O}_{\mathcal{E}_{r^{\prime}}^{\dagger}} / \varpi^{n_{i}}$. This means that all $\delta_{q^{p^{i *}}}$ extend to $\mathcal{O}_{K}$-linear endomorphisms of $\mathcal{O}_{\mathcal{E}_{r^{\prime}}^{\dagger}}$. The formula $\delta_{q^{p^{i *}}}(a b)-a \delta_{q^{p^{i . i}}}(b)-\delta_{q^{p^{i *}}}(a) b=$ $\left(q^{p^{\prime *}}-1\right) \delta_{q^{p i *}}(a) \delta_{q^{p^{i *}}}(b)$ shows that $\delta_{q^{p^{i *}}}$ induces a derivation of $\mathcal{O}_{\mathcal{E}_{r^{\prime}}^{\dagger}} / \varpi^{\prime \prime \prime}$. Since its restriction to $\mathcal{O}_{\mathcal{E}_{x}^{\dagger}} / \varpi^{\prime \prime}$ is $x d / d x$, it is $x d / d x$. Therefore $\delta_{q^{\prime \prime *}} \rightarrow x d / d x$ on $\mathcal{E}_{x^{\prime}}^{\dagger}$.
Remark 12.16. For $r$ close enough to 1 , one has $\left|\sigma_{q}\left(x^{\prime}\right)\right|_{\mid \cdot r^{\prime}=r^{\prime}}=\left|\sigma_{q}\left(x^{\prime}\right)\right|_{r^{\prime}, \text { cau }}=r^{\prime}$ for every $r^{\prime} \in\left[r: 1\left[\right.\right.$, hence $\delta_{q}\left(\mathcal{A}_{r^{\prime}}\left(\left[r, r^{\prime}\right]\right) \subset\left(\mathcal{A}_{x^{\prime}}\left(\left[r, r^{\prime}\right]\right)\right.\right.$. Arguing as above, one shows that $\delta_{q^{\prime, *}} \rightarrow x d / d x$ on $\mathcal{A}_{x^{\prime}}\left(\left[r, r^{\prime}\right]\right)$. Similarly, $\delta_{q^{p^{\prime, *}}} \rightarrow x d / d x$ on $\mathcal{R}_{K^{\prime}, x^{\prime}}$, and $\mathcal{R}_{K^{\prime}, x^{\prime}}$ has a canonical confluent weak Frobenius structure, given by $\Sigma_{q^{p^{\prime, *}}}=\sigma_{q}^{p^{\prime * *}}$ and $\Phi_{i}=\phi$.

One can then play the game of (12.8) with confluent weak Frobenius structures instead of strong Frobenius structures, and get:

Proposition 12.17. - There is a canonical fully faithful $K_{s}$-linear $\otimes$-functor

$$
D_{\sigma_{q}}^{\operatorname{conf} \phi}: \operatorname{Rep}_{K_{*}} G_{k^{\prime}((x))} \longrightarrow \sigma_{q}-\operatorname{Mod}_{\mathcal{R}_{x}}^{\operatorname{conf} \phi},
$$

and a canonical fully faithful $K$-linear $\otimes$-functor

$$
D_{\sigma_{q}}^{(\operatorname{conf} \phi)}: \operatorname{Rep}_{K^{-}} G_{k((x))} \longrightarrow \sigma_{q}-\operatorname{Mod}_{\mathcal{R}_{x}}^{(\text {conf } \phi)}
$$

given by

$$
V \longmapsto\left(V \otimes \mathcal{R}_{K^{\prime}, x^{\prime}}\right)^{\left.G_{k(t, r)}\right)}
$$

for suitable $\mathcal{R}_{K^{\prime \prime}, x^{\prime}}$ (depending on $V$ ).
Remark 12.18. Combining the last two examples, one finds a canonical fully faithful $K$-linear $\otimes$-functor

$$
D_{\sigma_{q}}^{(\operatorname{conf} \phi)}: \operatorname{Rep} \mathcal{K}_{K}\left(G_{k \cdot((x)))} \times \mathbb{T}_{a}\right) \longrightarrow \sigma_{q^{-}} \operatorname{Mod}_{\mathcal{R}_{x}}^{(\operatorname{conf} \phi)}
$$

given by

$$
V \longmapsto D_{\sigma_{q}}^{(\operatorname{conf} \phi)}(V):=\left(V \otimes \mathcal{R}_{K^{\prime}, x^{\prime}}[\log x]\right)^{G_{k((,))} \times G_{n}(K)}
$$

for suitable $\mathcal{R}_{K^{\prime} . r^{\prime}}$. as well as a canonical fully faithful $K_{s}$-linear $\otimes$-functor

$$
D_{\sigma_{q}}^{\text {conf } \phi}: \operatorname{Rep}_{K_{s}}\left(G_{k((x))} \times \mathbb{G}_{a}\right) \longrightarrow \sigma_{q^{-}} \operatorname{Mod}_{\mathcal{R}_{x}}^{\text {conf } \phi} .
$$

Composing the former with the limit functor $\operatorname{Lim}_{\infty}{ }^{(\phi)}$, one gets the $\otimes$-functor

$$
D_{d}^{(\phi)}: \operatorname{Rep}_{K}\left(G_{k \cdot((x))} \times \mathbb{G}_{a}\right) \longrightarrow d-\operatorname{Mod}_{\mathcal{R}_{x}}^{(\phi)}
$$

This is easily checked on the regular representation of a finite Galois quotient $G$ of $G_{k \cdot((x))}$, for which $\left(V \otimes \mathcal{R}_{K^{\prime} \cdot . x^{\prime}}\right)^{G_{k \cdot(x))}}$ is nothing but the Galois extension $\mathcal{R}^{\prime} / \mathcal{R}$ in $\widetilde{\mathcal{R}}$ with Galois group $G$.
12.4. Solvability at the outer boundary. - We generalize definition 3.1 to the higher rank case. As in $\S 1.4$, let $t$, be a generic point of absolute value $r \in]|q-1|, 1[$ in some complete extension $\Omega$ of $\hbar$. For any $\rho \in]|q-1|, r]$, let $\mathcal{A}_{\Omega}\left(t_{r}, \rho\right)$ be the ring of analytic functions in the $\Omega$-disk $\left|. x-t_{r}\right|<\rho$. This is a $q$-difference ring in a canonical way, and the canonical embedding $\mathcal{A}_{K}\left(\left[r, 1[) \hookrightarrow \mathcal{A}_{\Omega}\left(t_{r}, \rho\right)\right.\right.$ is compatible with $\sigma_{q}$.

Let $r^{\prime}$ be in $]|q-1| .1[$.
Definition 12.19. A $q$-difference module $M$ over $\mathcal{A}_{K^{\prime}}\left(\left[r^{\prime} .1[)\right.\right.$ is solvable (at the outer boundary) if there is a function

$$
\left.r \in] r^{\prime} .1[\longmapsto \rho(r) \in]|q-1|, r\right]
$$

such that $\lim _{r \rightarrow 1} \rho(r)=1$ and $M \otimes_{\mathcal{A}_{k}([r, 1[)} \mathcal{A}_{\Omega \Omega}\left(t_{r}, \rho(r)\right)$ has a basis of elements fixed under $\Sigma_{q}$.

Since any $q$-difference module $M$ over $\mathcal{E}_{x}^{\dagger}$ or $\mathcal{R}_{x}$ is "defined over $\mathcal{A}_{K}([r, 1[)$ " for some $r$ close enough to 1 . this provides a definition of solvability (at the outer boundary) for such modules. We say that a $q$-difference module $M$ over some finite unramified extension $\mathcal{E}_{r^{\prime}}^{\dagger}\left(\right.$ resp. $\left.\mathcal{R}_{x^{\prime}}\right)$ is solvable if the underlying $q$-difference module over $\mathcal{E}_{x}^{\dagger}$ (resp. $\mathcal{R}_{x}$ ) is.

Let us choose a basis of $M$ and denote by $A_{q}$ the inverse of the matrix of $\Sigma_{q}$ in this basis. Let us define a sequence of matrices
$G_{q, 0}=I, \quad G_{q, 1}=\frac{1}{q-1}\left(A_{q}-I\right) . \quad G_{q, m+1}=x \cdot d_{q}\left(G_{q, m}\right)+G_{q, m}^{\sigma_{q}}\left(G_{q, 1}-m_{q} \cdot q^{-m} . I\right)$.
The $q$-difference system $Y^{\sigma_{q}}=A_{q} Y$ then gives rise to the sequence of systems

$$
x^{m} d_{q}^{m} Y=G_{q, m} Y
$$

For the solution around $t_{r}$ normalized by $Y\left(t_{r}\right)$, one has the twisted Taylor expansion (cf. (1.2), [DV02, 4], [DV03, 3])

$$
Y(x)=\sum_{m \geqslant 0} t_{r}^{-m} \frac{G_{q, m}\left(t_{r}\right)}{[m]_{q}^{!}}\left(x, t_{r}\right)_{q . m} .
$$

From this formula, denoting by $\left|\pi_{q}\right|<1$ the limit of $\left|[m]_{q}^{!}\right|^{1 / m}$, the following lemma follows immediately.

Lemma 12.20. $\quad M$ is solvable if and only if

$$
\underset{r \rightarrow 1}{\limsup } \limsup _{m}\left|G_{q . m}\right|_{r}^{1 / m} \leqslant\left|\pi_{q}\right| .
$$

Proposition 12.21. - Any q-difference module $M$ over $\mathcal{R}_{K^{\prime}, y^{\prime}}$ with a strong Frobenius structure is solvable.

Indeed, the strong Frobenius structure $M$ induces a strong Frobenius structure on the underlying $q$-difference module over $\mathcal{R}_{K . . r}$. hence we may assume that $\mathcal{R}_{K^{\prime},{ }^{\prime}}=$ $\mathcal{R}_{K . r}$. Dwork's well-known argument applies (if $M$ is defined over $\mathcal{A}_{K}\left(\left[r^{p}, 1[)\right.\right.$ and
$M \otimes_{\mathcal{A}_{k}\left(\left[r^{p}, 1 \mid\right)\right.} \mathcal{A}_{\Omega 2}\left(t_{r^{\prime \prime}}, \rho^{p}\right)$ has a basis of elements fixed under $\Sigma_{q}$, and if $r$ and $\rho$ are close enough to 1, then $\phi_{*} M$ is defined over $\mathcal{A}_{K}\left(\left[r, 1[)\right.\right.$ and $\phi_{*} M I \otimes_{\mathcal{A}_{K}([r, 1])} \mathcal{A}_{\Omega}\left(t_{r}, \rho\right)$ has a basis of elements fixed under $\Sigma_{q}$ ).

Proposition 12.22. For any solvable q-difference module over $\mathcal{R}_{K^{\prime} . . r^{\prime}}\left(\right.$ resp. $\left.\mathcal{E}_{K^{\prime} . . x^{\prime}}^{\dagger}\right)$, $\lim _{i \rightarrow \infty}\left(\Sigma_{q}\right)^{p^{i}}=I$ in $G L(M I)$.

Proof. - Let us first consider the case of $\mathcal{R}_{K^{\prime}, x^{\prime}}$. This is a problem about the underlying $q$-difference module over $\mathcal{R}_{K, x}$, hence we may assume that $\mathcal{R}_{K^{\prime}, x^{\prime}}=\mathcal{R}_{K, x}$. Let us take a basis of $M$, and consider matrices $A_{q}$ and $G_{q, m}$ as before, and the sequence $A_{q^{n}}=A^{\sigma_{4}^{n-1}} \cdots A^{\sigma_{4}} A$. We have to show that $\lim _{i \rightarrow \infty} A_{q^{p^{i}}}=I$ in $G L_{\mu}(\mathcal{R})$. The relations between the iterates of $\sigma_{q}$ and of $d_{q}$ are given by the formula ( $c f$. [DV02.
1.1.11], [DV03. 1.2])

$$
\sigma_{q}^{\prime \prime}=\sum_{m=0}^{n}\binom{n}{m}_{q}(q-1)^{m} q^{m(m-1) / 2} x^{\prime \prime} d_{q}^{m}
$$

It implies the following relation

$$
A_{q^{n}}=\sum_{m=0}^{n}\binom{n}{m}_{q}(q-1)^{m} q^{m(m-1) / 2} G_{q \cdot m}
$$

Let us now take $n=p^{i}$. and let $i$ tend to $\infty$. Let us cut the previous sum into three pieces $I+\sum_{m<p^{i / 2}}+\sum_{m \geqslant p^{\prime / 2}}$ and write, for any fixed $r$ close enough to 1 .

The quantity $\sup _{0<m<p^{i / 2}}\left|\binom{p_{m}^{i}}{m}_{q}\right||q-1|^{m \mid}\left|G_{q, m}\right|_{\text {, }}$, tends to 0 because the factors $\binom{p_{m}^{i}}{m}_{q}$ tend uniformly to 0 . The quantity sup $m \geqslant p^{i / 2}\left|\left(p_{m}^{\prime \prime}\right)_{q}\right||q-1|^{m}\left|G_{q, m}\right|_{\text {, tends to } 0} 0$ because the factors $\left|G_{q, m}\right|_{r}$ tend uniformly to 0 due to the solvability condition.

Let us now assume that $M$ is defined over $\mathcal{E}_{K, r, r}^{\dagger}$. In order to get $\lim _{i \rightarrow x} A_{q^{p^{\prime}}}=I$ in $G L_{\mu}\left(\mathcal{E}^{\dagger}\right)$, one needs some uniformity in $r$ in the previous estimates. This is provided by the effective bound à la Dwork-Robba $[\mathbf{D V 0 3}, 5]$ : for $\rho(r)$ as in (12.19),

$$
\left|G_{q, m}\right|_{r} \leqslant\left(\sup _{m^{(1)}<\cdots<m^{(\mu-1)} \leqslant m}\left|\frac{[m]_{q}^{!}}{\prod m_{q}^{(i)}}\right|\right)\left(\sup _{n<\mu}\left|G_{q, n}\right|_{r}\right)\left(\frac{r}{\rho(r)}\right)^{m}
$$

which is valid for any $r$ close enough to 1 , and gives

$$
\left|G_{q, m}\right| \leqslant\left(\sup _{m^{(1)}<\cdots<m^{(n-1)} \leqslant m}\left|\frac{[m]_{q}^{!}}{\prod m_{q}^{(i)}}\right|\right)\left(\sup _{n<\mu}\left|G_{q, n}\right|\right),
$$

at the limit $r=1$ by solvability (at the outer boundary).

## 13. "Unit-root" $q$-difference modules

In this section, we study unit-root $q$-difference modules over $\mathcal{R}$, that is $\sigma_{q}-\phi_{-}$modules $M$ over $\mathcal{R}$ for which there exists a $\mathcal{O}_{\mathcal{E}^{+}}$lattice $\mathcal{M}$ in $M$ such that $\Phi$ induces an isomorphism $\phi_{*} \mathcal{M} \cong \mathcal{M}$.

We prove the $q$-analog of Tsuzuki's theorem (in the differential case): after passing to a finite separable extension of $k((x))$ and to the corresponding finite étale extension of $\mathcal{R}, M$ admits a basis of vectors fixed by $\Sigma_{q}$ and $\Phi$ simultaneously.

We follow Christol's approach [C01] of that theorem, which is more analytic than Tsuzuki's proof. The fact that what follows looks more involved than $[\mathbf{C 0 1}]$ is not due to pecularities of the $q$-difference theory, but to the fact that we had to fill two gaps in Christol's paper ${ }^{(20)}$.
13.1. Overconvergence of solutions. - We start with a complete nonarchimedean field of characteristic 0 , with residue field $k$ of characteristic $p>0$. We don't assume $K$ discretely valued nor $k$ perfect, but we assume that $K$ contains the $p$-th roots of unity (so that Dwork's constant $\pi$ belongs to $K$ ), and we fix $q \in K$ such that $|q-1|<|\pi|$.

Let $\alpha$ and $\eta$ be real numbers such that $0<\alpha<1<\eta$. Define

$$
\beta=p \frac{\log \alpha}{\log \alpha+\log |p|},
$$

so that

$$
\alpha^{1-\log r / p \log \eta} p^{-\log r / p \log \eta}
$$

takes the value 1 at $r=\eta^{\beta}$, and

$$
\alpha<\pi \Longleftrightarrow \beta>1
$$

Notice that $\beta<p$.
Lemma 13.1. - Let $Y \in G L_{\mu}(\mathcal{B}([0,1[))$ be such that

$$
|Y-I|_{1} \leqslant \alpha \quad \text { and } \quad G:=x \cdot d_{q} Y \cdot Y^{-1} \in M_{\mu}\left(\mathcal{O}_{\mathcal{B}([0, \eta \mid)}\right)
$$

Then there exists $Y^{\prime} \in G L_{\mu}(\mathcal{B}([0,1[))$ such that

$$
\left|Y^{\prime}-I\right|_{1} \leqslant \alpha \quad \text { and } \quad G^{\prime}:=x \cdot d_{q} Y^{\prime} \cdot Y^{\prime-1} \in M_{\mu}\left(\mathcal{O}_{\mathcal{B}\left(\left[0, \eta^{3}[)\right.\right.}\right)
$$

and such that

$$
Y^{\prime}\left(x^{p}\right) \cdot Y^{-1} \in G L_{\mu}(\mathcal{B}([0, \eta[)) .
$$

${ }^{(20)}$ The first gap lies in [C01, prop. 13] where two different computations are made in $\mathcal{B}([0,1[)$ and $\mathcal{E}_{1 / x}^{\dagger}$ respectively, and are subsequently compared in the "intersection $\mathcal{B}\left(\left[0,1[) \cap \mathcal{E}_{1 / x}^{\dagger}\right.\right.$ ", which is meaningless. The second gap occurs at the end of the proof (th. 17), where one is supposed to redo the argument of prop. 13 over a finite unramified extension $\mathcal{E}_{1 / x^{\prime}}^{\dagger}$ of $\mathcal{E}_{1 / x}^{\dagger}$. But the argument of prop. 13 makes strong use of the explicit form $x \rightarrow x^{p}$ of Frobenius, and breaks down for $\mathcal{E}_{1 / x^{\prime}}^{\dagger}$.

Proof. (The proof is entirely parallel to that given in [C01. Lemma 1] in the differential case.) There are three steps.

Step 1. - It is straightforward to check that the matrix $G_{m}$ defined inductively by

$$
G_{0}=I . \quad G_{m+1}=x \cdot d_{q}\left(G_{m}\right)+G_{m}(q x)\left(G(x)-m_{q} \cdot q^{-m} \cdot I\right)
$$

satisfies

$$
x^{m \prime} d_{q}^{m} Y=G_{m} Y
$$

From these formulas. taking into account the fact that the operator $d_{q}^{m} /[m]_{q}^{]}$does not increase the sup-norm on $\mathcal{B}([0.1[)$ (cf. [DV02, 4.2.1]. [DV03. 2.1]). one derives the following estimates:

$$
\left|G_{m}\right|_{1} \leqslant\left|[m]_{q}^{!} \cdot \frac{d_{q}^{m}}{[m]_{q}^{!}}(Y-I)\right| \leqslant\left|[m]_{q}^{!}\right| \cdot \kappa, \quad\left|G_{m}\right|_{1} \leqslant 1 .
$$

Since $\log r \mapsto \log \left|G_{m}\right|_{r}$ is a convex function, one obtains by interpolation

$$
\left|G_{m}\right|_{r} \leqslant\left(\left|[m]_{q}\right| \cdot \alpha\right)^{1-\log r / \log n}
$$

for every $r$ between 1 and $\eta$. In particular, $\left|G_{m}\right|_{r}<1$ and $\lim _{m}\left|G_{m}\right|_{r}=0$ if $r<\eta$.
Step 2. - We shall see that

$$
Y^{\prime}:=\frac{1}{p} \sum_{y^{p}=. r} Y(. y)
$$

satisfies the conditions of the lemma. Since the $m$-th Taylor coefficient of $Y^{\prime}$ is nothing but the $p m$-th Taylor coefficient of $Y$. it is clear that $\left|Y^{\prime}-I\right|_{1} \leqslant \alpha$.

Moreover. considering the $q$-analog of the Taylor expansion. one finds

$$
\begin{aligned}
Y^{\prime}\left(. r^{p}\right) Y(. x)^{-1} & =\frac{1}{p} \sum_{\zeta^{p}=1} Y(\zeta . x) Y(. x)^{-1} \\
& =I+\sum_{1}^{\infty} G_{m}(x)\left(\frac{1}{p} \sum_{\zeta^{p}=1} \frac{(\zeta-1) \ldots\left(\zeta-q^{m-1}\right)}{[m]_{q}^{!}}\right)
\end{aligned}
$$

Since $|q-1|<|\pi|$. the coefficient of $G_{m}$ is in $\mathcal{O}_{h}$, and it easily follows that $H:=$ $Y^{\prime}\left(x^{p}\right) \cdot Y^{-1} \in G L_{\mu}(\mathcal{B}([0 . \eta[))$.
Step 3. One has

$$
p_{q} G^{\prime}\left(x^{p}\right)=\left(x \cdot d_{q}\right)\left(Y\left(x^{p}\right)\right) Y\left(x^{p}\right)^{-1}=x d_{q} H \cdot H^{-1}(q x)+H G H^{-1}(q x)
$$

which lies in $G L_{\mu}\left(\mathcal{O}_{\mathcal{B}([0, \eta \mid)}\right)$, hence $G^{\prime} \in M_{\mu}\left(\mathcal{B}\left(\left[0, \eta^{p}[)\right)\right.\right.$ and $\left|G^{\prime}\right|_{\eta^{p}} \leqslant\left|p_{q}\right|^{-1}=|p|^{-1}$.
On the other hand, $\left|G^{\prime}\right|_{1}=\left|d_{q} Y^{\prime} .\left(Y^{\prime}\right)^{-1}\right|_{1} \leqslant \alpha$. By log-convex interpolation. one finds

$$
\left|G^{\prime}\right|_{r} \leqslant \alpha^{1-\log r / p \log \eta} p^{-\log r / p \log \eta}
$$

for every $r$ between 1 and $\eta^{p}$. In particular, $\left|G^{\prime}\right|_{\eta^{3}} \leqslant 1$ by the choice of $\beta$, whence the lemma.

Assume moreover that $\alpha<|\pi|$ and let $n$ be a non-negative integer such that $\eta^{\beta^{\prime \prime}} \cdot|\pi|>1$. Then the real number $\eta^{\prime}:=\left(\eta \eta^{\beta^{\prime \prime}} \cdot|\pi|\right)^{p^{-\prime \prime}}$ lies in the interval $] 1 \cdot \eta[$.

Proposition 13.2. Under the assumption of the lemma, $Y \in G L_{\mu}\left(\mathcal{O}_{\mathcal{B}\left(\left[0, \eta^{\prime}\right]\right)}\right)$.
Proof (cf. [C01, Prop. 3]). One has $\left|r^{-m}\left(G_{m} /[m]_{q}^{!}\right)\right|_{\eta} \leqslant\left|1 /[m]_{q}^{!}\right| \eta^{-m} \leqslant(|\pi| \eta)^{-m}$. If $n=0$, this is $\leqslant\left(\eta^{\prime}\right)^{-m}$. and by the $q$-analog of the Taylor expansion of $Y$, one concludes that $Y \in G L_{\mu}\left(\mathcal{O}_{\mathcal{B}\left(\left[0, \eta^{\prime} \mid\right)\right.}\right)$.

One then argues by induction on $n$. By the previous lemma, there is $Y^{\prime}$ which satisfies our assumptions with $n$ replaced by $n-1$ and $\eta$ replaced by $\eta^{\beta}$. By induction, $Y^{\prime} \in$ $G L_{\mu}\left(\mathcal{O}_{\mathcal{B}\left(\left[0 .\left(\eta^{\prime}\right)^{\mu}\right]\right)}\right)$. Hence $Y^{\prime}\left(x^{\mu}\right) \in G L_{\mu}\left(\mathcal{O}_{\mathcal{B}\left(\left[0, \eta^{\prime}\right]\right)}\right)$. and since $H \in G L_{\mu}\left(\mathcal{O}_{\mathcal{B}([0, \eta[)}\right) \subset$ $G L_{\mu}\left(\mathcal{O}_{\mathcal{B}\left(\left[0 . \eta^{\prime} \mid\right)\right.}\right)$. one concludes that $Y=H^{-1} Y^{\prime}\left(x^{p}\right) \in G L_{\mu}\left(\mathcal{O}_{\mathcal{B}\left(\left[0, \eta^{\prime}\right]\right)}\right)$ as well.

Corollary 13.3. Let $\left.\left.Y \in G L_{\mu}(\mathcal{B}(] 1, \infty]\right)\right)$ be such that $|Y-I|<|\pi|$ and $Y^{\sigma_{q}} Y^{-1} \in$ $M_{\mu}\left(\mathcal{H}_{x}^{\dagger}\right)$. Then $Y \in G L_{\mu}\left(\mathcal{H}_{x}^{\dagger}\right)$.

Indeed, the assumption implies $\left(x d_{q} Y\right) \cdot Y^{-1} \in M_{\mu}\left(\mathcal{H}_{r}^{\dagger}\right)$. In fact, since actually $Y \in G L_{\mu}\left(\mathcal{O}_{\mathcal{B}(1, \infty])}\right),\left(x d_{q} Y\right) \cdot Y^{-1} \in M_{\mu}\left(\mathcal{O}_{\mathcal{H}_{x}^{\dagger}}\right)$. After change of variable $x \mapsto 1 / x$, and for $\eta$ close enough to 1 . one is in the situation of the previous proposition.

## 13.2. $q$-analog of Tsuzuki's theorem: the case when $F$ is close to $I$

We assume that $K$ is endowed with a Frobenius automorphism $\tau$ and that $k$ is algebraically closed. We fix a positive integer $s$ and consider the Frobenius $\phi: \sum a_{n} x^{n} \mapsto$ $\sum \tau^{s}\left(a_{n}\right) \cdot x^{p^{* \prime \prime}}$ on $\mathcal{E}_{x}^{\dagger}$. We asssume that $q^{\tau^{*}}=q$.

Lemma 13.4. - For any $F_{0} \in G L_{\mu}\left(\mathcal{O}_{K}\right)$ such that $\left|F_{0}-I\right|<1$, there exists $H_{0} \in$ $G L_{\mu}\left(\mathcal{O}_{K^{*}}\right)$ such that $H_{0}^{\tau^{*}} F_{0} H_{0}^{-1}=I$ and $\left|H_{0}-I\right|=\left|H_{0}^{-1}-I\right| \leqslant\left|F_{0}-I\right|$.

For $s=1$. this is part of $[\mathbf{C 0 1}$. Lemma 12]. The same proof works for any $s>0$.
Lemma 13.5. - For any $F \in G L_{\mu}\left(\mathcal{E}_{x}^{\dagger}\right)$ such that $|F-I|<1$, there exists $H \in G L_{\mu}\left(\mathcal{O}_{K}[[x]]\right) \subset G L_{\mu}\left(\mathcal{O}_{\mathcal{E}_{x}^{\dagger}}\right)$ such that $\left.H^{\phi} F H^{-1} \in G L_{\mu}\left(\mathcal{H}_{x}^{\dagger}\right)\right)$ and $|H-I|=$ $\left|H^{-1}-I\right| \leqslant|F-I|$.

Proof. For $s=1$, this is part of [C01, Lemma 8]. The proof for any $s>0$ is similar. One starts by noticing that the endomorphism $i d-\phi$ of $x K[[x]]$ has an inverse: $\psi=\sum_{1}^{\infty} \phi^{n}$. and that this inverse stabilizes the subring $\gamma_{x}>\boldsymbol{}$ ́ㅡㅇ. Let $\mathcal{U}$ be the closed subspace of $M_{\mu}\left(\mathcal{O}_{K}[[x]]\right)$ consisting of matrices $H$ satisfying $|H-I|=$ $\left|H^{-1}-I\right| \leqslant|F-I|$, and let us consider the following endomorphism $f$ of $\mathcal{U}$ :

$$
f(H)=H+\left(\psi \circ \neg_{x, x>1}\right)\left(H^{\circ} F H^{-1}\right)
$$

which can also be written as

$$
f(H)=I+\left(\psi \circ \gamma_{x>1}\right)\left(H^{\phi} F H^{-1}+H-H^{\phi}\right) .
$$

Let us check that $f$ is a contraction; one has

$$
\begin{aligned}
f(H)-f\left(H^{\prime}\right)= & \left(\psi \circ \gamma_{x>0}\right)\left(H^{\phi}\left(F H^{-1}-I\right)-\left(H^{\prime}\right)^{\phi}\left(F\left(H^{\prime}\right)^{-1}-I\right)+H-H^{\prime}\right) \\
= & \left(\psi \circ \gamma_{x>0}\right)\left(\left(H^{\phi}-\left(H^{\prime}\right)^{\phi}\right)\left(F H^{-1}-I\right)\right) \\
& \left.-\left(\left(H^{\prime}\right)^{\phi} F\left(H^{\prime}\right)^{-1}\left(H-H^{\prime}\right) H^{-1}+H-H^{\prime}\right)\right) .
\end{aligned}
$$

and it is clear that the norm of both terms in the difference is $<\left|H-H^{\prime}\right|$. Thus $f$ has a fixed point $H$. and since $\psi$ is invertible, $\gamma_{r>0}>0\left(H^{\phi} F H^{-1}\right)=0$ as wanted.

Proposition 13.6. $\quad$ Let $F \in G L_{\mu}\left(\mathcal{E}_{x}^{\dagger}\right)$ satisfy $|F-I|<|\pi|$, and let $A_{q}, A_{q^{r^{s}}} \in$ $G L_{\mu}\left(\mathcal{R}_{x}\right)$ be such that

$$
F^{\sigma_{q}} A_{q}=A_{q^{p^{*}}}^{\phi} F, \quad A_{q^{p^{*}}}=A_{q}^{\sigma_{q^{p^{*}}}-1} \cdots A_{q}
$$

Then $A_{q} \in G L_{\mu}\left(\mathcal{O}_{\mathcal{E}_{r}^{\dagger}}\right)$ and there exists $Y \in G L_{\mu}\left(\mathcal{O} \mathcal{E}_{x}^{\dagger}\right)$ such that

$$
Y^{\sigma_{\|}}=A_{q} Y, \quad Y^{\phi}=F Y .
$$

Proof. - Using the two previous lemmas, one reduces to the case when $F \in$ $G L_{\mu}\left(\mathcal{O}_{\mathcal{H}_{\mu}^{\dagger}}\right.$ ) and $F(0)=I$ (still with $\left.|F-I|<|\pi|\right)$. Let us define a sequence of matrices $Y_{m} \in G L_{\mu}\left(\mathcal{O}_{\mathcal{H}_{r}^{\dagger}}\right)$ by

$$
Y_{m}=F^{-1}\left(F^{\phi}\right)^{-1} \cdots\left(F^{\phi^{\prime \prime \prime}}\right)^{-1}
$$

As above. let us set. for any positive integer $n, A_{q^{\prime \prime}}=A_{q}^{\sigma_{q^{n-1}}} \cdots A_{q}$. From the relation $A_{q^{,>}}^{\phi}=F^{\sigma_{q}} A_{q} F^{-1}$, one derives by induction on $n$ the following relation in $G L_{\mu}\left(\mathcal{R}_{x}\right)$ :

$$
A_{q^{n} p^{*}}^{\phi}=F^{\sigma_{q^{n}}} A_{q^{\prime \prime}} F^{-1}
$$

Applying this to the powers of $p^{s}$, one then computes

$$
\left(Y_{m}^{\sigma_{q}}\right)^{-1} A_{q} Y_{m}=\left(F^{\phi^{\prime \prime \prime}}\right)^{\sigma_{q}} \cdots\left(F^{\phi}\right)^{\sigma_{q}} F^{\sigma_{q}} A_{q} F^{-1}\left(F^{\phi}\right)^{-1} \cdots\left(F^{\phi^{\prime \prime \prime}}\right)^{-1}=A_{q^{p^{\prime \prime \prime}} \phi^{\prime \prime \prime}}
$$

We now use the fact $(12.21,12.22)$ that the sequence $A_{q^{p^{\prime \prime \prime *}}}$, hence also $A_{q^{p^{m, w}}}^{\phi^{m \prime \prime}}$, tends to $I$ in $G L_{\mu}\left(\mathcal{R}_{x}\right)$, and derive that $A_{q} \in G L_{\mu}\left(\mathcal{H}_{x}^{\dagger}\right)$. Indeed, since $\gamma_{x>0} Y_{m}=\gamma_{x>0} Y_{m}^{\sigma_{q}}=0$, $\gamma_{x>0} A_{q}=Y_{m}^{\sigma_{y}}\left(\gamma_{x>0}\left(A_{q^{p^{\prime \prime * *}}}^{\phi^{\prime \prime \prime}}\right)\right) Y_{m}^{-1}$ : one has $\gamma_{x>0}\left(A_{q^{p^{\prime \prime * *}}}^{\phi^{\prime \prime \prime}}\right) \rightarrow \gamma_{x>0} I=0$, whence $\gamma_{x}>0 A_{q}=0$, and it follows that $A_{q} \in G L_{\mu}\left(\mathcal{H}_{x}^{\dagger}\right)$.

By (12.21), (12.22) again. $\left|A_{q^{p^{m, ~}}}^{\phi^{m}}-I\right|_{\mathcal{E} \dagger} \rightarrow 0$, hence $\left(Y_{m}^{\sigma_{q}}\right)^{-1} A_{q} Y_{m}$ tends to $I$ also in $\left.G L_{\mu}(\mathcal{B}(] 1, \infty]\right)$. But $Y_{m}$ has a limit $Y$ in $G L_{\mu}\left(\mathcal{O}_{\mathcal{B}(1, \infty]}\right)$. hence $Y^{\sigma_{q}} Y^{-1}=$ $\left.A_{q} \in G L_{\mu}(\mathcal{B}(] 1, \infty]\right)$. Applying (13.3), one concludes that $Y \in G L_{\mu}\left(\mathcal{H}_{x}^{\dagger}\right)$, and that $Y^{\sigma_{\mu}} Y^{-1}=A_{q}$. Since $Y \in G L_{\mu}\left(\mathcal{O}_{\mathcal{B}(11, \infty]}\right)$, the entrics of $A_{q}$ and $Y$ actually lie in $\mathcal{O}_{\mathcal{H}_{+}^{\dagger}}$.

On the other hand, it is obvious that $Y^{\phi}=F Y$ in $G L_{\mu}\left(\mathcal{O}_{B(1, \infty])}\right)$, hence also in $G L_{\mu}\left(\mathcal{H}_{x}^{\dagger}\right)$.

Corollary 13.7. Let $\left(\Lambda, \Sigma_{q}\right)$ be a q-difference module over $\mathcal{R}_{x}$ with a strong Frobenius structure $\Phi$. Let us assume that there is a basis of $M$ in which the Frobenius
matrix $F$ has entries in $\mathcal{E}^{\dagger}$ and satisfies $|F-I|<|\pi|$. Then there is a basis of $M I$ which is fixed under both $\Sigma_{q}$ and $\Phi$.
13.3. Going up in finite unramified extensions of $\mathcal{E}^{\dagger}$. - We now assume in addition that $K$ is discretely valued (and again that $k$ is algebraically closed). Hence $K$ is a finite extension of the field of fractions of the Witt ring $W(k)$.

We are now looking for generalizations of the previous results when $\mathcal{E}_{K, .,}^{\dagger}$ is replaced by a finite unramified extension $\mathcal{E}_{k \ldots x^{\prime}}^{\dagger}\left(x^{\prime}\right.$ being a good coordinate as in $\S$ 11.3). The difficulty lies of course in the fact that one cannot assume that $\sigma_{q}\left(x^{\prime}\right)$ is proportional to $x^{\prime}$, nor that $\phi\left(x^{\prime}\right)=\left(x^{\prime}\right)^{p}$.

We use again the notations $f: C \xrightarrow{r} \mathbf{P}_{\mathcal{O}_{K}}^{\prime} \backslash 0$, etc $\ldots$ of $\xi 11.3$. Let $d$ be the degree of $f$. Let us first generalize corollary 13.3.

Proposition 13.8. Let $\left.Y^{\prime} \in G L_{\mu}\left(B_{x^{\prime}}(] 1 . \propto\right]\right)$ be such that $\left|Y^{\prime}-I\right|<|\pi|$ and $\left(Y^{\prime}\right)^{\sigma_{\varphi}}\left(Y^{\prime}\right)^{-1} \in M_{\mu}\left(\mathcal{O}^{\dagger}(C)_{K}\right)$. Then $Y^{\prime} \in G L_{\mu}\left(\mathcal{O}^{\dagger}(C)_{K}\right)$.

Proof. - We first notice that it is sufficient to prove that $Y^{\prime} \in G L_{\mu}\left(\mathcal{O}^{\dagger}(C)[1 / h]\right)$ for some $h \in \mathcal{H}_{x}^{\dagger}$ of norm 1: the fact that $A_{q}^{\prime}:=\left(Y^{\prime}\right)^{\sigma_{u}}\left(Y^{\prime}\right)^{-1}$ has no pole at $h=0$ will imply that $Y^{\prime}$ has no pole as well at $h=0$. After such a localization. we may assume that $\mathcal{O}^{\dagger}(C)[1 / h]$ is a free $\mathcal{O}_{\mathcal{H}_{i}^{\dagger}}[1 / h]$-module of rank $d$.

In the second place, we notice that $A_{q}^{\prime} \in M_{\mu}\left(\mathcal{O}^{\dagger}(C)\right)$. Let us cndow the free $\mathcal{O}^{\dagger}(C)[1 / h]$-module of rank $\mu$. say $M^{\prime}=\mathbb{D}_{i=1}^{i=\mu} \mathcal{O}^{\dagger}(C)[1 / h] m_{i}^{\prime}$, with the $\sigma_{q}$-linear endomorphism $\Sigma_{q}$ defined by the matrix $\left(A_{q}^{\prime}\right)^{-1}$ in the basis $\left(m_{i}\right)$. Via $f, M I^{\prime}$ gives rise to an "underlying" $q$-difference module $M$ over $\mathcal{O}_{\mathcal{H}_{s}^{\dagger}}[1 / h]$. We endow it with the basis $\left(m_{j}\right)$ constructed via $\left(m_{i}^{\prime}\right)$ and a fixed basis of $\mathcal{O}^{\dagger}(C)[1 / h]$ over $\mathcal{O}_{\mathcal{H}_{r}^{\dagger}}[1 / h]$. In this basis, the $q$-difference system has a solution $\left.\left.Y \in G L_{\mu d}\left(\mathcal{B}_{r r}(] 1 . \propto\right]\right)\right)$ with $Y(0)=I$. Let $\varpi$ be a miformizing parameter for $\mathcal{O}_{K}$, and let $n$ be such that $|\pi|=|\varpi|^{n-1}$. The condition $\left|Y^{\prime}-I\right|<|\pi|$ translates into: the image of the vectors $m_{i}^{\prime}$ in $M^{\prime} / \varpi^{n}$ are fixed under $\Sigma_{q}$. Since $\sigma_{q} \equiv \mathrm{idmod} \varpi^{n}$. this implies that the image of the vectors $m_{j}$ in $M / \varpi^{n}$ are fixed under $\Sigma_{q}$. Hence $|Y-I|<|\pi|$, and by $(13.3), Y \in G L_{\mu d}\left(\mathcal{O}_{\mathcal{H}_{i}^{\dagger}}[1 / h]\right)$, which implies that $Y^{\prime} \in G L_{\mu}\left(\mathcal{O}^{\dagger}(C)[1 / h]\right)$.

Let us now generalize lemma 13.5:
Lemma 13.9. - For any $F^{\prime} \in G L_{\mu}\left(\mathcal{E}_{x^{\prime}}^{\dagger}\right)$ such that $\left|F^{\prime}-I\right|<1$, there exists $H \in$ $G L_{\mu}\left(\mathcal{O}_{K}\left[\left[x^{\prime}\right]\right]\right) \subset G L_{\mu}\left(\mathcal{O}_{\mathcal{E}_{r^{\prime}}^{\dagger}}\right)$ such that $H^{\phi} F^{\prime} H^{-1} \in G L_{\mu}\left(\mathcal{O}^{\dagger}(C)_{K}\right)$ and $|H-I|=$ $\left|H^{-1}-I\right| \leqslant\left|F^{\prime}-I\right|$.

Proof. One can even require that $H^{\phi} F^{\prime} H^{-1} \in G L_{\mu}\left(\mathcal{H}_{x^{\prime}}^{\dagger}\right)$. The proof is almost the same as in (13.5), except that one has to deal with two Frobenius endomorphisms at the same time: $\phi$, and $\phi^{\prime}$ which raises to $x^{\prime}$ to the power $p^{s}$. One introduces the
inverse $\psi^{\prime}=\sum_{1}^{\infty}\left(\phi^{\prime}\right)^{n}$ of $i d-\phi^{\prime}$. and the space $\mathcal{U}^{\prime}$ analogous to $\mathcal{U}$ with $x^{\prime}$ in place of $x$. One checks that the formula

$$
f(H)=H+\left(\psi \circ \gamma_{\left(x^{\prime}\right)>0}\right)\left(H^{\phi} F^{\prime} H^{-1}\right)
$$

(with $\phi$, not $\phi^{\prime}!$ ) defines an endomorphism of $\mathcal{U}^{\prime}$. One checks as in (13.5) that $f$ is a contraction by writing $f(H)$ in the form $f(H)=I+\left(\psi \circ \gamma_{\left(x^{\prime}\right)>0}\right)\left(H^{\phi}\left(F^{\prime} H^{-1}-I\right)+\right.$ $\left.H+\left(H^{\phi}-H^{\phi^{\prime}}\right)\right)$ and using the fact that $\left|H^{\phi}-\left(H^{\prime}\right)^{\phi}-H^{\phi^{\prime}}+\left(H^{\prime}\right)^{\phi^{\prime}}\right|<\left|H-H^{\prime}\right|$.

At last. let us generalize proposition 13.6:
Proposition 13.10. - Let $F^{\prime} \in G L_{\mu}\left(\mathcal{E}_{x^{\prime}}^{\dagger}\right)$ satisfy $\left|F^{\prime}-I\right|<|\pi|$, and let $A_{q}^{\prime}, A_{q^{\prime, *}}^{\prime} \in$ $G L_{\mu}\left(\mathcal{R}_{x^{\prime}}\right)$ be such that

$$
\left(F^{\prime}\right)^{\sigma_{4}} A_{q}^{\prime}=\left(A_{q^{p, *}}^{\prime}\right)^{\phi} F^{\prime}, \quad A_{q^{p^{*}}}^{\prime}=\left(A_{q}^{\prime}\right)^{\sigma_{q} p^{p^{*}}-1 \cdots A_{q}^{\prime}}
$$

Then $A_{q}^{\prime} \in G L_{\mu}\left(\mathcal{O}_{\mathcal{E}_{n^{\prime}}^{\dagger}}\right)$ there exists $Y^{\prime} \in G L_{\mu}\left(\mathcal{O}_{\mathcal{E}_{w^{\prime}}^{\dagger}}\right)$ such that

$$
\left(Y^{\prime}\right)^{\sigma_{q}}=A_{q}^{\prime} Y^{\prime}, \quad\left(Y^{\prime}\right)^{\phi}=F^{\prime} Y^{\prime}
$$

Proof. - Using (13.8) and (13.9) in the place of (13.3) and (13.5) respectively, the argument is the same as in (13.6). except that one cannot directly apply the truncation operator $\gamma_{x^{\prime}>0}$ since $\sigma_{q}$ does not commute with $\gamma_{x^{\prime}>0}$. We are in the situation where $F^{\prime}$, hence $Y_{m \prime}^{\prime}$, is in $G L_{\mu}\left(\mathcal{O}^{\dagger}(C)_{K}\right)$, and where $\left(\left(Y_{m}^{\prime}\right)^{\sigma_{q}}\right)^{-1} A_{q}^{\prime} Y_{m}^{\prime}=\left(A_{q^{p}{ }^{p^{\prime *}}}^{\prime}\right)^{\phi^{\prime \prime \prime}} \rightarrow I$ in $G L_{\mu}\left(\mathcal{R}_{x^{\prime}}\right)$, and we have to derive that $A_{q}^{\prime} \in G L_{\mu}\left(\mathcal{O}^{\dagger}(C)_{K}\right)$.

We first notice that $\mathcal{O}_{K}^{\dagger}$ is a free $\mathcal{H}_{x}^{\dagger}$-module of rank $d$ (it comes from a locally free $\mathcal{A}([r, \infty])$-module of rank $d(r<1)$, which is automatically free since $\mathcal{A}([r, \infty])$ is principal).
 a $\phi$-linear endomorphism $\Phi$ defined by the matrix $\left(F^{\prime}\right)^{-1}$ in the basis $\left(m_{i}\right)$. and endow $I^{\prime} \otimes \mathcal{E}_{x^{\prime}}^{\dagger}$ with the $\sigma_{q^{-}}$-lincar endomorphism $\Sigma_{q}$ defined by the matrix $\left(A_{q}^{\prime}\right)^{-1}$ in the same basis. Via $f, M^{\prime}$ gives rise to an "underlying" $\phi$-difference module $M$ over $\mathcal{H}_{x}^{\dagger}$, and $M \otimes \mathcal{E}_{x}^{\dagger}$ becomes a $\sigma_{q}-\phi$-module over $\mathcal{E}_{x}^{\dagger}$. We endow $M$ with the basis ( $m_{j}$ ) constructed via $\left(m_{i}^{\prime}\right)$ and a fixed basis of $\mathcal{O}_{K}^{\dagger}$ over $\mathcal{H}_{x}^{\dagger}$, and we denote by $A_{q}$ and $F$ respectively the inverse matrices of $\Sigma_{q}$ and $\Phi$ in this basis. Then the argument of (13.6) applies and shows that $A_{q} \in G L_{\mu}\left(\mathcal{H}_{x}^{\dagger}\right)$, which implies that $A_{q}^{\prime} \in G L_{\mu}\left(\mathcal{O}^{\dagger}(C)_{K}\right)$.
13.4. $q$-analog of Tsuzuki's theorem: the general case. - In this section $K$ is a complete discrete valuation field of characteristic 0 , with algebraically closed residue field $k$ of characteristic $p$. We assume that $\pi \in K$, that $|q-1|<|\pi| . K$ is endowed with a Frobenius $\tau$, and we assume that, for a given $s>0, \tau^{s}(q)=q$.

As before, $\phi$ is the $\tau^{\psi}$-linear endomorphism of $\mathcal{E}^{\dagger}$ (or $\mathcal{R}$ ) which sends $x$ to $x^{p^{p^{*}}}$.

Theorem 13.11. Let $\left(M, \Sigma_{q}\right)$ be a q-difference module over $\mathcal{R}_{x}$ with a strong Frobenius structure $\Phi$. Let us assume that there is a $\mathcal{O}_{\mathcal{E}_{x}^{\dagger}}$-lattice $\mathcal{M}$ in $M$ such that $\Phi$ induces an isomorphism

$$
\phi_{*} \mathcal{M} \xrightarrow{\cong} \mathcal{M}
$$

Then there is a finite unramified extension $\mathcal{E}_{x^{\prime}}^{\dagger}$ of $\mathcal{E}_{x}^{\dagger}$ and a basis of $\mathcal{M} \otimes_{\mathcal{O}_{\mathcal{E}_{x}^{\dagger}}} \mathcal{O}_{\mathcal{E}_{x^{\prime}}^{\dagger}}$ which is fixed under both $\Sigma_{q}$ and $\Phi$.

In particular, $\left(M \otimes_{\mathcal{R}} \mathcal{R}_{x^{\prime}} . \Sigma_{q}\right)$ is a trivial q-difference module.
This follows from the previous proposition and the following lemma of N. Tsuzuki [T98b, 5.2.2] (cf. also [C01. Lemma 16]):

Lemma 13.12. For any $F \in G L_{\mu}\left(\mathcal{O}_{\mathcal{E}_{r}^{\dagger}}\right)$, there exists a finite unramified extension $\mathcal{E}_{x^{\prime}}^{\dagger}$ and $H \in G L_{\mu}\left(\mathcal{O}_{\mathcal{E}_{x^{\prime}}^{\dagger}}\right)$ such that $\left|H^{\phi} F H^{-1}-I\right|<|\pi|$.

This is proven in [T98b, 5.1.1], [C01, lemme 16] for $s=1$, but the proof works for any $s>0$.

## 14. Quasi-unipotence

In this section $K$ is assumed to be complete, discretely valued, of characteristic 0 , with residue field $k$ perfect of characteristic $p>0$. $K$ is endowed with a Frobenius $\tau$. As before, $\phi$ is the $\tau^{s}$-lincar endomorphism of $\mathcal{E}^{\dagger}$ (or $\mathcal{R}$ ) which sends $x$ to $x^{p^{*}}$.

We shall prove the quasi-minipotence of $q$-difference modules over $\mathcal{R}$ which admit a strong Frobenius structure, using Kedlaya's structure theorem for $\phi$-modules over $\mathcal{R}$.

Another path toward quasi-mipotence seems possible, through the structure theorem of [A02] for tamakian categories with a Hasse-Arf filtration. However. this would require a $q$-analog of Christol-Mebkhout theory of exponents and analytic slopes.
14.1. Kedlaya's filtration. - We shall rely on the following theorem $[\mathbf{K e}, 6.10]$ :

Theorem 14.1. Let $(\Lambda, \Phi)$ be a $\phi$-module over $\mathcal{R}$. Then there exists a unique finite ascending filtration $\left(M_{j}\right)$ by saturated $\phi$-modules such that
i) the quotients $M_{j} / M_{j+1}$ have a single $\Phi$-slope $s_{j}$,
ii) $j \mapsto s_{j}$ is increasing.
iii) each quotient $M_{j} / M_{j+1}$ comes from a unique $\phi$-module $\left(N_{j}, \Phi\right)$ over $\mathcal{E}^{\dagger}$, and $N_{j} \otimes_{\mathcal{E}^{\dagger}} \mathcal{E}$ has a unique slope in the sense of Dieudonné-Manin, which is $s_{j}$.

Here, $\mathcal{E}$ is the usual notation for the $p$-adic completion of $\mathcal{E}{ }^{\dagger}$. " $M_{j}$ saturated" means as usual that $M / M_{j}$ is torsion-free over $\mathcal{R}$, which implies that it is free, since it is also finitely presented and $\mathcal{R}$ is a Bézout ring. Notice that $\Lambda_{1}=N_{1} \otimes_{\mathcal{E}}{ }^{\dagger} \mathcal{R}$.

The definition of $\Phi$-slopes ${ }^{(21)}$ involves the "big Robba ring" $\widetilde{\mathcal{R}}$ (cf. §11.2), whose precise definition will not matter here. A $\phi$-module $L$ over $\mathcal{R}$ is said to have a single slope $s$ if there exists a basis of eigenvectors for $\Phi$ in $L \otimes_{\mathcal{R}} \widetilde{\mathcal{R}}$ with eigenvalues in some finite extension of $\mathcal{O}_{K}$ of valuation equal to $s$.

We shall also use the following result:
Proposition 14.2. Let $(\Lambda, \Phi)$ be a $\phi$-module over $\mathcal{R}$. Then up to replacing $k((x))$ by a finite separable extension (and $\mathcal{R}$ by the corresponding étale extension) and $K$ by a finite extension,
i) there exists a basis $\underline{m}$ of $M$ in which the inverse matrix $F$ of $\Phi$ can be written as $F=D^{-1} U$, where $D$ is a diagonal matrix with diagonal entries $D_{i}$ in $K$ and of non-decreasing valuations, and with $U \in G L_{\mu}\left(\mathcal{O}_{\mathcal{E}^{\dagger}}\right),|U-I|<1$,
ii) the $\Phi$-slopes of $N:=\oplus \mathcal{E}^{\dagger} m_{i}$ coincide with the slopes of $N \otimes_{\mathcal{E}^{+}} \mathcal{E}$ in the sense of Dieudonné-Manin,
iii) $N$ contains $N_{1}$ (in the notation of § 14.1).
iv) the valuations of $D_{i}$ are equal for $i<\operatorname{rk} N$, and are strictly smaller than the valuations of $D_{j}$ for $j>\operatorname{rk} N$,
v) $N$ is the direct sum of $N_{1}$ and $N_{1}^{\prime}:=\oplus_{i>\mathrm{rk} N} \mathcal{E}^{\dagger} m_{i}$,
vi) moreover, one may choose $\underline{\underline{I}}$ in such a way that $N=\oplus_{i \leqslant \mathrm{rk} N} \mathcal{E}^{\dagger} m_{i}$, so that $U$ may be written in block form as $U=\left(\begin{array}{cc}X & Y \\ 0 & Z\end{array}\right)$, where $X \in G L_{\mathrm{rk} N}\left(\mathcal{O}_{\mathcal{E}^{\dagger}}\right)$, $Z \in G L_{\mu-\mathrm{rkN}}\left(\mathcal{O}_{\mathcal{E}^{\dagger}}\right)$, and $Y$ has entries in $\mathcal{O}_{\mathcal{E}}^{\dagger}$.

Proof. - Multiplying $F$ by some constant and replacing $K$ by a finite extension, one may assume that the $\Phi$-slopes belong to the value group of $\mathcal{O}$.

For i) and ii). see [Ke, 6.9], where it is shown that the Dieudomé-Manin slopes of $N \otimes_{\mathcal{E}^{\dagger}} \mathcal{E}$ are the valuations of the $D_{i}$ 's.

The construction and characterization of $N_{1}$ in $[\mathbf{K e}, 6.10]$ also shows iii). On the other hand, setting $\widetilde{\mathcal{E}}=K \otimes_{\mathbb{Z}_{p}} W(\overline{k((x))})$, it is shown in $[\mathbf{K e} .5 .9]$ that $\Phi$ can be put into diagonal form $D$ by some change of basis via a matrix $V \in G L_{\mu}\left(\mathcal{O}_{\overparen{\mathcal{E}}}\right)$ (applied to $\underline{m})$, with $|V-I|<1$. Points iv), v) and v) follow easily.
14.2. The local monodromy theorem. - We assume that $|q-1|<|\pi|$ and that $\tau^{s}(q)=q$.

Theorem 14.3.- Any $q$-difference module $\left(\Lambda, \Sigma_{q}\right)$ over $\mathcal{R}$ which admits a strong Frobenius structure is quasi-unipotent: after replacing $k((x))$ by a finite separable extension (and $\mathcal{R}$ by the corresponding étale extension), it admits a filtration by saturated $q$-difference submodules, with trivial quotients ${ }^{(22)}$.

[^12]Proof. - Multiplying $F$ by some constant and replacing $K$ by a finite extension, one may assume that the $\Phi$-slopes belong to the value group of $\mathcal{O}$, and that the least $\Phi$-slope is 0 .

We may freely replace $k((x))$ by a finite separable extension and extend the discretely valued field $K$, so that we may assmme that we are in the situation of the previous proposition, that $\pi \in K$ and that $k$ is algebraically closed.

We shall prove that $\Lambda_{1}$ is stable under $\Sigma_{q}$. Applying (13.11), one deduces that it is trivialized, as a $q$-difference module, in some finite extension of $\mathcal{R}$ coming from a finite separable extension of $k((x))$. The same will be true for the $M_{j}$ by induction, whence the quasi-unipotence of $\left(M, \Sigma_{q}\right)$.

We rely of course on the integrability condition $F^{\sigma_{q}} A_{q}=A_{q^{p^{*}}}^{\phi^{*}} F$, in the basis provided by (14.2) vi). We write $A_{q}, A_{q^{p^{*}}}$ in block form

$$
A_{q}=\left(\begin{array}{cc}
P_{q} & Q_{q} \\
R_{q} & S_{q}
\end{array}\right), \quad A_{q^{p^{*}}}=\left(\begin{array}{cc}
P_{q} p^{p^{*}} & Q_{q} \\
R_{q^{p^{*}}} \\
q^{r^{*}} & S_{q^{p^{*}}}
\end{array}\right) .
$$

We have to show that $R_{q}=0$.
The lower left corner of the integrability condition gives rise to the equation

$$
R_{q}=\left(Z^{\sigma_{q}}\right)^{-1} D^{\prime \prime} R_{q}^{\phi} p_{p^{*}}\left(D^{\prime}\right)^{-1} X
$$

where $D^{\prime}\left(\right.$ resp. $\left.D^{\prime \prime}\right)$ is the diagonal matrix with diagonal entries $D_{i}, i \leqslant \operatorname{rk} M_{1}$ (resp. $i>\operatorname{rk} M_{1}$ ).

Let us fix $r$ sufficiently close to 1 (so that our $q$-difference module with Frobenius structure is defined over $\mathcal{A}\left([r, 1[))\right.$. Then the canonical absolute values $\left|\left.\right|_{r^{1 / 1 / w^{*}} \text {, can }}\right.$ are defined for each of the matrices entering the last displayed equation. Moreover

$$
\left|\left(Z^{\sigma_{q}}\right)^{-1} D^{\prime \prime}\right|_{r^{1 / p^{*}} \text { cann }} \cdot\left|\left(D^{\prime}\right)^{-1} X\right|_{r^{1 / p^{*}} \text {, can }} \leqslant 1,
$$

and $\left|R_{q^{p^{*}}}^{\phi}\right|_{r^{1 / p^{*}} \text {, can }}=\left|R_{q^{p^{*}}}\right|_{r \text { can1 }}$. Thus $\left|R_{q}\right|_{r^{1 / p^{*}} \text {, can }} \leqslant\left|R_{q^{p^{*}}}\right|_{r \text { rcan }}$. Now we may replace $\phi$ by a large power, i.e., $s$ is replaced by a large multiple. When $s \rightarrow \infty$, we know that $A_{q^{p^{*}}} \rightarrow I$ in $\mathcal{R}$ (by (12.21), (12.22)), hence $\left|R_{q^{p^{*}}}\right|_{r, \text { can }} \rightarrow 0$. We conclude that $R_{q}=0$.

### 14.3. Logarithmic variant

Theorem 14.4. - For any $q$-difference module $\left(M . \Sigma_{q}\right)$ over $\mathcal{R}_{x}$ which admits a strong Frobenius structure, there is a finite étale extension $\mathcal{R}_{x^{\prime}} / \mathcal{R}_{x}$ coming from a finite separable extension $k^{\prime}\left(\left(x^{\prime}\right)\right) / k((x))$, such that $M \otimes_{\mathcal{R}_{x}} \mathcal{R}_{x^{\prime}}[\log x]$ has a basis fixed by $\Sigma_{q}$.

This follows from the previous theorem and the following lemma:
Lemma 14.5. $\quad d_{q}: \mathcal{R}_{x^{\prime}}[\log x] \rightarrow \mathcal{R}_{x^{\prime}}[\log x]$ is surjective.
Proof. - It is easy straight forward that $\delta_{q}=x d_{q}=(q-1)^{-1}\left(\sigma_{q}-i d\right)$ induces a $K$ linear isomorphism $\mathcal{R}_{x} / K \rightarrow \mathcal{R}_{x} / K$. Besides, note that $\delta_{q}\left(x^{n} \log ^{k} x\right)$ is a polynomial of degree $\leqslant k$ in $\log x$, with coefficients in $K[x, 1 / x]$. From there, using the twisted

Leibniz rule, it is not difficult to conclude by induction on the degree of $\log$ that $\delta_{q}: \mathcal{R}_{x}[\log x] \rightarrow \mathcal{R}_{r}[\log x]$ is surjective.

Let us now turn to the etale extension $\mathcal{R}_{K^{\prime} . . x^{\prime}}[\log x]$. We may assume that $K=K^{\prime \prime}$. Again, by induction on the degree of $\log$. one reduces the statement to the surjectivity of $\delta_{q}: \mathcal{R}_{r^{\prime}} / K^{\prime} \rightarrow \mathcal{R}_{r^{\prime}} / K^{\prime}$.

Recall ( $c f$. (12.16)) that if $I$ is a closed interval contained in $] 0.1[$ and close enough to the point 1 , one has $\delta_{q}\left(\mathcal{A}_{x^{\prime}}(I)\right) \subset\left(\mathcal{A}_{x^{\prime}}(I)\right)$, and that $\delta_{q^{p^{\prime *}}} \rightarrow x d / d x$ when $i \rightarrow \infty$.

One has

$$
\delta_{q}(f)=g \Longleftrightarrow \delta_{q^{p, i}} f=\psi_{i}(g):=\left(\left[p^{i, n}\right]_{q}\right)^{-1}\left(. g^{\sigma} q^{p^{i, *}-1}+\cdots+g\right) .
$$

It is casy to see that for given $g \in \mathcal{A}_{r^{\prime}}(I), \psi_{i}(g)$ forms a Cauchy sequence (for $j<i$. write $\psi_{i}(g)$ as $\left(\left[p^{j+5}\right]_{q}\right)\left(\left[p^{i s}\right]_{q}\right)^{-1} \sum_{m=0}^{m=p^{(i-J) *}-1} \psi_{j}\left(g^{\sigma}\left(\mu^{p^{* *}}\right)^{\prime \prime \prime}\right)$ and compare each of the $p^{(i-j), s}$ terms to $\left.\psi_{j}(g)\right)$. Hence it converges in the Banach space $\mathcal{A}_{x^{\prime}}(I)$.

On the other hand, although $x^{\prime} d / d x^{\prime}: \mathcal{A}_{x^{\prime}}(I) / K^{\prime} \rightarrow \mathcal{A}_{x^{\prime}}(I) / K^{\prime}$ is not surjective. every $h \in \mathcal{A}_{x^{\prime}}(I) / K^{\prime}$ has a $\left(x^{\prime} d / d . x^{\prime}\right)$-preimage in $\mathcal{A}_{x^{\prime}}\left(I^{\prime}\right) / h^{\prime}$, for any closed interval $I^{\prime}$ contained in the interior of $I$. For $I$ close enough to 1 . the same is true for $x d / d x$. which is a multiple of $r^{\prime} d / d x^{\prime}$ by a mit in $\mathcal{A}_{x^{\prime}}(I)$ : there exists $f \in \mathcal{A}_{x^{\prime}}\left(I^{\prime}\right) / K^{\prime}$ such that $r d / d x(f)=h$. In the case $h=\lim v_{i}(g)$. one finds $\delta_{q}(f)=g$ in $\mathcal{A}_{x^{\prime}}(I) / \mathrm{K}$. Whence the result.

As in the differential case (cf. [A02]), theorem 14.4 can be expressed in the following "tannakian way":

Theorem 14.6. Let us assume that $k$ is algebraically closed. Then the canonical Q-functor

$$
D_{\sigma_{q}}^{(\phi)}: \operatorname{Rep}_{K^{K}}\left(G_{k^{\prime}((r))} \times \mathbb{G}_{a}\right) \longrightarrow \sigma_{q}-\operatorname{Mod}_{\mathcal{R}_{x}}^{(\phi)}
$$

is an equivalence of categories. In fact. there is a canonical quasi-inverse $V_{\sigma_{4}}^{(\phi)}$ and a canonical isomorphism $D_{\sigma_{i l}}^{(\phi)} \circ V_{\sigma_{\|}}^{(\phi)} \cong \mathrm{Id}$.

This quasi-inverse is given by $V_{\sigma_{\eta}}^{(\phi)}(M):=\left(M / \otimes_{\mathcal{R}} \mathcal{R}^{\prime}[\log x]\right)^{\Sigma_{u}}$ for $\mathcal{R}^{\prime}$ big enough (in $\widetilde{\mathcal{R}}$ ), and the isomorphism $M \stackrel{\cong}{\cong} D_{\sigma_{\mu}}^{(\phi)} V_{\sigma_{\mu}}^{(\phi)}(M)$ is induced by the canonical isomorphism

$$
\left(M \otimes_{\mathcal{R}} \mathcal{R}^{\prime}[\log . r]\right)^{\Sigma_{\|}} \otimes_{K} \mathcal{R}^{\prime}[\log x] \stackrel{ }{\cong} M \otimes_{\mathcal{R}} \mathcal{R}^{\prime}[\log x] .
$$

Proof. - We know that this functor is fully faithful, and its essential surjectivity is ensured by (14.4). The rest is formal and left to the reader.

Remark 14.7. - This functor actually comes from a fully faithful $\otimes$-functor

$$
\operatorname{Rep}_{K^{\prime}}\left(G_{k^{\prime}((x))} \times \mathbb{G}_{a}\right) \longrightarrow \sigma_{q^{-}} \operatorname{Mod}_{\mathcal{E}_{x}^{\dagger}}^{(\phi)},
$$

but the latter is not essentially surjective. For instance

$$
\operatorname{Ext}_{\sigma_{q}-\operatorname{Mod}_{\mathcal{R}}^{(\infty)}}(\mathcal{R}, \mathcal{R})=\operatorname{Ext}_{R e p \mathbb{G}_{a}}(K, K)=K .
$$

while Ext ${ }_{\sigma_{q-}-\operatorname{Mod}_{\mathcal{E} \dagger}^{(\Phi)}}\left(\mathcal{E}^{\dagger}, \mathcal{E}^{\dagger}\right)$ is a $K$-space of infinite dimension.

Corollary 14.8. There is a canonical $K$-linear fully faithful $\otimes$-functor

$$
\sigma_{q}-\operatorname{Mod}_{\mathcal{R}}^{(\phi)} \longrightarrow \sigma_{q}-\operatorname{Mod}_{\mathcal{R}}{ }^{\operatorname{conf}(\phi)}
$$

given by $D_{\sigma_{q}}^{\operatorname{conf}(\phi)} \circ V_{\sigma_{q}}^{(\phi)(23)}$.
Is it an equivalence of categories? This is likely. One way to tackle the question would be to prove directly the essential surjectivity of $D_{\sigma_{q}}^{(\operatorname{conf} \phi)}$ along the above lines; the major technical problem in this direction is to control the variation of Kedlaya's filtration attached to the confluent sequence of $q^{p^{p^{*}}}$-difference modules when $i \rightarrow \infty$.

## 15. Applications

15.1. Confluence. - We assume again that $k$ is algebraically closed. We assume that $\pi \in K$, that $|q-1|<|\pi|$. $K$ is endowed with a Frobenius $\tau$, and we assume that, for a given $s>0, \tau^{s}(q)=q$.

As before, $\phi$ is the $\tau^{s}$-linear endomorphism of $\mathcal{R}$ which sends $x$ to $x^{p^{*}}$.
We call the composed $\otimes$-functor

$$
\text { Conf }: \sigma_{q^{-}} \operatorname{Mod}_{\mathcal{R}}^{(\phi)} \longrightarrow \sigma_{q^{-}} \operatorname{Mod}_{\mathcal{R}}^{\operatorname{conf}(\phi)} \longrightarrow d-\operatorname{Mod}_{\mathcal{R}}^{(\phi)}
$$

where the first functor is $D_{\sigma_{q}}^{\operatorname{conf}(\phi)} \circ V_{\sigma_{q}}^{(\phi)}$ and the second is $\operatorname{Lim}_{\infty}^{(\phi)}$, "the p-adic confluence functor".
Theorem 15.1. One has Conf $\circ D_{\sigma_{q}}^{(\phi)}=D_{d}^{(\phi)}$. In particular, Conf is an equivalence. Proof. - This is clear from remark 12.18 , and from the fact that $D_{\sigma_{q}}^{(\phi)}$ and $D_{d}^{(\phi)}$ are equivalences, by the quasi-mnipotence theorems.

Remark 15.2. - It is clear that the restriction of these functors to rank one objects gives rise to the group isomorphisms of (8.2).
15.2. Canonical $q$-deformation. - We call the composed $\otimes$-functor

$$
q-\operatorname{Def}=\mathrm{D}_{\sigma_{\mathrm{q}}}^{(\phi)} \circ \mathrm{V}_{\mathrm{d}}^{(\phi)}: d-\operatorname{Mod}_{\mathcal{R}}^{(\phi)} \longrightarrow \sigma_{q^{-}} \operatorname{Mod}_{\mathcal{R}}^{(\phi)}
$$

"the $p$-adic $q$-deformation functor".
Theorem 15.3. $q$-Def is a quasi-inverse of Conf. Moreover, it is canonically isomorphic to $\phi_{*} \circ\left(q^{p^{*}}\right.$-Def $)$.

Proof. - By the quasi-unipotence theorems, it is clear that $q$-Def is an equivalence. In order to prove the first assertion, it is thus enough to see that $q$-Def is left quasiinverse to Conf, which follows immediately from the fact that Conf $\circ D_{\sigma_{4}}^{(\phi)}=D_{d}^{(\phi)}$.

For the second assertion, one remarks that $q-\operatorname{Def}(M)\left(r e s p . q^{p^{*}}-\operatorname{Def}(M)\right)$ is the first (resp. the second) term in the sequence of modules defined by $D_{\sigma_{q}}^{\text {conf( } \phi)} \circ V_{d}^{(\phi)}(\Lambda I)$.
${ }^{(23)}$ using tacitly the canonical isomorphism $D_{\sigma_{q}}^{(\phi)} \circ V_{\sigma_{q}}^{(\phi)} \cong$ Id.
15.3. Analytic slopes and exponents. - Let $r^{\prime}$ be in $]|q-1|, 1[$, and $\lambda$ be a non negative real number. By analogy with the differential case (cf. [CM02]), we introduce the following

Definition 15.4.- A $q$-difference module $M$ over $\mathcal{A}_{K}\left(\left[r^{\prime}, 1[)\right.\right.$ has (analytic) slopes $\leqslant \lambda$ if there is a function

$$
\left.r \in] r^{\prime}, 1[\longmapsto \rho(r) \in] r^{1+\lambda}, r\right]
$$

such that $M \otimes_{\mathcal{A}_{K}([r, 1[)} \mathcal{A}_{\Omega}\left(t_{r} . \rho(r)\right)$ has a basis of elements fixed under $\Sigma_{q}$.
It is clear that this implies solvability in the sense of (12.19).
Since any $q$-difference module $M$ over $\mathcal{R}_{x}$ is "defined over $\mathcal{A}_{k}([r .1[)$ " for some $r$ close enough to 1 , this provides a definition of "having slopes $\leqslant \lambda$ " for such modules. This property is stable by passage to subquotients. dual, tensor products and extensions. One checks exactly as in the differential case that for $n$ prime to $p$, the base-change by $x \mapsto x^{n}$ of $M$ is a $q^{1 / n}$-difference module of slopes $\leqslant \pi \lambda$.

It is likely that the Christol-Mebkhout theory of slope filtrations carries over to the $q$-difference case. but we haven't checked all details.

We now assume for simplicity that the residue field $k$ is algebraically closed.

## Example 15.5 ( $q$-difference equations of rank 1 with Frobenius structure)

We have seen in (7.3) that any $q$-difference equation over $\mathcal{R}$ with Frobenius structure has a non-zero solution in some finite umramified extension $\mathcal{E}_{x^{\prime}}^{\dagger}$ of $\mathcal{E}_{x}^{\dagger}$, and that $y^{\prime} / y \in \mathcal{E}_{r}^{\dagger}$. Thus the group isomorphism $\sigma-e q_{\mathcal{E} \dagger}^{(\phi)} \xrightarrow{\cong} d$-e $q_{\mathcal{E} \dagger}^{(\phi)}$ from (8.2) preserves the property of "having slopes $\leqslant \lambda$ ".

In particular. q-difference equations of rank 1 with Frobenius structure and slope 0 (i.e., slope $\leqslant 0$ ) correspond to tame characters of $G_{k \cdot((r))}$ (via (8.2)), hence are of the form $d_{q}-[\alpha]_{q} / x$ with $\alpha \in \mathbb{Z}_{p} \cap \mathbb{Q}$.

Theorem 15.6. Any $M \in \sigma_{q}-\operatorname{Mod}_{\mathcal{R}}^{(\phi)}$ with slope 0 has a filtration with graded pieces of rank one.

Proof. - By quasi-mipotence. we may assume. after taking subquotients, that $M$ corresponds to a representation $V$ of $G_{h \cdot((. r))}$ with finite image $G$ (which is the semidirect product of a (yclic group of order prime to $p$ by a $p$-group), ( $f$. [S68]). Representations of $G$ then correspond to $q$-difference modules in the tannakian category generated by $M$. which have slope 0 . By base-change by $x \mapsto x^{n}$ for suitable $n$ prime to $p$, we may assume that $G$ is a $p$-group, i.e., that with are in the purely wild case. By the previous example, there is no one-dimensional representation of $G$ which corresponds to a $q$-difference module of slope 0 . Since $G$ is a $p$-group, we conclude that it is trivial.

It follows from that $M$ is an iterated extension of $q$-difference modules of type $\mathcal{R}\left[d_{q}\right] /\left(d_{q}+\left[\alpha_{i}\right]_{q}\right) . i=1 \ldots, \mu=\operatorname{rk} M$, with $\alpha_{i} \in \mathbb{Z}_{p} \cap \mathbb{Q}$ well defined mod. $\mathbb{Z}$ and up)
to permutation．Let us call these $p$－adic mmbers（mod． $\mathbb{Z}$ and up to permutation） the exponents of $M$ ．Taking into account remark 8．3．we have：

Proposition 15．7．The functors Conf and q－Def preserve objects of（analytic）slope 0 and their exponents．
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[^13]
[^0]:    ${ }^{(2)}$ See the previous paper $[\mathbf{A}]$ for more detail and perspective, and for the apparatus of analogies which motivates the present paper.

[^1]:    ${ }^{(3)}$ We shall also use a similar terminology for other rings of functions.

[^2]:    ${ }^{(4)}$ This convention is also in use in the higher rank case, where $a(x)$ is a matrix; it allows to define the dual system.

[^3]:    ${ }^{(6)}$ This terminology is very unsatisfactory (solvable in what?) but has been of constant use in the theory of $p$-adic differential equations since Robba's studies. For want of a better word, we shall adopt it here.
    ${ }^{(7)}$ The continuity of the function $R_{\rho}$ is proved in [CD94]. The proof that follows uses an argument of uniform convergence and it is a $q$-analog of an unpublished proof by F. Baldassarri and L. Di Vizio.

[^4]:    ${ }^{(8)}$ Actually he considered only differential equations with rational coefficients, but his argument extends in general.

[^5]:    ${ }^{(9)}$ Following [S68], we call unramified extension of valued fields an extension of valued fields such that the ramification index is equal to 1 and the extension of the residue fields is separable.

[^6]:    (11) not from the viewpoint of confluent weak Frobenius structures, of. $\S 9.2$, the next appendix. and 12.12 .

[^7]:    ${ }^{(12)}$ In fact, one of us defined $\Gamma_{p, q}$ using $q$-exponential modules - à la Dwork -, and was told afterwards by F. Sullivan that this function had been defined earlier - a la Morita - by Koblitz.

[^8]:    ${ }^{(13)}$ It is casy to see that such a $\pi_{\eta}$ exists at least after replacing $K^{\prime}$ by a finite extension. On the other hand. there does not seem to be a "miform". canonical choice for such $\pi_{q}$. and one can actually show that the sequence ( $\pi_{q} p^{\prime \prime}$ ) never converges.

[^9]:    ${ }^{(15)}$ denoted by $\Gamma_{a n, c o n}^{\overline{k((x))}}$ or $\Gamma_{a i \prime, c o n}^{a l y}$ in loc. cit.
    ${ }^{(16)}$ Those attached to his partial valuations $w_{\frac{10 g,-1}{l o w} p}$.

[^10]:    ${ }^{(17)}$ For a conceptual proof of the existence of such a lifting, cf. e.g., [Cr98, 8.3]; here, it suffices to lift to characteristic 0 an equation relating $x$ and $x^{\prime}$.
    ${ }^{(18)}$ and even a monoïdal symmetric rigid category

[^11]:    (19) satisfying the nsual relation $\sigma_{q} \phi=\phi \sigma_{q}^{p}$

[^12]:    ${ }^{(21)}$ called special slopes in $[\mathbf{K e}]$; we call them $\Phi$-slopes here in order to prevent any confusion with the (analytic) slopes à la Christol-Mebkhout, whose definition does not make use of any Frobenius structure, and which will appear in the sequel.
    ${ }^{(22)}$ as $q$-difference modules, i.e., they admit a basis which is fixed under $\Sigma_{q}$.

[^13]:    Y. André, École Normale Supérieure, 45 rue d’Ulm, 75005 Paris (France)
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