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KRICHEVER MODULES FOR DIFFERENCE AND 

DIFFERENTIAL EQUATIONS 

by 

Marius van der Put & Marc Reversat 

Dedicated to Jean-Pierre Ramis on the occasion of his 60th birthday 

Abstract. — In order to understand an analogue of Kronecker-Weber and some abelian 
Langlands theory for function fields, an explicit comparison between Krichever dif­
ferential (or difference) modules of rank one and abelian differential (or difference) 
equations is carried out. 

Résumé (Modules de Krichever pour les équations aux différences et différentielles) 
On compare explicitement les modules de Krichever différentiels ou aux différences 

de rang I aux extensions abéliennes différentielles ou aux différences. Ceci permet de 
donner, dans ces situations, un analogue du théorème de Kronecker-Weber. 

Introduction 

The observation that the "elliptic module" of Drinfel'd has an analogue for dif­

ference and differential operators was made around 1977 by Krichever, Drinferd, 

Mumford et al. (see [Dr, K r , M u , L I ] ) . Geometric Langlands theory (see [L2, 

F - G - K - V , F - G - V ] ) for differential equations is developed on the basis of this obser­

vation. In this paper we investigate some rather basic (mestions for the analogues of 

Drinfel'd modules for difference and differential equations. The main question is the 

relation between abelian differential (resp. difference) equations and Krichever differ­

ential (resp. difference) modules of rank one. By abelian differential (resp. difference) 

equation we mean a differential (resp. difference) module such that its differential 

(resp. difference) Galois group is an abelian (linear algebraic) group. For this purpose, 

explicit calculations of the universal Picard-Vessiot ring and the universal differential 

(resp. difference) Galois group for abelian differential (resp. difference) equations are 

carried out. In other words, we investigate Langlands theory for function fields where 
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208 M. VAN DER PUT & M. REVERSAT 

the Frobenius endomorphism is replaced by a differential operator or a difference op­
erator. This is seen as a first step towards GLj-theory for Krichever modules. The 
differential field extension defined by the "torsion" of a rank one Krichever differential 
module has a vague resemblance to the torsion of rank one DrinfeFd modules. In 
contrast to this, the rank one Krichever difference modules provide abelian extensions 
in perfect analogy with rank one Drinfel'd modules. For the theory of (g-)difference 
equations we refer to [P-S] and the recent survey [ D - R - S - Z ] . 

1. A b e l i a n differential e q u a t i o n s 

Let K be a differential field. We suppose that the field of constants C of K is 
algebraically closed and has characteristic 0. The Tannakian category of all differential 
modules over K is called DiffA. One associates to DiffA a universal differential 
Picard-Vessiot ring UnivA- This is the direct limit of Picard-Vessiot rings for all 
linear differential equations over K. The universal differential Galois group G L m iv./ \ 
is the group of the differential automorphisms of UnivA /K. This is an affine group 
scheme. For a full Tannakian subcategory C of DiffA'. there is also a universal Picard-
Vessiot ring Univc and a universal differential Galois group GQ- From the Tannakian 
formulation of differential Galois theory it is clear that Univc is a subring of UnivA 
and that Gc is a quotient of Guniv.A'- In this section, we present explicit calculations 
of Univc and Gc for the case when C consists of the differential modules for which 
the differential Galois group is commutative. We write, in this situation. GUmv./\\ab 
for GQ and this group scheme is equal to ( G U I 1 i v , A')ab, the abelianized group scheme 
obtained from (7 u l liv./v • 

Lemma 1.1. Let M be a differential module over K with a differential Galois group 
G that is the product of two (algebraic) groups Hi and Ho. Let R be (fie Picard-Vessiot 
ring of M. Then R — R\ 0 K R'2 where Rt, i = 1,2 is the Pica/rd-Vessiot ring for a 
differential module Af over K with differential Galois group H,. 

Proof. Let A be the field of fractions of R and put Lx = LH0 A 2 = LHl. By 
Galois correspondence Lt is the Picard-Vessiot field of some differential module AI} 

over K with differential Galois group H,. Let Rt C L, denote the 7\-subalgebra of L, 
consisting of the elements / G LL such that the A"-vector subspace of A v , generated 
by / and all its derivatives is finite dimensional. Then Rt is the Picard-Vessiot ring 
of Alj (compare [P-S03] , Corollary 1.38). One considers the natural map 

C : ^ i 0K R2 — > L\ 0K L2 

2 
13 L. 

This is a morphism of differential algebras over A \ Morc^over, C is ecmivariant for the 
action of Hi x Hz- Let A3 C A denote the field of fractions of the image of a. This is 
the Picard-Vessiot field for the differential module L\ 0K M2 over L\ since (compare 
[P-S03] , Proposition 1.22): 
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KRICHEVER MODULES FOR DIFFERENCE AND DIFFERENTIAL EQUATIONS 209 

(a) L3 is generated over L\ by the entries of a fundamental matrix for the differ­

ential module L\ 0 M2 over L\. 

(b) the field of constants of L3 is C. 

Let H;$ denote the group of the differential automorphisms of L^/L\. The embed­

ding L 3 C L induces a morphism H2 —» H-¿. From the equalities LÍI:i = L\. LHl — L\ 

and the Galois correspondence of differential Galois theory one deduces that L 3 = L 

and H2 —> # 3 is a Injection. The Picard-Vessiot ring A3 of Li 0 K M2 over Li is 

equal to the image L\ 0 K R2/I of L\ 0 K R-2 i 1 1 A3. In particular / is a maximal 

differential ideal of L\ 0K R-2- The group of differential automorphisms of R2/K 

is H2. If the ideal / is not zero, then the group i/3 of the differential automorphisms 

of Li 0K R2/I iy a proper subgroup of H2. This contradicts the equality H2 = H3. 

We conclude that 0 is injective and that L is the field of fractions of the image of 

C- Any element / in the image of ip has the property that the A'-vector space gen­

erated by / and all its derivatives is finite dimensional. Thus, we have obtained an 

inject ive (p : R\ 0K R-2 ~^ R which inducers a bijection for the corresponding fields 

of fractions. We will regard (/' as an inclusion i?i 0K R2 0 R- Consider an element 

/ G R. Let W he the A'-vector space generated by / and all its derivatives. The 

dimension of W over A' is finite. Define the ideal J C R\ 0K R2 to consist of the 

elements g G R\ 0K R-2 satisfying gW C R\ 0K i?2- Then, J is a non zero differential 

ideal and hence, equal to R\ 0 K R-2- Thus, R\ 0 K R-2 — R D 

Corollary 1.2. The universal Picard-Vessiot ring UnivKab for the category 

of the differential modules with abelian differential Galois group lias the form 

K[{s(a)AEK}> {y{b)}beK] where the "symbols'* s(a). y(b) satisfy: 

s(0) = 1, s(al)s(a2) = s (a1 + r/,2), 

3/(0) = 0. u(bi)+y(b2) = y(b1+b2). 

s(a)f = (is(o). y (b)' = b. 

The relations between the symbols depend on the field K. They are generated, by: 

*(f'/f) = r(f)f for f e K* and suitable c(f) G C*; 

:</(/') =f / + '/(/) for suitable d(f) G C . 

Proof. Any abelian linear algebraic group G (over C ) is a finite product of copies of 

the groups G m (the multiplicative group). G r t (the additive group) and finite cyclic 

groups. According to the lemma we have only to consider differential modules 71/ 

over A' with differential Galois group in { G , „ . Z / / / Z . Ga } . For the first two classes 

of groups, the differential module is direct sum of 1-dimensional modules. Indeed, 

the solution space V of M. is a direct sum of 1-dimensional spaces, invariant under 

the differential Galois group. Hence, for every equation y' = ay (with a G A') the 

universal Picard-Vessiot ring Univ/v-, f lb should contain a non zero solution which we 

call s(a). Let M be an indecomposable differential module of dimension /// having 
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210 M. VAN DER PUT & M. R E V E R S A T 

differential Galois group G a . The corresponding solution space V of dimension m 

over C has an indecomposable G a -ac t ion . This action has the form t i—> exp(i iV), 

where TV : V -> V is a nilpotent map such that TV'"™1 ^ 0 and N7n = 0. Let 

Vt = kei(Nl) for i = 1 , 2 , . . . . There are submodules Ml C -A/ corresponding to 

the V¿. One considers the 2-dimcnsional M2 with its trivial 1-dimensional subspace. 

This produces an inhomogenous equation y' — b for some b £ K. Let L D K be the 

Picard-Vessiot field for M. Then there is a differential subfield L2 = K(y(b)) of L, 

with y (by = b. This is the Picard-Vessiot field of AI2. Since L2/K and L/A" have the 

same differential Galois group, namely G a , one has (by the Galois correspondence 

for differential fields) that L2 = L. Therefore, Univx.ab must contain an element 

y(b) with y(b)' = b for every b £ K. Moreover, Univ^, a b i« generated over K by the 

elements {s(a)}aEK and {;(/(fr)}beA'« One can normalize the /y(6), such that y(Q) — 0 

and ;¿/(¿>i -\- b2) =y (b1) ) + 2/(^2) for all b\, b2 £ K. This is done by considering a basis 

{Bi]{}i£i of K as vector space over Q . One chooses symbols y(Bt) for every i £ /. 

Any 6 is a finite sum Ei^ A.¿J5¿ (with all A, £ Q. Define now y(b): E i y i y A//y( B¡). 

For every integer n ^ 1 and every i £ / we choose an invertible symbol s(^Bt). 

This can be done such that s(-^B¿)" = s( (nl_iym BL) for all i £ / and n ^ 2. An 

arbitrary element a £ K can be written as a finite sum J2Z Jjfy. B¡ with t ¿ £ Z 

(almost all equal to zero) and n¡ ^ 1. One defines s(a) : = N ? ;
 S ( ( ^7 )1^ )^ • Clearly 

s(0) = 1 and s((i\ + a2) = s(ai)s(a2) for all «si,.s'2. 

Relations between symbols clearly depend on the field K. Between the symbols 

{s(a)} and the symbols {y(b)} there are no relations since the corresponding differen­

tial equations y' = ay and 1/ — I) have unrelated differential Galois groups (namely a 

subgroup of G m and G a ) . The symbols {y(b)} form a group for the addition. Hence 

it suffices to introduce a relation y(b) = / with / £ K whenever the equation y' — b 

has a solution in K. Consider the exact sequence 0 —» C —> K —> K' —* 0, where 

K' := {f I / £ A ' } and the second map is / 1—> / ' . This sequence splits and we fix 

an additive (or even C-linear) map 7 : K' —> K satisfying 7(b) 7 = b for every b £ K'. 

Then the relations that we want are y(b) = 7(6) for every b £ K'. 

Consider the exact sequence 

1 —> C* —> A * —> K*/C* —> 1. 

This exact sequence splits since the group C* is divisible. One identifies K*/C* with 

the group { / ' / / I / £ ^ * } - Let J : {f/f \ f e K*} -+ K* be a homomorphism of 

groups satisfying S(a)'/6(a) = a. Then the relations that we want are s(a) = 5(a) G 

K* for every a G { / 7 / | / G A ^ * } . • 

Define the group Isom/v,i and the C-vector space A(K) by the exact sequences 

1 —> K*/C* - ^ U A' —> I som K , i —> 0, 

0 — » A 7 C b AT —> A(K) — 0, 
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KRICHEVER MODULES FOR DIFFERENCE AND DIFFERENTIAL EQUATIONS 211 

where a is the map / \-> f'/f and jj is given byf f if> Then ISOUIAU is equal to 

the group of the isomorphy classes of the 1-dimensional differential modules over K. 

Indeed, consider the 1-dimensional module M(a) := Kc with dc = ac and a G K. 

Then M(a) ^ M{b) if and only if a -b = f'/f for some / G K *. Moreover, AI (a) ®K 

M{b) = M{a + b). 

Let C[Isoni/^i] denote the group algebra of the group ISOIIIAYI over the field C . 

We recall that the elements of this algebra are the finite formal expressions 

EVne TELSONAAal with all A F, G C . The addition is the obvious one. The niulti-

plication is induced by the rule [a] • [b] = [a -\-b]. Take a basis {h¡,}.¡ej of A(K) over C. 

One forms the ('-algebra C[ISOIIIAM, {tt}¡eIi} where the {/•/}•/£/ *s a feniily of indeter-

minates. This algebra is made into a Hopf algebra by the formulas [a] i-» [a] S [a] and 

t, ^ tt 0 1 + 1 0 t t . 

Corollary 1.3. The offine group scheme G\ m i v ,A\ab l s equal to 

Spec(C[Isoni/ v -j , {t¡}¡ei]). 

Proof. An el(Tiient g in GUniv.A'.ab(C) is a differential automorphism of the differ­

ential ring Univ/v,ah Thein/g is given by (dements c(g, a) G C* (for a G K) and ele­

ments d(g. b) (for 6 G A ' ) satisfying g(s(a)) = c(g. a) • s(a) and g(y(b)) = y(b)-\-d(g. b). 

Now a <7 c(g.a) is a homomorpliism from A" to C * satisfying c(g.o) = 1 if the equa­

tion y' = cry has a solution in A " * . In other words a i—> c(g.a) is any homomorpliism 

IsoniAM —> C * . The map /; i—>• d{g.b) is a C-linear map and d(g.b) = 0 if there exists 

a /y G A ' with / / = b. In other words, /; h—» d(g,b) is any C-linear map A(A ' ) —>• C . 

A C-linear map i : A(JV) C is determined by the collection { £ ( / ; , • )Hence . 

/7 corresponds to a C-algebra homomorpliism C[IsoniA\i . { C } / e / ] ~* G. The multi­

plication of elements in C u l l i v j v . a b ( C ) is induced by the Hopf algebra structure of 

C[Isoni/ v -{ t j } iei] . This d(\scription remains valid if C is replaced by any C-algebra 

(commutative 1 and with identity). This proves the statement of the corollary. • 

1.1. A is the field o f fo rma l Lauren t ser ies C ( (./•)). — One provides A" = C ( ( . / ; ) ) 

with the usual differentiation / i—> df/d.r. An easy calculation shows that ISOIIIAU 

is equal to x~ 1 C[x~1 ] /Z . r~ 1 . Indeed, the image of the map / i—> / ' / / consists of 

the Laurent, series in/x + C[[.r]] with in G Z . As an additive group ISOIIIAYI is the 

direct sum of Q / Z and an infinite dimensional vector space over Q . Furthermore, 

we need only to introduce the symbols s(a) for a G 1 C[x~1}. The only relation is 

.s(l/.r) =.r. 

For thew'additive** equations / / = b we need only to consider /; = x~l. Indeed, the 

map / >-» / ' from A" to itself has a 1-dimensional cokernel. generated by the image of 

x~1. We will write log./' for the symbol /y ( . / : - 1 ) . The conclusion is: 

Uni v A, a h = A ' [ { . s (a ) } a G J . - i r [ t r - i ] , l og jr ] 
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212 M. VAN D E R PUT & M. REVERSAT 

and the only relation between the symbols is given by s(l/x) - x. The affine group 

scheme Glmiv,A\ab is the Spec of the Hopf algebra Gflsoni/^i • t] over G. We note that 

the part C[t] of the Hopf algebra comes from the one factor G(l corresponding to 

log j ' . Finally, as it should be. Spec(UnivA'.ab) *s a torsor over G u niv./\.ab- This torsor 

is not trivial, due to the torsion subgroup Q / Z of Isom^j. 

1.2. A" is the f ield C(x). — We follow the same procedure as in the last subsection. 

The group IsoniftYi is equal to K/V, where V consists of the elements / £ A" — C(x) 

which have at most poles of order one and such that all the residues of fdx are in Z . 

The surjective map K —• K/V has no section because the group K/V has torsion 

elements. One way to make Isonix,i more explicit is to consider partial fraction 

decompostion of the elements in K. An element / £ C(x) is written as a finite sum 

f~ + Erecf'cs- with U e C{:r] and /,. G (.r - c)~lC[(x - c)'1} for each c e C. 

This yields a direct sum decomposition 0 . „ g P j ^ Isoni/v\i.r of I son i / o - Furthermore, 

Isoni/va,oc — C[x] and for every c £ C one has Isoni/v. i.<- — (x — r)~1C[(x—c)~l]/Z-^. 

For the "additive*" equations ; / - b with b £ A'. \vv use also partial fractions. The 

only equations that one has to consider are / / — l/(x — c) with c £ C. We will write 

log(.r — c) for the symbol y(!/(r/' — c ) ) . The A'-algebra UnivA.ah can now7 be written 

as 

A ' [ { . s ( « ) } o e A - { l o g ( . r - r ) } , : e r ] 

with, as before, the relations s(0) — 1. ,s(ai + a2) = s((i[)${(i2) and the new relations 

.s(l/(.r — r)) — x — c for every r £ C. Furtlicu-niore s(a.y — as (a) for all a £ K and 

log(.r — c)' = l/(x — c) for all c £ C. The group scheme^ G m l i v ,A' ,ab is the Spec of the 

Hopf algebra G[Isoni/v,i. {fr}re(']-

One can give this the following interpretation. The universal Picard-Vessiot ring 

for the global abelian situation has as symbols the union of all local symbols for the 

completions C((x — c)) (all e £ C) and C((x~1)) of C(x). We note that the completion 

C((x~1)) of C(x) at oc behaves somewhat differently because its differentiation d/dx 

is not the one associated to the local parameter x~l. A better way to formulate the 

differential equations that we are dealing with: 

(a) the multiplicate equation in the form dy/y — uJ with u a differential form for K 

(or for the curve P ^ ) . 

(b) the additive equation in the form dy ~ u with u a differential form. 

We will make this more explicit for the case of a function field over C. 

1.3. K is a f u n c t i o n field o v e r G. — K is the function field of a smooth, irre­

ducible, projective curve X over G. Let 12 denote the C-vector space of all differential 

forms for A \ In other words. 0 is the set of meromorphic 1-forms on X. We have to 

consider two types of equations: 

(a) dy/y = UJ with cu £ U (multiplicative equations) and 

(b) dy — uj with u £ 0 (additive equations). 
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K R I C H E V E R MODULES F O R DIFFERENCE AND DIFFERENTIAL EQUATIONS 213 

For any (closed) point x £ X one considers the held Kx, which is the completion 

of K w.r.t. the discrete valuation attached to x. Let Qx denotes the universal finite 

differential module of Kx over C. This means that after identifying Kx with C((t)) 

one has Qx = C((t))dt. For the equations of type (a) one has an exact sequence 

0 —+ J a c ( X ) SI/{dy/y | y £ K*} L- V<>EX,/H' / / / / \ y £ K*x) C/Z 0. 

By J a c ( X ) we mean in fact the group of the C-valued points of the Jacobian variety 

of X . The term Q/{dy/y | y £ K*} is equal to Isonix,i . The term Qx/{dy/y | y £ K*} 

is equal to Isomx.,.,1- The last map is induced by the map [ x ( \ilx —-» C, given by 

the formula (ujx)xex ^ ^ ] T e Y ^ e s ^ ( ^ ) - The maP ^ 1S induced by the obvious map 

Q —>• YlrexQ x Let ^ ^ ^ - ^ 7̂  0 represent an element in the kernel of L. Then UJ 

has at most poles of order 1 and all the residues of UJ are in Z . One associates to UJ 

the divisor D = E^Ex ;.. v Res.,.(^).r. Then UJ £ {dy/y | y £ / 1 * } if and only if D is 

a principal divisor. We will omit the verification that the above sequence is exact. 

This sequence provides the relation between the global multiplicative symbols (i.e., 

for Univ^ab) with the local multiplicative symbols (i.e., for UnivA'.,.,ab)- One observes 

that the collection of the multiplicative local symbols have relations induced by "1 he 

sum of the residues is zero". For X = P L an example of these relations is 

sc ( 

A 

X — r. ) 
8 8 = 

( 

Xx 

I-ex-1 ) 
= 1. 

Here sc and s8 denote local symbols at the points c and oo. Further A £ (7*. The 

above relation is obtained by transforming 

d 

dix - c) V = 
A 

x — c 
y 

into the equatioi 
d 

dx 1 - y = 
-Xx 

l - c x - 1 y-

If the curve X has genus g > 0, then apart from the local multiplicative symbols one 

needs also symbols for the group J a c ( X ) in order to obtain all global symbols. 

For the equations of type (b) one has an exact sequence 

0 — / / m ; : . Y . C) — il/{dy J // G l\ !L ® , e . v O , : / { % I // e A' , .} C 0. 

The map L is induced by the obvious map Q —> f lrex Qx, Let ljJ ^ ^ represent an 

element in the kernel of L. Then the residue of UJ at every point x £ A" is zero. The 

group H^R(X, C) is the De Rham cohomology group with coefficients in C is equal 

to {id £ Q | all residues 0] /[d/y | y £ A } . This cohomology group has dimension 

2g over C where g is the genus of X. The group A(K) is equal to il/{dy \ y £ A ' } 

and A(KX) is equal to ilx/{dy \ y £ A " . r } . Therefore the exact sequence provides 

the relation between the global additive symbols (i.e., for Univ/OIB) and the local 

additive symbols (i.e., for LTnivK r, ab). For every x £ X there is in fact one local 

symbol, namely log tx where tx is a local parameter. Between these local symbols 
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214 M. VAN D E R PUT & M. REVERSAT 

there is just one C-linear relation, induced by " the sum of the residues is zero". We 
note that for X — P ^ , this relation is obviously logx + logx1 = 0. Furthermore, if 
the genus g of X is strictly positive then one needs 2g new additive symbols coming 
from a basis of P r

D R ( X , C) over C. 

1 . 4 . K r i c h e v e r differential m o d u l e s of r ank o n e . — Let X be a smooth, ir­
reducible, projective curve over the algebraically closed field C of characteristic 0. 
Choose a (closed) point oc G X and let A be the coordinate ring of X \ {oo}. 
Let K denote a differential field (or more generally, differential ring) with field of 
constants C. A differential Krichever module over K is an injective C-algebra homo-
morphism <f> : A —> K[d\ such that 4>(A) (jL K. We denote by Univx the universal 
Picard-Vessiot ring (or field) of K. The following result is sketched in [LI ] . Here we 
provide a more complete proof. 

Proposition 1.4. Let A, K, 6 be as above 

(1) There is a positive integer r, called the rank of (j) such that for every a G A, 
a 0 the degree of the operator (p(a) is equal to r • deg (a) . 

(2) For every non zero ideal I C A the C-vector space 

V{I) : = {v G Univ/c I < / > ( / > = 0 for all f G / } 

has a natural structure of A-module. For this structure V(I) is isomorphic to (A/I)r. 
Moreover, the torsion A-module 

W((p) := {v G UnivK I 3 a G A, a / 0 //•///; (j){a)(v) = 0 } 

is isomorphic to (Qt(A)/A)r. where Qt(A) denotes the field of fractions of A. 
(3) The differential Galois group of the set of operators {</>(/) | / G / } is an 

algebraic subgroup of GLr(A/1). 

Proof For any non zero ideal I C A. the set of operators {</>(/') | / G / } generates 
a left ideal in K[d}Lj where L/ is a (monic) operator. Indeed, K[d] is a (left and 
right) Euclidean ring. This observation clarifies the statements (2) and (3) . 

The map from a G A \ { 0 } to Z , given by a i—> - deg(o(V/)). extends to a discrete 
valuation on the field of fractions of A. This valuation has negative values on A and 
is therefore equivalent to the discrete valuation attached to the point oc. It follows 
that there is an rational number r > 0 such that d(\g(o(c/)) = r -deg(a) holds for every 
a G A, a / 0. 

Consider an element v G V(I) and an element a G A. The operator cb(a,) acts 
on UnivK in the obvious way. The element (j)(a)v belongs again to V(I) because for 
/ G / one has <p(f)(j)(a)v = <:>(]'a)c and fa G I. In this way V(I) is an A-module and 
also an A / / -modu le . 

Let P be a non zero prime ideal of A. Then V(P7>) is a torsion module over 
the valuation ring B = Aj^. Choose TT G A such that TT generates the maximal 
ideal PB of B. The map 0(TT) : F ( P n + 1 ) V(Pn) is surjective. It follows that 
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KRICHEVER MODULES FOR DIFFERENCE AND DIFFERENTIAL EQUATIONS 215 

W := Un^iV(Pn) is a divisible torsion module over B. Let Q t ( P ) denote the held of 

fractions of B. Then W is as P-module isomorphic to (Qt(B) / B)N^~) for some integer 

N(P) ^ 1. Hence V(Pn) = ( A / P n ) N P for all n ^ 1. In particular, N(P) is the 

dimension of V(P) as vector space over A/P. Using that A is a Dedekind ring one finds 

that V(IJ) = V(I) 0 V(J), if / and J are relatively prime ideals. For I = P™1 • • •Pns. 

(with distinct prime ideals P x , . . . , P s ) one has that the dimension of V(I) over C is 

equal to £ * = 1 ni AT(P-) • d ime A / P ^ . This is also equal to "£t=i N(Ri)'(limc ^ / Z - " • 

For a principal ideal / = (a) one has d ime V((a)) = r • deg(a) = r • dime A/[a) = 

S i ^ i r • dime A/P"'. It follows that all N(Pt) are equal to r. If one varies a then 

one finds that all N(P) are equal to r. In particular, r is a positive integer and 

V(I) = ( v 4 / / ) r for every non zero ideal I. 

Finally, the elements of the differential Galois group G of the set of differential 

operators <fi(I), act on V(I). This action commutes with the action of 0(a) for a £ A. 

Indeed, g £ G commutes with d and the multiplication by elements in K. Therefore 

G is an algebraic subgroup of GLr(A/1). • 

Remarks 1.5 (Isogenics and isomorphisms) 

(1) An isogeny u : <p —> (j)' between two Krichever differential modules 

4>*(f)' : A —> K[d] is a non zero element of K[d] satisfying u • <J)((i) = (j)'(a) • u for 

all a £ A. This formula implies that deg0(a ) = deg o' (a) for all a £ A. Therefore 

(j) and <p' have the same rank. An isogeny u : c/) (a) is called an isomorphism if 

u £ A'*. 

(2) We will prove the following result: 

Let u :(/>—»(// be an isogeny. There exists a v £ K[d], v ^ 0 and an a £ A such 

that v • u — <ft(a). 

Consider ker(v) := { / £ Univx | u(f) = 0 } . For any b £ A and any / £ ker(n) 

one has 0(b)(f) £ ker(u). Indeed u • 0(b) — cp''(b) • u. Hence ker(u) is an A-module of 

finite dimension over C. Therefore there is an a £ A, a ^ 0 with 0(a)(ker(u)) = 0. 

In particular, ker(i/,) C ker(0(a)). This implies that (j)(a) — v • u for some v £ K[d\. 

Examples 1.6 (The rank one Krichever modules 4> : C[t] —> C(x)[d]) 

Put c()(t) — «Q + a\d with ao a1 £ C(x) and ai / 0. For every / £ C[t] \ C, the 

differential operator c/>(/) has an abelian differential Galois group. We want to de­

termine the Picard-Vessiot ring U n i v e ( x \ ^ obtained from this category of differential 

operators. In Univ^.,.) we consider the following elements: 

(a) an invertible / , solution of the operator 0(t). 

(b) invertible solutions y(e) of y(c)f = C/a1 y(e) for all c £ C. We impose the rules 

(as we may) y(0) = 1 and y(c{ + c2) = y(('\)y(c2). 

(c) a solution z of z' = l/a\. 

We claim that 

U n i v c v ) , * = C(x)[f, / - \ {y(c)Uc, z\. 
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We observe that fy(c) is a solution of the operator o(l — c) and f z is a solution of 
the operator (j)(t2). This proves one inclusion. The elements fy(c)z\ i = 0, . . . , n — 1 
are solutions of the operator o( (/ — c)n). We will show, by induction on u. that the 
elements 1, z,. .., zn are linearly independent over C for every n ^ 1. For n = 1 this 
is obvious. Suppose that 1, . . . . z"~1 art1 linearly independent over C and consider an 
expression e 0 + c\Z + • • • + cnz" = 0 with c\) cn G C. Differentiation yields that 
±{ci + 2c2z H h w , , . : " ' ) = 0 and so c\ = • • • = e r, = 0. Hence e 0 = 0, too. This 
shows the other inclusion and proves the claim. 

The structure of the differential ring C(x)[J\ f~l. {y(c)}rec,^ z] depends of course 
on (iQ,a\. For "generic"" a-o.«i - the only relations is this ring are the ones imposed 
above, namely y(0) = 1 and y(ci + c'2) = y(ci)y(c2). The differential Galois group is 
then a product of G m (this factor comes from / ) . Ga (this factor comes from z) and 
Spec(C[C]) (this factor comes from {y((')}cec)-. where C[C] is the group algebra of 
the group C over the held C. 

In special cases, the factor Grn can become a finite group if the equation 
y' — ~^Q() y has a non zero solution in C(x) for some integer n ^ 1 . If «o happens 
to be an element of C. then the factor Gm disappears. Furthermore, the factor G a 

disappears if y' = 1/ a1 happens to have a solution in C(x). Finally, it is possible 
that y' = c/ai y has a non zero solution in C(x) for some c G C, c 7̂  0. In this case 
the group {c G C I y' = ;~ // has a solution in C(x)} is generated by some element 
CO ^ 0. One finds a relation y(co) = g for a suitable g G C(x)*. 

The set V C Univ^«(t/.) of all solutions of all 6(f) has a C[ f rac t ion and according 
to proposition 1.4, V is isomorphic to C(t)/C[t]. The differential Galois group G 
for the collection of all these differential equations is an algebraic subgroup of the 
automorphism group of C(t)/C[t]. The latter is equal to C[t] , where C[t] is the 
projective limit of all C[t]/(f). One observes that G. which is the group of the 
differential automorphisms of Vinvc(x).<p' '1H much smaller (even in the generic case) 
than C[t] . Indeed, only one additive equation is needed and there is (at most) one 
factor G a in this group. 

It is clear that the "torsion'1 of a single Krichever module (j) of rank one cannot 
generate the full Uni\Y<(. r).ab- One reason for this is that the differential operators 
4>{f) (with / G C[t]) have their singularities in the union of the set of poles of ao /a i , 
the set of zeros of a\ and possibly oc . If one considers the differential operators 0(f) 
for all / G C[t] and all o. then one obtains the Picard-Vessiot ring C(,r)ab.Univ Even 
in the local situation, i.e.. K — C((x)). the set of differential operators <p(f) (all 
/ G C[t] \ C) and a single Krichever module 0. given by o(7) = ao + a \ (). will not 
produce the local universal abelian Picard-Vessiot ring Unwc((x)).ab Indeed, the set 
of equations y' = ~"^+r y (all c G C) and •// = 1 / a is too small for that. 

We compare this with the Drinferd situation, where (j) : Fq[t] —> F r / ( t ) [ r ] is a 
Drinfel'd module of rank one. Then o( / ) = t + or. Let <:/ be another rank one 
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DrmfeFd module, given by o'(/) = t + a'r. Then o and o' become isomorphic after 

taking the cyclic extension Fq(t)(b) of Fq(t) of degree dividing q — 1, given by the 

equation abq~l — a'. Hence the torsion points of o and 0' produce essentially the 

same infinite abelian extension of Fq(t). For the case <p(t) = t — tr, this extension is 

characterized as the maximal abelian extension of F(](t) which is totally split at the 

place oc . • 

Remarks 1.7 (Some interpretations of U n i v c ( r ) c 6 ) . The term a ( ) in the operator 

0(f) z= a0 + a\d is of minor importance for Univ^,.)^. In the following examples we 

will take r/Q = 0. 

(1) For the case a\ = x, all o(f) arc regular singular at the two points x = 0 and 

x = oc (and regular outside 0. o c ) . The differential ring ('((./')) >V(.r) Univc(. r) .0 i s 

the universal extension of C((./')) f ° r the collection of all regular differential equations 

over C((x)) (the same holds with x replaced by x~l). 

(2) Suppose that ci\ — (x — p\) • • • (x — ps) with distinct pi ps. For each / 

the differential ring C((x — pi)) {0c{x) U n i v c ; ( x ) ^ is again the universal extension of 

C'(x(. — Pi)) for the collection of all regular singular equations at p,. However, the 

various local solutions, like (x — pi)l^2< log(.r — p,) et cetera, arc not independently 

present in Univ ( ; ( . r )^ . 

(3) In the general case, the interpretation of the differential ring I'liice ' ( . r ) . 0 remains 

unclear. Take for instance ai = x2. Then Uiiivc(x),<f> = C ( . x ) [ { ; ( / ( c ) } c G c ] where the 

y(r) satisfy y(('Y = - j3 /y(c). The y(r) are solutions of some irregular equations at 

x = 0. 

2 . A b e l i a n d i f fe rence e q u a t i o n s 

The field C is algebraically closed and has characterstic 0. The two types of 

difference equations, namely ordinary difference equations and (/-difference equations, 

that we will study correspond to the two automorphisms a and aq of C(.v) given by 

ax = x + 1 and a(Jx = qx. It is assumed that q £ C* is not a root of unity. Difference 

Galois theory, as developed in [P-S] . provides an adequate Picard-Vessiot theory and 

difference Galois groups. We note that (cy-)difference equations is a inultiplicative 

theory. Let us make this explicit. A (q-)difference module is a vector space 71/ 

over K of finite dimension (and A' = C(x) or C ( ( . r - 1 ) ) or ( ' ( ( . / ' ) ) ) . provided with an 

additive invertible operator $ \ M M satisfying $(fm) = (r(f)<b(in) (or <$>(fm) = 

(Tq(f)&(ni)) for /// G M and / G A'. The tensor product of two (a)-difference modules 

AI and N is the vector space AI Cva N provided with the operation $ given by 

<!>(/// ® //) = $(///) <g- $(I)(//). 

An important difference with differential Galois theory is that Picard-Vessiot rings 

are reduced but may have zero divisors. The role of the differential Picard-Vessiot 

field is taken over by the total ring of quotients of the Picard-Vessiot ring. Lemma 1.1 
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and its proof remain valid for (q-)difference equations. Indeed, the one ingredient for 

this proof, which is not available in [P-S] , is the following theorem. 

Theorem 2.1. - Let K be a field of characteristic zero provided with an automor­

phism a of infinite order. The field of constants C = { a £ K \ a a, = a} is supposed 

to be algebraically closed. Let M be a difference module over K with Picard-Vessiot 

ring R and difference Galois group G. Let Q t ( P ) denote the total ring of quotients 

of R. Then the following properties for an element f £ Q t ( P ) are equivalent: 

(1) / G R. 

(2) The C-vector space generated by the orbit {gf | g £ G} is finite dimensional. 

(3) The K-vector space generated by {crn f | n £ Z } is finite dimensional. 

For the differential case, this theorem is proved in [P-S03] , Corollary 1.38. This 

proof can be adapted for the difference case. 

We will make the universal Picard-Vessiot ring Univ ah for the category of the 

(a-)difference modules with abelian difference Galois group explicit as well as the 

structure of the universal abelian (q-)difference Galois group Gulliv,ab-

2 . 1 . A b e l i a n a-difference e q u a t i o n s . — As in section 1, we have to consider 

separately, two types of equations: 

(a) (multiplicative equations) aqy = ay with a £ A"*. 

(b) (additive equations) o~qy — y + b with b £ K. 

For K we have the possibilities: K — C(x), K = C'((./•)) and K = C({x~1)). For 

the multiplicative equations we consider the exact sequence 

1 —> K*/C* a A'* —> I som K , i —> 1, 

where a is given by / i—> o~qf jf. As before, Isom^M is the group of the isomorphism 

classes of the 1-dimensional ^-difference modules. For the field K = C((x)) one 

calculates that the image of a is equal to the subgroup qz x ( l+xC[[ .x ] ] ) of K*. Hence 

I son i /o = xz x C* /qz. Hence the local multiplicative equations that contribute to 

the universal abelian Picard-Vessiot ring are aqy = xy and aqy = cy with c £ C*. 

The same description holds for the field K = l7( ( : / : " 1 ) ) . 

For the field K = C(x) the description of Isom^j is more involved. One considers 

the exact sequence of groups 

1 —> C * x z — * C(xY (Dr^/qz Div(c) —> 0. 

Here c is seen as a subset cqz of C* and Div(c) is the group of the divisors on this 

subset. An element / £ C(x)* is mapped to ( d i v ^ / ) ) ^ , where div7;(/) is the restriction 

of the divisor of / to the set c. We note that ; > I)iv(r) is equal to the group of the 

divisors on C*. Every divisor Ei ni /// | n / on C* is the divisor of Ylt ( ( ^ — n , ) / . / ' ) " ' £ 

C(x)*. In particular, the above sequence splits an this leads to an exact sequence 

1 —> C*/qz x xz — > ISOIIIAM —> 0 c Z —> 0. 
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The main calculation takes place for the group Div(c) . One has to calculate the 

cokernel of the operator —1 + oq. One observes that Div(c) is in fact a free module 

over Z [<r9, <r ~ 1 ] , generated by the divisor [c]. Hence the cokernel of — 1 + aq is iso­

morphic to Z[crq, crq

l}/( — 1 + (jq) = Z . Since the above exact sequence splits one has 

Isom/^i = C* / qz x xz © c g c * / ^ z ^ More explicitly, the multiplicative equations that 

one has to consider for the construction of Univx,ab are: 

(Í) Gqy = xy, 

(h) crQy = x — c 

X 
y for c in a set of representatives of C*/qz and 

(iii) aqy = cy with c G (7*, again in a set of representatives of C*/qz. 

For later use we introduce names for the invertible solutions in \Jiùvc(x). ah °f these 

equations, namely / o for (i), fc for (ii) and y(c) for (iii). They only relations between 

these elements are: 

o-fc = fc/q for <• C ( 1*. 

y(q) = x and y(c1^2) = '//(<"i) * ' ¿ / ( 0 2 ) for a h C | . r_> G (7*. 

Define the C-vector space A(K) by the exactness of the sequence 

0 —> K/C - ^ K —> A(K) —> 0, 

where [3(f) = crq(f) — ,/'. Take K = C(x). For the investigation of A(K), which is 

the cokernel of the map form K to itself, given by / ^ <rq(f) — / , we use partial 

fractions. Write C(x) = ®m.ezCxm 0 ®c .ec* / q

z .n^iC(x)c.n The space C(x)^.n con­

sists of the partial fractions ^2meZ c(rn) / (qnix — c)n, where c G C* is chosen such 

that c mod r/z = c and where all c (m) G C. One observes that the spaces Cxrn 

and C(:/ ;)c, n are invariant under the action of aq. Hence the cokernel of the operator 

— 1 + o~q is the direct sum of the cokernels for each of these spaces. For the spaces Cx"' 

with in = 0, the cokernel is 0. On C • 1 the action of — 1 + aq is trivial. The action of 

o~q on the space C(x)cn makes C(x)z%n into a module over the ring C[aq.a~1]. This 

module is in fact the free module generated by one element, namely l/(x — c)n. Hence 

the cokernel of — l-\-<jq on this vector space is isomorphic to C[o~q, o~q

A]/( — l-\-aq) = C. 

The cokernel of —1 + aq on ('(./•),..„ is represented by the element l/(x — c)n. There­

fore we have found a basis for A(K) over C, namely the images of the elements 1 and 

1 /(x — c)n with ii ^ 1 and c in a set of representatives of C*/qz. The corresponding 

additive equations are aqy = y + 1 and aqy = y + 1 /(x — c)n (for n > 1 and c in a set 

of representatives of C*/qz). 

For the field K = C'((.r)) the cokernel of — 1 + aq is 1-dimensional and the corre­

sponding additive equation is aqy = y + 1. The same holds for the field ('((./• ' ) ) . 

One can combine the above information in a straightforward way to obtain an 

explicit descriptions of Univx,ab and Gulliv,K,ab for the fields K — C(x). ('((./')). 

C((x-1)). 
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2 .2 . Abelian ordinary difference equations. — K = C(x) and cr(x) — x + I. 
T h e methods used in the last subsection lead to explicit formulas for I som^ i , A(K), 

UniVK,ab aild G u niv,A',ab-

1 —> G* —> C(x)* — + 0 , e c / z Div(c) —+ 0. 

Here c is seen as the subset c + Z of G and Div(c) is the set of the divisors on c. 

1 —> G* —> Isom^.i —> :<•(,(•/'/,% — > 0. 

The multiplicate equations that contribute to the formation of Univ/^ a b are ay = 
(x — c)y with c in a set of representatives of G / Z and moreover the equations ay = cy 
with c G G*. We prefer to split up the first collection of multiplicative equations as 
ay — ^f- y for c G G* and ay — xy. 

For the calculation of the cokernel of — 1 + a on C(x) one considers the decompo­
sition 

C(x) = C[x] © e ^ c y z , , ^ r ( . r ) ( , ( , 

where G(.x)c , n consists of the finite expressions Ylmez d(rn)/(x + m — c)n with all 
d(m) G G and with a fixed choice of c G c. It is easily seen that G ( x ) ^ r , is a 
free C[a, a~l]-module generated by l/(x — c)n. Hence the cokernel of — 1 + a on 
C(x)c^n has dimension 1. The corresponding additive equation is ay — y + l/(x — c)n. 
Furthermore, — 1 + a is surjective on C[x] and has kernel G • 1. This describes the 
additive part of Umvc(x),nb-

Finally, we consider the difference field C((x~1)). The cokernel of / i—> af/f on 
G ( ( ^ - 1 ) ) * is easily seen to be 

xz x G* x (1 © : r~ 1 C[[ ; / - - 1 ] ] ) / ( l + x" 1 ) Z (1 + x-2C||x^-1]}). 

The third group in this product can be identified with G / Z . The corresponding 
multiplicative equations are: ay — xy, ay = cy with c G G* and ay — (1 + cx~1)y 
with c in a class of representatives of G / Z . The cokernel of — 1 + a on G ( ( x - 1 ) ) has 
dimension 1. The corresponding additive equation is ay = y + x-1 

2 .3 . K r i c h e v e r d i f fe rence m o d u l e s . — G is an algebraically closed field of char­
acteristic 0. One considers as before a smooth, irreducible, projective curve X over G 
with a specified point oo G X. Then A denotes the G-algebra of the regular functions 
on X \ { o o } . One considers a G-algebra R (commutative and with a unit element) 
provided with a specified G-algebra homomorphism 7 : A —> R and an endomorphism 
of infinite order a. The skew polynomial ring R,[a] is defined as usual. The elements 
are finite formal sums X ^ > o ri' ^ with an r/' ^ R- The definition of the addition is 
obvious. The multiplication is induced by the formula a - r = a(r) • a. A Krichever 
difference module of rank r over R is a G-algebra homomorphism ab : A R[a] 
satisfying: 
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(a) For a £ A, a ^ 0, the element (j)(a) has degree r • deg(a) , and the leading 

coefficient of at>(a) is invertible, 

(b) 0(a) = 7 ( a ) + *a + *cr2 + • • • 

With the above data, one considers R[cr] as a left R[a] 0c A-module by the formula 

(/ 0 a)g = / • g • (j)(a) for f,g £ R[a] and a £ A. For any non zero ideal / C A, the 

subset R[cr}(f)(I) of R[a] is also a left R[a] 0 C A-module. Hence R[a}/R[a}(j)(I) is a 

again a left R[a] 0c A-module. 

A level I-structure for (f) is an isomorphism of left R[o~] 0c A-modules 

A : R 0c {I'11A)r —> R[a]/R[a](P(I). 

One regards R as a left R[a]-module by the formula Ç}2'rlo-i)r = J2'r

la
1/(r). This 

explains also the left R{a] 0c A-module structure on R 0c ( I - 1 /A ) r . 

The two basic cases are A = C[x] and (R,o~) is an extension of 

(a) (C(x), a) with <r{x) = x + 1 or 

(b) (C(x), crq) with (Jq(x) = qx (q 7̂  0 and q not a root of unity). 

In the above cases, 7 : A = C[x] —» R is injective. We note that more general 

situations, e.g., ker(7) / { 0 } or A ^ C[x], seem of interest. 

As for Drinfehd modules with a suitable level structure, one may try to show the 

existence of a universal Krichever difference module of a fixed rank and provided with 

a suitable level structure. In other words, one may want to construct a fine moduli 

space. 

We consider the basic example: ab of rank 1, (ft*, a) of type (a) or (b) and with level 

structure A for the ideal (x). Put (j){x) = x + ao~ with a £ R*. The level structure A 

prescribes an element (say) b £ R* with xb-\-aa(b) = 0. The universal object that one 

can make for this situation is a ring U — C ( x ) [ { 6 n } n ^ o , { A " 1 } ] {l-e-i U is a polynomial 

ring over C(x) in the variables { 6 N } N ^ o , localized at the set of all bn). The operation 

a on U is given by cr(bn) =Bn +1 for every n ^ 0. The universal 0 is given by 

4>{x) = x — Xj^-a and 60 is the prescribed invertible solution of 4>{x)y = 0. We observe 

that U is not finitely generated over the field C{x) and so the "fine moduli space' 1 

Spec((7) is not of finite type. It is however of "finite difference type. 1 ' The definition 

of this concept can be given as follows. A free difference algebra of finite type over 

C(x) is an the polynomial ring R = C(x)[{b(i)n}l=i:.,^s, n ^ 0 ] in the variables {b(i)n}. 

Moreover, the endomorphism a on R extends the given endomorphism of C(x) (i.e., 

either a(x) = x + 1 or <r(x) = qx) and satisfies cr(b(i)n) — 6 (z ) n +i for all n ^ 0. A 

difference algebra of finite type over C(x) is the quotient of a free difference algebra 

of finite type over C(x) by an ideal that is invariant under a. 

Theorem 2.2. — Let the ring A, the ideal I C A (with I / A, { 0 } ) and the rank r be 

given. There exists a universal Krichever difference module of rank r and level I (of 
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type (a) or (b)). The corresponding universal ring U is of finite difference type over 
C(x). 

Proof —- The proof is analogous to the one given in [LI] for the case of differential 
Krichever modules. We only sketch the proof for the difference case. One wants to 
obtain a universal U, a, 0, A. Write A = C[fu..., /,] = C[FU ..., FS]/(GU ..., Gt). 
For the definition of the universal (f> one has to introduce variables for the coefficients of 
all (f)(fi). The variables corresponding to the leading coefficients should be invertible. 
Moreover one has to introduce the <7*-images of all these variables. For the formulation 
of the level structure A : U ®c( I-1 /A)r —> U[o]/U[o](j)(I) one has to introduce again 
a set of variables and all their o~l-images. This produces a free difference algebra of 
finite type over C{x) (suitably localized). In this free object one has to divide out the 
ideal given by all relations G\..... Gt and the relations which make the map A into 
an isomorphism of left modules over U[a] & c A. We note that I ^ A garantees that 
the Krichever difference modules with level / structure have no automorphisms. • 

2 .4 . K r i c h e v e r o-difFerence module o f r ank o n e . — We consider the rank one 
Krichever module (j) : C[x] —» C(x)[a] with (j)(x) = x + ao~ for the case a = aq. The 
interesting question is the structure of the subring Univ of Univ^;( r ) a b , generated 
by all the solutions of all </>(/) (with / ' £ C[x] \ C). In the sequel we will use the 
notations of subsection 2.1. 

First we consider the multiplicative equations involved in (p. They are crq(y) = ^ y 
and o~(y) -- (—^f- y for all c £ C*. Let g £ Univc^^ a b be an invertible solution of the 
first equation. Then the solution of the other equations are g • fc with c £ C*. Hence 
{f<•)<•{c- C Uiiiv^. Using the / r ' s one can modify the first equation into an equation 
of the form aqy = dx" y for certain d £ C* and n £ Z . One concludes that Univ^ 
contains almost the complete multiplicative part of \Jmvc{x), ab- The only possible 
exceptions are the elements fo and the {y(c)}. In case a = —x this is precisely the 
part of the multiplicative symbols of \]i\ivc{x).ab that is missing in Univ^. 

Now we investigate the additive equations involved in <fi. They are incorporated 
in the difference operators (j)((x — c)n). An invertible solution h of the operator 
4>{x — c) is gfc if c £ C* and g otherwise. Define ZQ = 1 and for n ^ 1 the elements 
zn £ U n i v c ( x ) a b by the formula <p(x — c)hzn = hzn-\. Then all zn £ Univ^. One 
has the following recurrence relation 

ZQ = 1 and (:/; - c ) ( l - aq)zn = z n - i 1 for n ^ 1. 

For every n ^ 1, there are polynomial expression An in z\,. . ., zn such that aqAn = 
An + l/(x - c)n. A calcuation yields 

Ai =z1, A2 = z{ - 2 z 2 , A3 = z{ - 3zxz2 + 3z3. 

For the general case we consider a "generating function" F : = X ) n ^ o znTn which 
belongs to Univ^,[[T]]. The action of aq on T is supposed to be trivial, i.e., aqT = T . 
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One observes that (x - c ) ( l - aq)F = T • F and thus crqF/F = (1 - T/(x - c ) ) . Write 
F = Y \ ^ A ( 1 + anTn) (with all an G Univ^). Then 

n 
>1 

( 1 — 
(1 - < 7 g ) g n r n 

(1 + a „ T » ) ) 
= 1 -

7 
(x - c) 

Taking — log on both sides of this formula one obtains 

E 
>1 

E 

>1 

1 

777 ( 
(1 - aq)anTn 

1 + a „ T » 

) 
) 

M 

= Y. 
m>1 

rJ~1Tn 

m(x — c)'m 

Comparing the coefficient of Ts on both sides implies that: 
(1 — aq)as+ a polynomial expression in the a i , . . . , a s _i and their images under crg 

is equal to l/(x — c)s. We conclude from this that Univ^ contains all the additive 
symbols of Univ C 7( x ) i a b with the exception of the symbol corresponding to aqy = y + 1. 

For the formulation of the theorem below we introduce the following terminology. 
A ring R with C(x) C R C C((x~1)) will be called an abelian difference subring if: 

(a) aq(R) = R, 
(b) For every finite dimensional C(x)-vector space V C R the C(x)-vector space 

V generated by {o~qr \ n G Z , r G ^ } is finite dimensional, and 

(c) the group of the (7(x)-automorphisms of the field C(x)(V) which commute with 
(jq is abelian. 

It follows from this definition that C(x)(V) is the field of fractions of the Picard-
Vessiot ring of a (/-difference equation over C(x) with abelian difference Galois group. 
Furthermore there is a unique maximal abelian difference subring of C((x~1)), namely 
the one generated by all multiplicative equations aqy = ay and all additive equations 
°qV ~ V + 0 over C(x) that have a (non trivial) solution in C((x~1)). The next 
proposition easily follows from the preceding calculations 

Theorem 2.3. The rank one Krichever q-difference module 

(j) : C[x] —> C(x)[aq] with 4>(x) = x — xaq satisfies: 

Univ^ has an o~q-equivariant embedding in C((x-1)) Its image is the maximal abelian 
difference subring of ( 7 ( ( x " 1 ) ) . 

In the general case 'ijj(x) = x+aaq with a G C(;x4)*, one observes that Univ^, contains 
an invertible element b with aqb = ^ b. Moreover b~1i)j(x)b = 4>(x). Hence Univ^, = 
Univ0[6, b~1]. Using the elements in Univ^ one can transform the equation aqy = -x/a y 
in to an equation aqy = cxny for suitable c G C* and n G Z . The Picard-Vessiot ring 
of this equation over C(x) is C(x)[b, b^1} and Univ^ = C(x)[b, b~x] ®c{x) Univ^. We 
note that the difference Galois group G of oqy — cxlly over C(x) is a subgroup of 
G m . If cxn is not a root of unity, then G = G m and b is transcendental over C(x). If 
cxn — d where d is an rathroot of unity, then G is a cyclic group of order in. Moreover 
the ring C(x)[b, b~l] = C(x)[T, T " 1 ] / ( T m - 1) has zero divisors if m > 1. 
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We conclude that Univ^ is equal to C(x)[b, b l] (&c(x) U with C(x)[b, b x ] as above 

and U the maximal abelian difference subring of C((x~1)). 

Remarks 2.4 (Comparison with rank one Drinfel'd modules). The rank one Drin-

fel'd module (f> : Fq[t] —> Fq(t)[r}. given by (t>(t) = t — tr, has the property that 

the field extension of Fq(t) obtained by all the torsion elements for <j) is the max­

imal abelian extension of Fq(t) which is totally split at t = oo (see [ G - P - R - V ] ) . 

Theorem 2.3 is the perfect analogue of this. 

2 .5 . K r i c h e v e r d i f fe rence m o d u l e s of r ank 1. — The same questions as in the 

last subsection are studied but now for a given by cr(x) — x + 1. Let (j)(x) = x + aa. 

The multiplicative equations involved in Uriiv^ are ay = (—^- y. This can be sep­

arated into the equations ay — -x/ a V and ay — x-c /x y for all c G C*. The last 

collection of equations produces all multiplicative equations for C(x) with the excep­

tion of ay — xy and ay = cy with c G C*. For the additive equations, incorpo­

rated in the difference operators (p((x — c ) n ) , one finds, as in the ^-difference case, 

all the additive equations ay = y + 1 /(./• - c)" with c G C and n ^ 1. One ob­

serves that Univ^ involves equations that have no (non trivial) solution in C((x~1)). 

The equations are ay = (1 -f- ex 1 )y for c £ C* and ay = y + x~l. We enlarge 

C((x~1)) to C((x~l))[{xc}cecAog(x)}. This algebra is well known from the theory 

of differential equations. It is the universal Picard-Vessiot extension for the collec­

tion of all regular singular differential equations over C({x~~1)). The formal rules are 

x£(xc) = cxc, x£\og(x) = 1 and relations xClxC2 = x C l + C 2 , xc = xn G C((x~1)) if 

c is equal to the integer n. Their behaviour under a is given by a(xc) — (1 + x~l)cxc 

(— i ) " ~ 1 

and alog(x) = log(x) + ] C n > i — n — x ~ n . As for (/-difference equations one defines 

abelian difference subrings of C((x~1 ))[{xc}cecAog(x)]. The maximal abelian differ­

ence subring is denoted by U. 

Theorem 2.5. — The rank one Krichever difference module 

<f> : C[x] —> C(x)[a] with <f>(x) — x — xa satisfies: 

Univ^ has a a-equivariant embedding in C((x l))[{xc}ceCAog(x)]. Its image is the 

maximal abelian difference subring U. 

For a general rank one Krichever difference module ip, given by ijj(x) = x + aa, 

one has that Univ^ = C(x)[b, b~x] ••:C{x) 17, where C(x)[bA)~l] is the Picard-Vessiot 

ring for the equation ay = Ay (suitable A G C(x)*) and U is the maximal abelian 

difference subring defined above. 
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