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PROPAGATION OF SINGULARITIE S 
IN THREE-BOD Y SCATTERING 

Andr$$s Vasy 

Abstract. — In this paper we consider a compact manifold with boundary X equipped 
with a scattering metric g and with a collection Ci of disjoint closed embedded 
submanifolds of dX. Thus, g is a Riemannian metric in int(X) of the form g — 
x~4 dx2 +x~2h near dX for some choice of a boundary defining function h being a 
smooth symmetric 2-cotensor on X which is non-degenerate when restricted to dX. 
We also let A be the (positive) Laplacian of g, suppose that V G C°°([X; UiCi]) where 
[X; UiCi] is X blown up along the C*, assume that V vanishes at the lift of dX, and 
consider the operator H = A + V. Three-body scattering with smooth potentials 
which have an asymptotic expansion at infinity (possibly Coulomb-type) provide the 
standard example of this setup. We analyze the propagation of singularities of gen­
eralized eigenfunctions of if, showing that this is essentially a hyperbolic problem 
which has much in common with the Dirichlet and transmission problems for the 
wave operator, though additional features arise due to the presence of bound states of 
the 'two-body operators'. We also show that the wave front relation of the free-to-free 
part of the scattering matrix is given by the broken geodesic flow at distance 7r. 

Résumé (Propagation des singularités dans la diffusion à trois corps) 
Dans cet article, nous considérons une variété X compacte à bord, munie d'une 

métrique de diffusion g et d'une famille Ci de sous-variétés fermées de dX deux à 
deux disjointes. Ainsi, g est une métrique riemannienne dans int(X) de la forme 
g — x~4 dx2 +x~2h près de dX, pour un choix convenable de fonction x définissant le 
bord, h étant un 2-cotenseur symétrique C°° sur X qui est non dégénéré en restriction 
à dX. Nous notons aussi A le laplacien (positif) de g, choisissons V G  C°°([X; UiCi]), 
où [X;UiCi] est X éclaté le long des C;, tel que V s'annule sur le relevé de dX, et 
nous considérons l'opérateur H = A + V. Les diffusions à trois corps avec potentiels 
C°° qui ont un développement asymptotique à l'infini (éventuellement du type de 
Coulomb) sont des exemples de cette situation. Nous analysons la propagation des 
singularités des fonctions propres généralisées de H en montrant que c'est essentielle­
ment un problème hyperbolique qui a beaucoup en commun avec les problèmes de 
Dirichlet et de transmission pour l'opérateur des ondes, avec néanmoins des propriétés 
supplémentaires dues à la présence d'états bornés des opérateurs à deux corps. Nous 
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montrons aussi que la relation de front d'onde de la partie libre-libre de la matrice de 
diffusion est donnée par le flot des géodésiques brisées à distance 7r. 
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CHAPTER 1 

INTRODUCTION 

Let X be a compact manifold with boundary. In [25 ] Melrose has defined the 
algebra Diff s c (X) of scattering differential operators on X. In fact, let x G  C°°(X) be 
a boundary defining function of X , so x > 0, dx ^ 0 on dX, and dX = {x = 0} . The 
Lie algebra of b-vector fields on X , Vb(X), is the set of all smooth vector fields on X 
which are tangent to dX. The Lie algebra of scattering vector fields on X , V s c P 0 , 
is simply V S C ( X ) = xVb(X); this notion is independent of the choice of the boundary 
defining function x. Much as in the case of Vb{X)1 VSC(X) is the set of all smooth 
sections of a vector bundle over X\ this bundle is denoted by SCTX. Finally, Diff s c (X) 
is just the enveloping algebra of V8C(X), i.e. the ring of operators on C°°(X) generated 
by C°°(X) (considered as multiplication operators) and VSC(X). An example of such 
an operator is the Laplacian A associated to a scattering metric g. Thus, g is a 
Riemannian metric in mt(X) of the form g — x~* dx2 + x~2h near dX for some 
choice of a boundary defining function x, h being a smooth symmetric 2-cotensor on 
X which is non-degenerate when restricted to dX. In particular, g is a metric on 
scTX 

Let Ci, i = 1,..., fc, be disjoint closed embedded submanifolds of dX. Here the Ci 
might have different dimensions. Nevertheless, to simplify the notation, we introduce 
C — UiCi, and say that C is also a closed embedded submanifold of dX, although 
this is strictly speaking only true if the dimensions of the connected components 
of C are the same. Let mf ('main face') be the lift of dX to [X;C] , the blow­
up of X along C (see the Appendix of [25 ] for a treatment of blow-ups, and see 
Figure 1 for a picture). We write p m f for a defining function of mf. The 'three-
body type' operators we are interested in are perturbations H of A of the form 
H = A + V, where V G  C°°([X; C]) is real-valued and vanishes at mf. As discussed in 
the following paragraphs, three-body Hamiltonians, with the center of mass removed, 
give an example of such operators, and explain our interest in the problem. In the 
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degenerate case when k =  0 , i.e. C = 0 , we arrive at the generalized 'two-body type' 

scattering considered in Melrose's original paper [25] ; in this case V G  xC°°(X). 

Consider the Euclidian space, EN, with the standard metric, and its radial com-

pactification to the upper hemisphere § + . Embedding in EN+1 as the unit upper 

hemisphere this is given by the map SP : RN 

(1.1) SP(z) = 
Xl + \z\2y/2' (l + \z\2y/\ 

Let x be a boundary defining function of such that x — (SP-1)*|z|-1 near <9§+. 

Then the Euclidian metric pulls back to a scattering metric on with h being the 

standard metric on S^-1 =  <9§+, and the Euclidian Laplacian becomes an element 

ofDiff*c(§?). 

Let Xi, i = 1 , . . . , k, be linear subspaces of RN, let X1 be the orthocomplement 

of Xi, Ui = dimX% and let TT1 be the orthogonal projection to X1. By a Euclidian 

many-body Hamiltonian we mean an operator of the form H = A + 5^(71"*)*^ where 

Vi G  C°°(X*;IR) satisfy (SP,"1)*^ G  piC00^) with Pi denoting a boundary defining 

function of , and SP* being the radial compactification map SP* : X1 —>• § + \ The 

condition on Vi means that it is a one-step polyhomogeneous symbol on X% of order 

— 1. A Euclidian three-body Hamiltonian (with center of mass removed) is a many-

body Hamiltonian with the additional assumption that Xi f l Xj — {0} for i / j. 
In the compactified picture, writing ~X~i = cl(SP(Xi)) C  S^, d = ~X~i n S^"1, the 

condition Xi n Xj =  {0 } for i ^ j becomes Ci nCj = 0 for i ^ j . With the notation 

C = UiCi as in the general case, it is straightforward to check that 

(1.2) y  =  (SP-1)*^(^)*^eC00([S^;C]) , V\m{ = 0 
i 

(this will be done here in Lemma 2.1) , so H is indeed a 'three-body type' operator 

as described above in the geometric setting. Note also that the Ci are 'subspheres' 

of S^-1 , in particular, they are totally geodesic with respect to the standard metric. 

A two-body Hamiltonian corresponds to taking k = 1 , X\ = {0 } above, so we have 

V G  xC°°(§^) , giving rise to the 'two-body type' terminology in the geometric setting. 

In Figure 1  below we take N — 2 and the Xi are lines. Hence, X = is a disk, 

dX = S1, each d consists of two points. The lift of Ci to [X; C] is denoted by Si in 

the figure. 

Now we return to the general setting. First note that H — A + V is self-adjoint on 

LgC(X), the L2 space defined by integration with respect to the Riemannian density 

dg, since A and V are such and V is bounded. Hence, its resolvent R(\) = (H — A)-1 

is a bounded linear operator on L%C(X) for A G  C \ 1 . In this paper we analyze 

the boundary value of the resolvent at the real axis, i.e. R(X ± ¿0) . We show that 

specp(H) D  (0, oo) = 0  and 

(1.3) R(X±iOp(Ha(0)Aa(№(Ha(0G Btf'^LliXU-W-'LliX)) 
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FIGURE 1. The original space X an d its resolution [X; C\ 

for all e > 0 . This is completely analogous to the classical result of Mourre in 

Euclidian three-body scattering ([30 , 31] , see also the paper [32 ] of Perry, Sigal and 

Simon in which they extend Mourre's results to many-body systems), together with 

the absence of positive eigenvalues which was shown by Froese and Herbst [8 ] in the 

Euclidian case. 

We also show that for / G  C°°(X), R(X±iO)f has a complete asymptotic expansion 

away from C which is similar to the corresponding expansion for Euclidian two-body 

Hamiltonians. Here C°°(X) is the subspace of C°°(X) consisting of functions which 

vanish at dX together with all of their derivatives. For simplicity here we only state 

the asymptotic expansion if F G  p^fC°°([X; C]) (i.e. short-range); the general case is 

described in Theorem 18.6 . It is convenient to replace the spectral parameter A by 

A2. Then, for A > 0 , / G  C°°(X), the expansion can be described by 

(1.4) v± = e^'x-^-^RiX2 = F ¿ 0 ) / G  C°°(X \ C). 

The top term of such an expansion for Euclidian three-body scattering was described 

by Isozaki in [21] , assuming that the potentials were short range, by Herbst and 

Skibsted in [16 ] in the long-range many-body Euclidian case, and the full expansion 

was proved by the author in [38] . Moreover, we show that given any 'initial data' 

ao G  C%°(dX \ C) we can find / G  C°°(X) such that with i; _ as above we have 

v- G  C°°(X) and a0 = v-\dx- Then 

(1.5) u = R(X2 + ¿ 0 ) / -  R(X2 - ¿ 0 ) / G  C-°°(X) 

satisfies (H — X)u — 0, and has the form 

(1.6) u - e<A/*:p("-i)/2v_ - e-iX'xxW-iy>l2v+. 

For A > 0  the Poisson operator corresponding to 'free initial data' is the map P(X) : 

C™(dX \ C) -» C-°°(X) given by P(X)a0 = u. This definition is justified by the 

uniqueness statement of Theorem 19. 1 which is again an analog of Isozaki's result 

[22]. The free-to-free part of the scattering matrix, 5 (A), relates the leading part of 
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4 CHAPTER 1 . INTRODUCTION 

the expansions in (1.6) at dX \ C. Thus, 5 (A) is the map 

(1.7) 5 (A) : C?{3X \ C) -» C°°(dX \ C) 

given by 

(1.8) 5 (A)a0 = -v+\ax\C, «o G C?(dX \ C). 

The equivalence of this definition of the scattering matrix with the customary one 
involving the wave operators was proved by Hassell [14 ] for short-range interactions. 
Here, in Remark 19.12, we sketch a somewhat different proof based on Isozaki's ar­
gument in [20]. 

Our main theorem describes the structure of 5(A). We first introduce the broken 
geodesic flow of h\dx on dX, broken at C. For simplicity we only define this here if 
C is totally geodesic; for the general definition see Definition 11.6 and the remarks 
preceeding it. Let J C M be an interval, and let B be a discrete subset. We denote by 
SdX the sphere bundle of dX identified as the unit-length subbundle of TdX with 
respect to h\sx (we drop the restriction in the notation from now on). We say that a 
curve 7  :  / - > dX is a broken geodesic of ft if two conditions are satisfied. First, for 
all intervals J C  / \  B, 7 | j is a geodesic of ft, such that for all t G  J, ")'{t) G  SdX. 
Second, if t G  B then j(t) G  C and the limits j'(t - 0) and ^'(t + 0) both exist 
and differ by a vector in T^^dX which is orthogonal to T7^C (i.e. the usual law of 
reflection is satisfied; see Figure 2). We say that p, q G  SdX are related by the broken 
geodesic flow at time -n if there is a broken geodesic 7 defined on [—7r,0], such that 
7;(0) = p, 7;(—7r ) =  q. Using the metric ft to identify SdX and S*dX, this defines 
the broken geodesic flow at time —7r on S*dX. We then have the following result: 

Theorem. — For A > 0 the wave front relation of the free-to-free part of the scattering 
matrix, 5 (A), is given by the broken geodesic flow of h\ox on dX, broken at C, at 
time —  7r. 

This theorem was conjectured by Melrose based on his work with Zworski in the 
generalized 'two-body type' setting [25 , 29] . As mentioned above, this just means 
that we take C = 0 . The result of Melrose and Zworski was that 5 (A) is a Fourier 
integral operator associated to the geodesic flow on dX at time — 7r, from which our 
Theorem follows when C — 0. 

In the case of Euclidian three-body scattering with rapidly decreasing two-body 
potentials a somewhat stronger result than the Theorem has been proved by the au­
thor in [39 ] by an explicit construction resembling Faddeev's original one [7]; namely 
the scattering matrix was shown to be a sum of Fourier integral operators associated 
to the broken geodesic flow. Using different methods, which are closer to those of Mel­
rose and Zworski in [29] , Hassell has shown in [13 ] that the same conclusion holds. 
In addition, Hassell's construction states explicitly that the kernel of the Poisson 
operator is a sum of Legendrian distributions associated to conic Legendrian pairs. 
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FIGURE 2 . Broke n geodesies on dX = S2 starting at p. 

We also remark that there are other interesting operators associated to this geome­
try; one example is Christiansen's analysis of scattering in perturbed stratified media 
[3]. 

A major difference between two-body and three-body type scattering is that in the 
latter case the range of P(A), considered as an operator on C^°(dX \ C) , may not be 
dense in the nullspace of H — A on C~°°(X). Apart from those corresponding to 'free 
initial data', essentially characterized by restriction of their expansion to mf, there are 
generalized eigenfunctions of H — A corresponding to 'two-body bound states'; in the 
case of Euclidian three-body scattering these arise from eigenfunctions of A ^ + Vi in 
L2(Xl). In the Euclidian setting these are easier to describe than those coming from 
free initial data; this was done by Isozaki [20 , 21 ] and Skibsted [37 ] for short-range 
potentials, and by Bommier [2] for long-range potentials in a more general Euclidian 
many-body setting. Due to the lack of product structure, this task is much harder 
in the geometric setting, and we only prove the propagation of singularities of gen­
eralized eigenfunctions along bichar act eristics under additional assumptions. These 
assumptions guarantee that the spectrum of the two-body operators is constant along 
C, and are satisfied in the Euclidian setting. Even in these cases we do not treat the 
Poisson operator with initial data in a two-body bound state and the corresponding 
pieces of the scattering matrix. Hence, we do not consider whether every generalized 
eigenfunction arises from a combination of 'free' and 'two-body bound' initial data. 
An L2 version of this statement is called asymptotic completeness in the Euclidian 
case; it was proved by Enss [5 , 6 ] for both short-range and long-range three-body 
scattering. In the many-body setting these were proved by Sigal and Soffer [34 , 35], 
Graf [11] , Derezinski [4 ] and Yafaev [41]. 

To see why a result such as the above Theorem should hold, consider first the 
operator A — A, and its analysis in Melrose's paper [25] . There is a principal symbol 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000 



6 CHAPTER 1 . INTRODUCTION 

map 

(1.9) <tSCiT O : Diff™po -» • s?rr*x), 

5™(SCT*X) denoting the space of homogeneous functions of degree m on SCT*X \ 

0; this is completely analogous to the principal symbol map on compact manifolds 

without boundary. We have crSCj2(A — A) = |£|2, | • | denoting the metric function on 

SCT*X, the dual bundle of SCTX. This is independent of A, and it is elliptic in the 

usual sense, i.e. it has an inverse in S^2(SCT*X). However, aSCym does not capture the 

behavior of Diff™(X) completely, such as its compactness properties between certain 

Sobolev spaces. In fact, there is a symbol map, iVsc, at dX as well, mapping 

(1.10) iVsc : Diffsc(X) -+ C™mxX). 

Now, iVsc(A — A) = |C|2— A, i.e. A is not lower order than A in this sense, meaning 

that it appears in iVsc(A — A). Hence, for A > 0, 7VSC(A — A) is not invertible in 

C°°(SCTQXX), so A - A is not fully elliptic. This gives rise to scattering theory. 

It is perhaps useful to remark that if X — is the radial compactification of 

RN, T is the Fourier transform on RN (regarded as an operator acting on C~°°(S+)) 

and P G Diff£(S£) then P = TPT~X G *°(EiV) ; here V°(RN) is the standard 

pseudo-differential calculus on RN. (In fact, P G ^ _ m ( § ^ ) ; ~°°(§£) is the 

microlocalization of Diffsc(§+), see [25]. ) Moreover, NSC(P) is closely related to 

a0(P). Namely, with L : scTsVi§+ -> S*RN being the Legendre diffeomorphism 

given in [29 , Lemma 5], we have <T0(P) = (L_1)*iVsc(P). If P = A - A, A being the 

standard Euclidian Laplacian, we have P = \(\2 - A G Diff°(MiV) (i.e. a multiplication 

operator). We see directly here that P is not elliptic (in the usual sense) if A > 0 

since its principal symbol vanishes on the sphere |£|2 = A. This in turn implies that 

7VSC(A — A) is not invertible, as discussed above. Incidentally, the argument we just 

described works even if g is an arbitrary scattering metric on (but then, with 

P = A - A, P G ̂ r°(IRiV) is not necessarily just a multiplication operator), or indeed 

if X is an arbitrary compact manifold with boundary; in the latter case we need to 

identify X with § ^ locally near some point p on dX, and correspondingly only the 

restriction of NSC(P) to a neighborhood of SCT*X is realized as a principal symbol of 

an element of *0(MN). 

Returning to the geometric setting, the lack of invertibility of -/VSC(A - A) implies 

that generalized eigenfunctions of A — A need not be 'trivial', i.e. they are not neces­

sarily in C°°(X). They are certainly smooth in the interior of X since crsc?2(A - A) 

is elliptic, but their behavior at dX is much more complicated. Just as for interior 

singularities, the failure of a distribution u G C~oc(X) to be in C°°(X), i.e. its 'singu­

larities', can be measured by a wave front set, WFSC(^). Corresponding to the symbol 

maps of Diffsc(X), this consists of two parts: one part is an extension of the usual 

wave front set from the interior to give a subset of the cosphere bundle 5*X, the other 

part at the boundary is a subset of SCTQXX. The first part describes the smoothness 
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properties of u, the second part its decay properties at dX. Due to the ellipticity of 

<jsc,2(A - A) , (A -  X)u = 0 implies that WF sc(w) c  SCT£XX. 

The singularities of generalized eigenfunctions of A — A  were analyzed by Melrose 

in [25] . To facilitate this analysis, let x be the boundary defining function used in 

the definition of g, and let yj be local coordinates on dX, extended to X. Then a 

covector v G  SCT*X, p near dX, can be written as v = rx~2 dx + p • x~l dy. Hence, 

we have local coordinates (x,y,r,p) on SCT*X near dX. In these coordinates 

(1.11) JV8C(A-A )=T2 + | / i | 2 -A; 

here | • | is the metric function of h\dx- The characteristic set, £ A - A C SCTQXX, of 

A — A is the set where iVsc(A —A) vanishes. Just as in the case of operators on compact 

manifolds without boundary, there is a (rescaled) Hamilton vector field associated to 

operators P G  Diffsc(X). Its restriction to SCTQXX is denoted by SCHP, and it only 

depends on p = N8C(P). It is related to the commutator [P, Q] for P, Q G  Diffsc(X). 

Indeed, [P,Q] G  xDiffsc(X), and iVsc(£-1[P,Q]) = -scHpq. Correspondingly, as 

expected, scfl\ = 0, and with g denoting the metric function on SCTQXX, the Hamilton 

vector field of A — A  is just scHg. There are two disjoint submanifolds of S A -A where 

scHg vanishes, namely 

(1.12) R± = {(y,r,/i ) G  E A -A :  » = 0, r =  iA1/2} ; 

these are called 'radial surfaces'. The integral curves 7 (f) of scHg approach Rf as 

t —> =FOO. The closure of the projection of each integral curve 7^ ) to dX gives a 

geodesic segment of h\gx of length n after reparametrization. Now, away from P^, 

where scHg does not vanish, we have principal type propagation of singularities just 

as for hyperbolic operators on manifolds without boundary - in fact, we should think 

of A  —  A as a hyperbolic operator at dX. Such a correspondence is made explicit 

by the Fourier transform if X = § ^ is the radial compactification of RN, and by 

a localized version of the Fourier transform in the general case as described in the 

previous paragraphs. Just as in the standard case of manifolds without boundary, 

the propagation results can be obtained by positive commutator estimates; this is 

the significance of scHg. The singularities of the scattering matrix then correspond to 

singularities propagating from R^ to P^ along the bicharacteristics. 

If we add a potential V G  xC°°(X) and consider H - X — A  +  T^-A , then 

NSc(H - X) — NSC(A — A), so in the region of principal type propagation the pre­

vious analysis applies; again, this is described in [25] . If, however, we consider 

V G  pmfC°°([X;C]), then the behavior of commutators with H is radically changed. 

Thus, propagation of singularities for generalized eigenfunctions of H is very similar 

to the propagation phenomena in hyperbolic boundary and transmission problems, 

and the broken geodesies in the statement of the Theorem arise for similar reasons as 
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the broken bicharacteristics in those cases. In fact, many of the proofs of those phe­

nomena, such as those given by Hormander in [18 , Chapter XXIV], can be adapted 

to our setting. 

Again, it may be of some use to relate certain parts of Melrose's analysis of the 

propagation of singularities to the standard form of Hormander's theorem via the 

Fourier transform. Thus, in the Euclidian setting, X = , A the standard Laplacian, 

P = A - A, A > 0, we have P = TPT'1 = |C|2 - A 6 with characteristic 

variety {(C>C*) : IC|2 — ̂ } (C* is the- cotangent variable). It is easy to see that 

the (non-rescaled) Hamilton vector field of P is radial on the conormal bundle of the 

sphere given by \Q2 = A, and its integral curves are straight lines in T*RN whose 

projection to the base variables (i.e., Q is constant. Indeed, projecting them to the 

cosphere bundle S*RN (realized, say, as the unit sphere subbundle of T*RN), they 

become either open half great circles connecting the 'incoming' and 'outgoing' parts, 

(1-13) Ar ± = { (C,±C/KI) : |C|2 = A}, 

of the cosphere bundle, or points in (corresponding to the vector field being ra­

dial there); note that = L( i?^) , L being the Legendre diffeomorphism as above. 

Hence, Hormander's theorem for real principal type propagation applies in this situa­

tion: if (A — A)^ = 0, then WF(JRJ ) either contains such a semicircle, or it is disjoint 

from it. Now, 

(1.14) L(WF8C(ti ) H 8CTsViS£) =  WF(fn) , 

corresponding to the analogous relationship between the indicial operator in the scat­

tering calculus and the principal symbol map for standard pseudo-differential oper­

ators under conjugation by the Fourier transform. Hence, the propagation of singu­

larities for Tu in Hormander's sense (here u is a generalized eigenfunction of A — A) 

implies the results on the propagation of WFSC(^) which were described in the previ­

ous paragraphs. Again, this analysis can be modified easily to accommodate two-body 

type scattering (by using a local Fourier transform if necessary), but the transposi­

tion of this argument to three-body scattering seems to be more complicated (see, 

however, [39 ] for a less comprehensive analysis of three-body scattering employing 

the Fourier transform). 

We now describe the commutator constructions in somewhat more detail. First, 

we define a new algebra of differential operators on X which includes both Diffsc(X) 

and C°°([X;C]). It is convenient to introduce some notation. The front face of the 

blown up space, [X ;C] , is denoted by ff. Defining functions for ff and mf will be 

denoted by pff and pmf respectively. The blow down map is written as 

(1.15) / ? : [ X ; C ] - > X ; 

pmf and /?ff can be chosen so that pmfPff = The inclusion of Diffsc(X) into the 

new algebra is supposed to preserve interesting analytical properties. We are thus led 
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to define 

(1.16) DiffsscP O =  C°°([X;C}) ®c~(x) Diffsc(X). 

For reasons of brevity the notation does not include C on which Diff3SC(X) depends. 

Now, Diff3SC(X) is actually an algebra with respect to operator composition, since for 

V G  VSC(X), / G  C°°([X;C]), we have [V,/] = Vf G  pmfC~([X; C]) as VSC(X) lifts 

to be a subset of pmfVb([X; C]). In this paper we will microlocalize Diff3sc(X) by 

constructing the corresponding algebra of pseudo-differential operators, ^f^~°°(X). 

This algebra, \ P ^ ~ ° ° ( X ) , will have several properties which are similar to the 

fibred cusp algebras defined by Mazzeo and Melrose in [23]. In fact, in the interior 

of ff, Diff3sc(X) is a fibred cusp algebra (though on a non-compact manifold). Thus, 

many of the proofs are essentially adaptations of the proofs in [23], although in 

this paper we refrain from blowing up C on many occasions (thereby hiding the 

similarity), and only do the blow-ups necessary to obtain the b-fibrations required for 

push-forward results when the need arises. 

One of the main differences between Diff3SC(X) and Diffsc(X) is that the former is 

not commutative to 'top weight'. That is, while for P G  Diff™(X), Q G  Diff™'(X), 

we have [P,Q] G  xDiffsr2+m'-1(X), this is replaced by [P,Q] G  pmf D i f f ^ ' - ^ X ) 

for P G  Diff^c(X), Q G  D i f f ^ ( X ) . Thus, there is no gain of a weight factor at ff. 

Now consider the operator H = A + V, V G  pmfC°°([X; C]), discussed above. As 

indicated in the previous paragraph, for P G  Diff™(X), 

(1.17) [A,P] € *Diff™+1(X) C />mfPff D i f f ^ X ) . 

On the other hand, 

(1.18) \V,P]epltDiS^1(X). 

Hence, as expected, [V, P] is lower order than [A, P] at mf. However, at ff it can actu­

ally be higher order. That is, the term [V,P] can dominate [A,P] there! This would 

clearly cause very serious problems for positive commutator arguments used, for exam­

ple, to prove results on the propagation of singularities. We can avoid this by choosing 

P carefully. Thus, we take P from the 'symbolic center', ZDiff3 SC(X) C  Diffsc(X) 

of DiffsscpO , i.e. we choose P G  Diff£c(X) so that [P,Q] G  />mfpff DiffS+m'_1(A') 

for all Q G  D i f f ^ X ) . This makes [V,P] the same order as [A,P] with additional 

vanishing at mf which will be sufficient for the commutator arguments. While the 

leading part of [V, P] can be quite complicated since it does depend on 'sub-leading' 

terms, the standard Poisson bracket formula lets us deal with [A,P] easily. The ad­

ditional vanishing of [V, P] at mf will ensure (due to compactness arguments) that 

relatively simple estimates of this commutator suffice. 

The commutator approach we just outlined can give global positive estimates, such 

as the Mourre estimate, for H = A + V. However, we need to introduce the corre­

sponding pseudo-differential algebra, \ |J^-00(X), for a microlocal description of the 
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10 CHAPTER 1 . INTRODUCTION 

propagation of singularities at OX. These will propagate along broken bicharacteris-

tics of scHg, broken only at C, with the usual law of reflection satisfied at the 'break 

points'. The spreading of the singularities from a bicharacteristic to other ones when 

it hits C corresponds to the restriction in the choice of P in the commutator estimates 

mentioned above. 

This paper consists of two major parts. In the first half we construct \£^_00(X) 

and investigate its general properties. In the second half of the paper, starting with 

Chapter 11, we focus our attention on three-body type Hamiltonians and prove such 

results as the propagation of singularities for generalized eigenfunctions of these op­

erators. 

More specifically, in Chapter 2 we discuss some properties of the differential oper­

ator algebra Diff3 SC(X). Most of this chapter consists of a description of the indicial 

and normal operators for this algebra, since their behavior is significantly different 

from those for the scattering calculus. We define the microlocalization, ^^(X), of 

Diff3SC(X) in Chapter 3, and in the subsequent chapters we analyze its properties, 

mostly following [23] . A more detailed plan of these chapters is given at the beginning 

of Chapter 3. 

In Chapter 11 we describe the basic properties of the Hamiltonian, H — A + V. 

We then prove the Mourre estimate in our setting in Chapter 12; our method is 

very similar to Froese's and Herbst's in [9] . This could be used to analyze spectral 

properties of iJ, just as in Mourre's work [30], but we adopt instead the approach of 

[18, Chapter XXX] and [25] . We proceed to show in Chapters 13-16 that singularities 

propagate along broken bicharacteristics of the (rescaled) Hamilton vector field, scHg, 

of g. 

We continue in Chapter 17 by showing that H has no positive eigenvalues and in 

Chapter 18 we describe the boundary value of the resolvent at the real axis, R(\±iO), 

A > 0, applied to / G  C°°(X). This is basically the many-body result of of Gerard, 

Isozaki and Skibsted [10 , 22 ] in our setting, with the additional microlocal variables 

included, together with the full asymptotic expansion away from C given in [38] . 
It should be noted that the propagation estimates of [10 ] correspond to microlo­

calization with respect to the operator x2Dx only. This is completely sufficient for 

spectral theory, uniqueness statements, and (with slightly more involved arguments) 

for asymptotic expansions of R(X ± ¿0) / , /  G  C°°(X), but it cannot capture the 

singularities of the scattering matrix, for example. 

We end the discussion by analyzing the scattering matrix in Chapter 19 using our 

results concerning the propagation of singularities and the plane wave construction of 

Melrose and Zworski [29] near the 'initial point' (the easy part of their construction, 

which we recall in Appendix A). 

I am very grateful to Richard Melrose for suggesting the problem, for sharing his 

knowledge with me, for our frequent, fruitful and inspiring discussions affecting every 
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CHAPTER 2

DIFFERENTIAL OPERATORS

The aim of this chapter is to discuss basic properties of Diff3SC(^), defined in 
(1.16), in preparation for the constuction and analysis of the corresponding pseudo­
differential calculus. Since the ‘symbolic’ properties (i.e., normal and indicial oper­
ators) of Diff3sc(^) differ most from the corresponding properties of Diffsc(X), we 
spend most of this chapter by describing these. As the main goal here is to explain 
the most important points, on occasion we will defer detailed proofs to the following 
chapters.

First, we analyze the structure of Diff3SC(X) in local coordinates. Near a point 
p £ C we can choose coordinates

(2.1) x, yj (j  = 1 ,...  , codimC — 1), zj (j  = l,...,d im C )

such that x = 0 defines dX and x = 0, y = 0 define C. Correspondingly, one can 
cover a neighborhood of ff [X\C] by two types of coordinates. In the interior of ff we 
have coordinates

(2.2) x, Y = y/x, z.

Near ff Dmf in the lift of the region defined for some k by \yu\ > c\yj \ for some c > 0 
and all j  ^ k

(2-3) x = x/yk-, Yj — Vj/Vk (j  7̂  Vk-) z

give coordinates. In (2.2) x is the boundary defining function of ff, in (2.3) x defines 
mf, and yu defines ff.

It might be useful to discuss here how these coordinates relate to the standard 
coordinates on RN in case of Euclidian three-body scattering. For this purpose, with 
the notation of the Introduction, choose an integer Z, and let w = be the
standard coordinates on = Xi 0 X 1 (so w'j are the ‘free variables’ and w" the 
‘interaction variables’), m = dimX/, n = dimX1. Near Ci = cl(SP(X/)) fl 
(corresponding to a conic neighborhood of Xi) we have \w'\ > c\w"\ for some c > 0.
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Hence, near any point p G  C\ one of the coordinate functions Wp which we may 

take to be w'm, satisfies \WJ\ > c'\w'k\ for all k (cf > 0), \w'j\ > c'\w"\. We may also 

assume that w'm > 0 for the sake of simplifying the notation. Taking into account the 

coordinate form of the map SP (i.e. (1.1)) we see that we can take 

ID'. jDf! 
(2.4) x = \w\~\ ZJ = J^ (j = l , . . . , m - l ) , Vj = (j = l , . . . , n ) 

as local coordinates on the compactified space § + , at least near p. Correspondingly, 

the coordinates (2.2)-(2.3) on the blown up space [§+;C] become 

w'. _ 
(2.5) x = \w\~\ *j = j ^ (j = l , . . . , m - l ) , Yj=w'j (j = l , . . . , n ) 

and 

w'- ^ w" w" 

(2.6) x = (w'i)-1, zj = ^ ( j = l,...,m- 1), YS = ^ (j # *), »fc = ^ 

respectively. Since (w^')-1 and ^ (j ^ &) are coordinates in the appropriate region 

of the radial compactification of X1 (and the w", j = 1,..., n, are coordinates in 

the interior of §+) , we have proved the following lemma. 

Lemma 2.1. —  Suppose that a G  S^(Xl). Then 

(2.7) /TtSP"1) G PJC°°([S?;C«]). 

i/ere /3 : [§+; C/] —> ¿ 5 £/ie blow-down map, and the subscript cl refers to classical 
(one-step polyhomogeneous) symbols. 

The scattering tangent bundle of X , SCTX, pulls back to the 3-body scattering 

tangent bundle 3scT[X;C]. Similarly, its dual bundle, SCT*X, pulls back to give 

the 3-body scattering cotangent bundle 3scT*[X;C]. From (1.16), 3-body scattering 

vector fields are just smooth sections of 3scT[X; C]. The Lie algebra of these vector 

fields is denoted by V3 SC(X), i.e. just as in the case of general differential operators 

the underlying space X is emphasized at the expense of C. This is partially justified 

by the fact that 3scT[X; C] is the pull back of a bundle over X. 

In the local coordinates (2.1) near p G  C a basis of SCTX is given by 

(2.8) x2dx, xdyj (j = 1,... ,codimC - 1), xdZj (j = 1,... ,dimC). 

Near the interior of /3~1(p) in coordinates (2.2) these lift to a basis of 3scT[X; C]: 

(2.9) x2dx-^2xYjdyr dy. (j = l , . . . , c o d i m C - l ) , xdZj (j = 1,... ,dimC). 

j 

Near the corner mf D/?_1(p) in the coordinates (2.3) they give a basis 

(2.10) yk%2dx, xd9j (j ^ k), ykxdyk - x2d% -^xYjd?., ykxdZj 
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of 3scT[X; C]. Thus, over i n t ^ " 1 ^ ) ) sections of 3scT[X; C] are spanned by 

(2.11) x2dx, xdZj 

over C°°([X;C]) corresponding to a natural fibred cusp structure (which notion we 

do not use or define in this paper, see [23 ] for the definition and a discussion of its 

properties), but at d(3~l(p) it does not have a simple product-type structure. 

We briefly note the form taken by the lifts of the standard coordinate vector fields 

dWj in the setting of Euclidian three-body scattering. While this is somewhat com­

plicated in the explicit coordinate expression on §+ , they become slightly simpler at 

C. Thus, with 1(C) denoting the ideal of functions in C°°(§+) which vanish at C, 

(2.12) dw,m = - ( 1 - 5>2)((a:23a) + £ > ( ^ ) ) + 1(C) Diffsc(§?), 

(2.13) dw'j = -Zj(x2dx) + 

k 

145 - zjZk)(xdZk) + 1(C) Diffsc(§£) (j ? m), 

(2.14) dwn = xdyj + 1(C) Diffsc(S^). 

The significance of these expressions will be clearer soon when we discuss the normal 

operators in Diff3sc(X), X = §+ ; for this purpose we return to the general geometric 

framework. 

First, the principal symbol map of Diffsc(X) (see (1.9)) extends by continuity to 

define the principal symbol map of Diff3sc(X) and to give a short exact sequence: 

(2.15) 0 -> D i f f ^ X ) ^ Diff^c(X)P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0, 

P™ denoting the space of rath order homogeneous polynomials. 

Next, apart from the indicial operator of Diffsc(X) discussed in (1.10), we also 
consider the corresponding normal operator defined for p G  dX as 

(2.16) iVsc,p : Diffsc(X) Diffi SCTPX; 

here Diffi SCTPX is the algebra of translation invariant differential operators on the 

vector space SCTPX (see [25, Section 2]). In fact, for Q G  Diffsc(X), p G  dX, NSC,P(Q) 
is simply given by the canonical lifting of Q (obtained by 'freezing the coefficients' 

at p) to be a translation invariant (i.e., constant coefficient) differential operator on 

SCTPX. This definition makes sense since Diffsc(X) is commutative to top order: 

(2.17) [Diff™(X),Diff™'(X)] C  xm&?c+m'-l(X). 

Also note that 7VS C is multiplicative due to (2.17). Moreover, Nsc and 7VS C are related 

via conjugation by the invariant Fourier transform on the fibers of SCTQXX (mapping 

functions on SCTPX to densities on its dual space SCT*X, p G  dX). Namely, an invari­

ant differential operator becomes a multiplication operator given by a (not necessarily 

homogeneous!) polynomial under conjugation. 
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There is also an 'oscillatory testing' definition of Nsc given in [29 , Lemma 8]. The 
indicial operator in the three-body calculus will be constructed similarly, so we recall 
this definition here. First note that if / G C°°(X) then d(f/x) G C°°(X; SCT*X). In 
addition, if P G Diffsc(X), u G C°°{X), then 

(2.18) v = e~if/xPeif/xu G C°°(X). 

Moreover, if p G <9X, C € SCT;X, d(f/x)(p) = £ then 

(2.19) v(p) = (Nsc(P)(())u(p); 

this can be taken as the definition of N8C. Here note that 

(2.20) d(f/x)(p) = -f(p)(dx/x2) + (df)(p)/x, 

so for any C £ SCT*X we can easily find / with d(f/x)(p) = £. We also remark that 
the oscillatory testing definition is often very helpful in analyzing the 'symbolic' prop­
erties of a pseudo-differential calculus since it automatically reflects the composition 
properties of the operators, thus giving a multiplicative 'symbol' map. 

Just like the principal symbol map, iVsc extends by continuity to define the normal 
operator map of Diff3sc(X) at mf, and it gives a short exact sequence: 

(2-21) 0 -+ PmiDiff3sc№ ^  DiffsscP O Diffi 3scTmf[X; C] -+ 0. 
One of the main points about <73sC) m and iVmf?o (keeping in mind that ultimately we 
are interested in spectral theory, hence in resolvents) is that they are multiplicative 
in the sense that 

(2.22) a3sc,m(P)<73sc,m'(Q) = 0~3SC,M+RN> (PQ), Nmf,0 (P) AU,0 (Q) = A^mf ,o(PQ) 

for P G Diff^c(X), Q G D i f f ^ ( X ) . We wish to define a normal operator at ff which 
is also multiplicative. This is somewhat complicated; we must also work out the space 
into which it maps. Here we just point out that the natural idea one might try, i.e. 
mapping into Diffi 3sc^ff[^; C] does not give a multiplicative homomorphism. In fact, 
it cannot, since this is a commutative algebra, while Diff3SC(X) is not so even to top 
order as indicated in the Introduction. 

Just as there is a well defined relative b-tangent bundle hT(C;X) over C, we 
also have a relative scattering tangent bundle SCT(C;X). In fact, SCT(C;X) is the 
subbundle of scTcX consisting of v G SCTPX, p G C, for which there exists 

(2.23) V GVSC(X;C)CVSC(X) 

with V(p) = v. Here 

(2.24) VSC(X; C) = xVh(X; C) = x{V G Vh(X) : V is tangent to C } , 

and tangency is defined using V\y(X) C V ( X ) , i.e. the (non-injective) inclusion map 
bTX -> TX. Thus, given a boundary defining function x, hT(C\X) is isomorphic to 
SCT(C; X) (via extension and multiplication by x), but the isomorphism depends on 
the choice of x. It should be noted that dim SCTP(C; X) = dim C + 1, and in the local 
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coordinates (2.1) it is spanned by x2dx and xdz. In particular, by (2.12)-(2.14), in 
the Euclidian setting SCT(C;X) is spanned by the lift of the 'free (coordinate) vector 
fields', dw>., j = 1,... , m. 

One way of seeing the importance of VSC(X; C) is to remark that for P G  VSC(X; C) , 
/ G  C°°([X;C]), we have Pf G  xC°°{[X;C]), i.e., as operators, [P, / ] G  xDitt3sc(X). 
That is, P commutes with Diff3sc(X) modulo xDiff3sc(X); this is not true when P is 
an arbitrary element of Diffsc(X). 

For p E C, there is a natural action of SCTPX/SCTP(C; X) on int(/3-1(p)) as shown 
in Chapter 4. In local coordinates (2.2) this is given by 

(2.25) LV(Y, z) = (Y + /3, z), v = ax2dx + f3xdy + 7 ^ . 

(In the Euclidian case this is just translation in the 'interaction variables' induced 
by the 'interaction vector fields'.) Correspondingly, the tangent space of the fibers 
of the blow down map, Tg/3_1(p), q G  int(ff), (3(q) = p, is naturally isomorphic to 
SCTPX/SCTP{C\X). This isomorphism can be realized as follows: v G  SCTPX pulls 
back to f3*v G 3scTq[X;C]. The range of the natural (non-injective) inclusion map 
3scTq[X]C] -» Tq[X]C\ induced by the inclusion V3scPO ^  V([X;C] ) is T^ip). 
The null space of the composition of the pull back with this inclusion is exactly 
SCT(C;X), and it gives the isomorphism mentioned above. In particular, v G  SCTPX 
is mapped to a vector field on T/3~1(p) which is invariant under the affine action. 

More generally, if V G  V3SC(X) is a vector field, it can be regarded as a section of 
T[X; C], and it can be restricted to int(ff) with the result being tangent to the fibers 
of /3. This induces a natural map 

(2.26) C 0 0 ^ - 1 ^ ) ; 3 8 0 ^ - ! ^ ^ ; ^ ] ) 9  V V9 € C°°{prl&)\Tp-1 

this is called the boundary restriction map. The null space of this map is exactly 
C^{f3-1(p)]^_1{p)scT(C'1X)). In the local coordinates (2.2) this map is given by 

(2.27) ax2dx + (3 •  dy +  7  * ^ /3 • 9y. 

On the other hand, the basis vector fields (2.10) near d/3~1(p) restrict to 

(2.28) 0, xd9j (j^k), -tfds-^xYjd?., 0 

respectively. Thus, the boundary restriction map actually maps into 

(2.29) HCOT'Cp)) =c°°(r1(p);scTp-1(p)). 

It also extends naturally to an algebra homomorphism Diff3sc(X) -> Diffsc(/3_1(p)). 
Note that Diffsc(/3_1 (p)) is not a commutative algebra, so our normal operator map at 
ff (part of which is given by the boundary restriction map) will not be commutative, 
just as expected. We remark that in the Euclidian case this discussion means that 
a - dw> + /3 • dW" maps to /3 • dy, i.e. the 'free coordinate vector fields' are eliminated, 
and the 'interaction vector fields' preserved. 
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The boundary restriction map can also be analyzed using the action of Diff3SC(X) 

on C°°([X;C]) similarly to (2.18)-(2.19). Namely, if 

PeDitt3sc(X) and ueC°°([X;C}), 

then Pu G  C°°([X; C]) and an explicit calculation shows that for p G C we have 

(2.30) Pu\ß-Hp) = pd(p){u\ß-i(p))-

In fact, the full oscillatory testing construction can be extended to Diff3 SC(X). A 

straightforward calculation (or a direct consequence of (1.16) ) proves that if P G 
Diff3sc(X), /  G  C°°(X) (so / is smooth on the original space, X!) then Pf = 

e-if/xpeif/x £  Diff3sc(x) , so for any p G  C it has a boundary restriction map 

(Pf)d G  DiffscOS-1^)). Moreover, if p G  C, d(f/x)(p) = ( G  scTp*X then it can be 

checked easily (this will be done for the pseudo-differential calculus in Chapter 6) that 

(Pf)d depends on / only via £. Therefore, we can define the indicial operator of P at 

ff as the map 

(2.31) 

T*CX s C H. Pff,o (C) = (^/)a(p) € DifM/T1 (*>)), C 6 SCT;X, d(f/x)(P) = C; 

this definition is independent of the choice of / satisfying (2.31) . 
Now, allowing ( to take any value in SCX£X leads to much redundant information. 

To see this, simply note that if f(x,y,z) = yj (in a neighborhood of a point p G  C) 

then d(f /x) = dyj/x ^  0  but el^x = elYj in a neighborhood of int(ff), i.e. it is 

smooth in such a neighborhood. Hence, (Pf)d — e~lY * PoelY j , so Pfi,o(dyj/x) can be 

reconstructed from Pff,o(0). More generally, Pff,o(C) can be reconstructed from -Pff ,o(0) 
if C € SCTP(C; X ) x , the annihilator of SCTP(C;X) in scTp*X. This is not surprising, 

since some of the information about the behavior of elements of Diffsc(X) that has 

to be deduced from oscillatory functions can be obtained by merely considering the 

boundary restriction map in Diff3 SC(X) as we allow singular test sections (i.e., we 

allow ueC°°([X;C])). 

To eliminate this redundancy, we choose a subbundle W C of scTcX which is 

complementary to SCT(C; X). Such a splitting arises naturally if we have a scattering 

metric on X , for it gives an inner product on the fibers of SCTX, and we can take W 

to be the orthocomplement of SCT(C;X). This induces a corresponding splitting of 

SCT*X over C, with W1- C SCT^X being the annihilator of W. We can now choose 

local coordinates x, y, z near p G  C such that x = 0 defines <9X , x = 0, y — 0 define 

C, and xdVj, j — 1,..., codim C — 1, give a basis of W. This means exactly that dx/x2 

and dzj/x, , 7 = 1 , . . . , dim C, are a basis of W^. It follows from the discussion of the 

previous paragraph that we do not lose any information if we require d(f /x) G  W1-

when defining Pff, i.e. if we regard the indicial operator as a map 

(2.32) P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0 
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Note that in the Euclidian setting Wp, p G C, is spanned by the 'interaction vectors' 

dw>;, so Wp is spanned by the 'free covectors' dw'y Hence, in this case, the indicial 

operator is constructed essentially by conjugation by the partial Fourier transform in 

the free variables. 

It is not very easy to describe the range of the indicial operator as can be seen in 

the Euclidian case from the fact that partial Fourier transform maps to functions on 

a space where the configuration space and its dual variables are mixed up. Thus, it is 

useful to define a normal operator as well at ff. Taking into account the null space of 

the boundary restriction map, we want to define the normal operator, iVff^pCV), V G 

V3scPO, for each point p G C as a section of T/?*_1(p)scT(C; X). In fact, N^P(V) 

will be a vector field which is translation invariant on the fibers of /?^_i^scT(C; X) —> 

the space of such vector fields is denoted by Vi(/?£_i^SCT(C; X)). We remark 

that using ¡3 we can define horizontal sections of r/3^_i^scT(C;-X") as vector fields 

which are tangent to the submanifolds v G 8CTP(C;X). Hence, we can 

canonically lift a section of Tf3~l(p) to a horizontal section of Tf3^1^scT(C; X). 

Now, Nff$,p(V) can be defined using a splitting SCTPX = SCTP(C; X)®WP discussed 

in the previous paragraphs. Correspondingly, with q G int(ff), (3(q) = p, we have a 

splitting SscTq[X;C] = /?*SCT(C;X) 0  0*W. Let m and TT 2 be the projections onto 

the two summands. Then for V G V3SC(^), ni(V) G /3*SCT(C;X) can be canonically 

regarded as a translation invariant vector field on the tangent space of this vector 

space, hence as a vector field on P^-i^8CT(C; X) which is tangent to the fibers of the 

projection ^_1^SCT(C;X) - » fi~l(p) (i.e., a vertical vector field) and is translation 

invariant on these fibers. On the other hand, VQ — ( ^ ( F ) ) ^ G Tf3~1(p) can be 

regarded as a horizontal vector field on /3^_1^SCT((7; X). Hence, using the splitting 

we can define 

(2.33) Nfft0tP(V) = *i(V) + Vd G Vi(^_1(p)scT(C;X)) 

employing these identifications. The null space of Nffi0,P(V) is X(^~1(p))V3SC(X) 

where X(f3~1(p)) is the ideal of smooth functions on [X;C] vanishing at /3~1(p). 

The only reason for this not being surjective is the behavior of iVff,o,p(V) at 

d/3~1(p). Namely, from the tensor product definition and from (2.29) it follows that 

-Wff,o,p maps onto 

(2-34) Vsc,i(/3;_1(p)scT(C;X)). 

It extends to an algebra homomorphism: 

(2.35) iVff,o,p : Diff3sc(X) - » Diffsc>I(^_1(p)scT(C; X)). 

The space 

(2.36) DiffSUS(SCTp(C;X)))SC(^-1(p)) = Diffsc,i (/?;_, {p)scT(C; X)) 
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is analogous to the space Diffsus(scT (C;X))(^_1(p) ) oiscTp(C;X) suspended differen­
tial operators on /?_1(p) as defined by Mazzeo and Melrose [23] ; the only difference 
is the appearance of the boundary d(3~1{p). Just as in their case we can put iVff,o,p , 
p G  C, together in a single operator using the fibration /3 of ff over C; this will be 
discussed in detail in Chapter 6. We thus obtain the normal homomorphism JVff,o 
into the algebra Diffsus(v)_(7)SC(ff) of V = SCT(C; X)-suspended differential operators 
on the fibration int(ff) - » C. It gives a short exact sequence 

(2.37) o -+ ps Diff3sc(X) ^ Diff3sc(X) Nu,o Diffsus(v)_c,sc(ff) -+ 0. 

We proceed now to microlocalize Diff3 SC(X) by constructing the 'small calculus', 
3̂sc(̂ 0> of pseudo-differential operators, and to examine its properties, such as the 

normal operators. 

ASTÉRISQUE 262 



CHAPTER 3 

DEFINITION O F TH E THREE-BOD Y SCATTERIN G 
CALCULUS 

Following Melrose's construction of the scattering calculus in [25] , there are two 
alternatives of defining the three-body scattering calculus, \£^_00(X) . Namely, we 
can either define a class of symbols which will give rise to the operators in ^f^~°°(X) 
by (left, right, Weyl, etc.) quantization and localization, or we can define the kernels 
of these operators directly on a double space X|sc, i.e. on an appropriate blow-up 
of X2. We follow the second approach since it allows us to use the machinery of 
b-fibrations developed by Melrose to prove the basic properties of the calculus rather 
easily. However, at the end of this chapter we briefly describe how the calculus can 
be obtained by the first method. 

The detailed plan of the chapters describing the calculus is the following. In this 
chapter we define w3sc -00 (X) and we analyze its action on conormal functions on 
[X; C). In the next chapter we investigate the boundary restriction map. In Chapter 5 
we show that the calculus is closed under operator composition. In Chapter 6 we define 
the normal and indicial operator maps. In Chapter 7 we examine the commutator 
of operators in the calculus more thoroughly. This is followed by a discussion of 
L2 boundedness properties in Chapter 8 and by a description of the wave front set 
arising from the pseudo-differential algebra in Chapter 9. We finish the first part 
of this paper by describing the functional calculus for certain elements of \I>^0(X), 
m > 0, in Chapter 10. 

In order to define the three-body scattering calculus, we first recall the definition 
of the scattering double space X2C from [25] . Thus, consider the b-double space and 
its blow-down map 

(3-1) (3b : Xl -+ X\ Xl = [X2; (dX)2]. 

The diagonal A of X2 lifts to a p-submanifold Ab C X\ which intersects dX£ in the 
interior of the front face bf of the blow up (3.1). The scattering double space is then 
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the blow up 

(3.2) Ac : *s2c -> Xl Xl = [Xb2; dAb}. 

The lift of Ab, Asc, is a p-submanifold of XS2C meeting dX2c only in the front face sf 

of the blow up (3.2). We can also lift C from either factor of X to X^. The lifts of 

CL, Cr under /?b intersect bf in embedded submanifolds, and 

(3.3) CL n <9Ab = CR fl 3Ab 

is a closed p-submanifold of Ab. Hence Cl fl <9Ab lifts to a closed p-submanifold of 

sf, and we can define the three-body double space: 

(3.4) Xlc = [Xl; fa1 (CL n dAh)}. 

We write the blow-down map as /?3SC :  X$sc —>> XS2C. Since OA^DCl C <9Ab are closed 

p-submanifolds of X£, they can be blown up in either order, so 

(3.5) Xic = [X*;CLndAh;dAb]. 

The lift of sf to X|sc is denoted by sf, while the front face of the blow up (3.4) is 

sf<> Thus, we can choose boundary defining functions of sf and sfc so that /33scpsf = 

Psf'Psfc-
It is actually useful to construct coordinates near sf and sfc- Let x be a boundary 

defining function of X. We can choose coordinates x,y,z near some point o n C d 

such that C is defined by x = 0, y = 0. Denoting the coordinates on the right factor 

of X by x', y', z' we then obtain coordinates in the interior of bf near <9Ab fl CL: 

(3.6) 8 = x'/x, x, y, y', z, z'. 

In the region of validity of these coordinates Ab is defined by s = 1, y = yf, z = z', Cl 

is defined by x = 0, y = 0, Cr by x = 0, y' = 0. From here we can obtain coordinates 

in the interior of sf near /3s~1(CL H <9Ab): 

(3.7) a? , S = ( 1 - s)/x, Y = (y- y')/x, Z = (z - z')/x, y , z. 

Now Asc is defined by 5 = 0, Y = 0, Z = 0, and P~CL(CL fl <9Ab) is defined by 

x = 0, y = 0. In particular, they are p-transversal. It follows now that Asc lifts to 

a p-submanifold, A3SC , of X|sc intersecting the boundary in sf'Usfc only. Finally, in 

the interior of sfc we have coordinates 

(3.8) x, 5, F, Z, F = y/x, z, 

while near sfc f ls f in the lift of the region \yk\ > c\yj\ for some c > 0 and all j ^ k 

(3.9) x = x/yk, 5, y, Z, 1} = ^ /2 /* (j / fe), ^» 

In the region where (3.8) are valid A3sc is defined by S — 0, Y — 0, Z = 0, and 

similarly in the coordinates (3.9). In the coordinates (3.9) sf is defined by x — 0 and 

sfc by yk = 0 . Note that Cl can be replaced by Cr in the construction of X|sc by 
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(3.3), and similarly we can swap the primed and unprimed coordinates throughout 
this discussion. 

The scattering kernel density bundle for operators on half-densities 

(3.10) KDll2 = psl1/2(dim X+1) H1/2(XS2C) 

can be pulled back by /?3SC to obtain the three-body-scattering kernel density bundle 

(3.11) kd& 2 =  (^scPSf)-1/2(dimX+1)^cdimC/ 2 n1/2№2sc), 

SO 

(3.12) KD& 2 =  ^ ( d - c + D ^ d t a Q i / 2 { x L ) , 

The space of kernels of elements of the three-body-scattering small calculus with 
weight / G  R and order m G  R is defined by 

(3.13) 

"fl1/2) = { « G ^m' '(X|sc) A3sc; KD3s/2) : « = 0 at 5X2SC \ (sf' Usfc)}. 

We also define the corresponding one-step polyhomogeneous space: 

(3.14) 

V&iX-rSl1'*) = {*e ^ rPs fcO^ f s c , A3sc;KD3/c2); « = 0 at dX23sc \ (sf 'Usfc)}. 

We can generalize these definitions for arbitrary vector bundles E and F over X as 
usual, i.e. we define 9^(X;E,F) by replacing the bundle KD^ 2 in (3.14) by 

(3.15) KDgg' J =  KD& 2 ^*sc Hom(7ri(E 0 scfT X/2(X)), tt£(F 0 "fl-1/2^)) ) 

where /?3sc = /3b/?sc/?3sc : ^ |sc —̂  ̂ 2 is the composite blow down map, and TTL^R : 
X2 X are the left and right projections. We write V™B£(X]E) for 9^(X;E,E), 
and if £7 is the trivial vector bundle, i.e. for action on functions, we simply write 

Ksc(X)-
Since elements of 7™(XS2C, Asc; KD^'J) pull back to elements of 

ôs (̂ 3sc> A3sc; KDfg'J), 

it follows that #j|8 C C  V™a£(X;E,F). Before checking that multiplica­

tion by functions in C°°([X; C]) is an element of ^fc(X; E) we modify this definition 

of the double space. 

The problem is that if we consider the space [X;C] instead of X as the base 

space, then with the single blow up (3.4) the projection to either factor of [X;C] 

is not a b-fibration (it is not even a smooth map). It would have been reasonable 

to define X|sc so that this problem does not arise in the first place, but then the 

triple space (which we need for the composition of operators) would have been much 

more complicated. In fact, even now it is easier to define two new spaces X|sc R and 
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Xfsc L with b-maps (actually composite blow-down maps) /?3Sc, L • X|sc L -> Xfsc and 

Äsc,ß • ^3sc,ß Îsc f°r which the corresponding projections 

(3.16) TTISCL : Xfsc L [X; C], TTISCR : Xfsc Ä -+[X;C] 

are b-fibrations. 

Let I f and rf be the left and right boundary hypersurfaces of X2C, so If is the lift 

of dX x X under ß\> o /3SC, and rf is defined similarly. Let b f be lift of bf under ßsc. 

Using the stretched projections 7r2 c L, 7r2c r we define 

(3.17) XlCtL = [Xl; ß-}(CL n ÖAb); « J ^ C ) n bf; « J ^ C ) n If], 

(3.18) X|SC;iJ = [X82c; /J"1 (CÄ n 3Ab); ( T T ^ ) " 1 (C) n bf; ( T T ^ ) " 1 (C) n If]. 

Lemma 3.1. —  The stretched projections 7r|s c L : X|sc L [X; C], 7r|sc ä : X|sc Ä 

[X;C] are b-fibrations. 

Proof. — We take 7r|sc l in this proof for definiteness; by (3.3) 7r|sc r can be dealt 

with the same way. First of all, by (3.5) 

(3.19) X|SC)i = [Xl; CL D 8Ab; dAb; CL n bf; CL n If]. 

Upon blowing up C L fl9Ab in X ^ , CL Hbf and <9A b lift to be disjoint p-submanifolds, 

so they can be blown up in either order. Moreover, the lift of CL flIf to [X£; CL HdAb] 
is disjoint from the lift of dAb, so these two can be blown up in either order too. Thus, 

(3.20) X2SC?L = [Xl CL n  c*Ab; CL n  bf; CL n  If; ÖAb]. 

Since C L fl<9Ab is a closed p-submanifold of CL Hbf which is disjoint from C L Hlf we 

see that 

(3.21) X2SC,L = [Xl C L n bf; CL n  If; CL f l ÖAb; c*Ab] 

In addition, C x dX is a closed p-submanifold of (dX)2 in X2, so 

[Xl CL H bf; CL fl If] - [X2; (<9X)2 ; C x <9X ; C x X] 

(3.22) = [X2; C x ÖX; (dX)2; C x X] 

= [ X 2 ; C x d X ; C x X ; ( d X ) 2 ] 

where in the last step we used that upon blowing up C x <9X , C x X and (5X) 2 
become disjoint. Finally, C x dX is a closed p-submanifold of C x X in X2, and 

[X2; C x X ] = [X; C] x X , so (ff denoting the front face of the blow up [X; C]) 

(3.23) [X2;C x <9X ;C x X ] = [[X;C] x X;ff xdX}. 

Putting together equations (3.19)-(3.23 ) we see that X|sc L can be obtained from 

[X; C] x X by a series of blow ups. Since the left projection [X; C] x X -¥ [X; C] is 

a fibration (hence a b-fibration), and the blow down maps are b-maps, it follows that 

the stretched projection 7r|sc L, defined as the composite of the blow down maps and 

the left projection, is also a b-map; in fact, an interior b-map. 
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We now check that 7r|sc l is actually a b-fibration. If Y is a manifold with corners, 

p G  let Fa(p) denote the smallest boundary face of Y which contains p. A b-

fibration, / , remains a b-submersion when composed with the blow up map of a 

closed p-submanifold M , if for each point p G  M the induced map / : M - » Fa(/(p)) 

is a b-submersion [23 , Proof of Proposition 6]. For any boundary face M this is 

automatically satisfied. The composite map will be a b-fibration if f(M) is a boundary 

hyper surf ace of the range space. 

In our case we start with afibration n : [ I ; C ] x l 4 [X;C]. Since TT maps ff xdX 

to the boundary hypersurface ff of [X;C] , n lifts to a b-fibration 7ri . Next, ir\ maps 

the lift of mf xdX to mf in [X;C] , so blowing up this lift gives another b-fibration, 

TT2. Note that the lift of mf xdX to [[X; C] x X;SxdX] is just the lift of (dX)2 to 

[X2; C x dX; C x X]; these two spaces are the same by (3.23). Thus, the composite 

of the left projection and the blow down maps of (3.22), 7T2 , is a b-fibration. 

It remains to deal with the last two blow ups of (3.21). But these can be dealt 

with similarly. Namely, 7T 2 is a diffeomorphism from the lift of CL fl dAb (to (3.22)) 

to ff, so we obtain a new blown up b-fibration ns. The lift of dA\> to this new space 

is mapped to mf by 7T3 , and TTS is a diffeomorphism between the lift and mf, so the 

composite of the blow down maps of (3.21) and the left projection, i.e. 7r|s c l , is a 

b-fibration as claimed. • 

The following lemmas are very useful for taking care of the behavior of functions 

at irrelevant boundary faces. Recall that the blow down map ¡3 of a closed boundary 

p-submanifold S of Y gives an isomorphism /?* : C-°°(Y) -> C-°°([Y; S]). 

Lemma 3.2. —  Suppose that S is a closed boundary p-submanifold of Y, and let 

(3 : [Y;S] - > Y be the blow down map. If u G  C~°°([Y;S]) is (polyhomogeneous) 

conormal to d[Y; S] in a neighborhood of ff, the front face of the blow up, which 

vanishes to infinite order at ff, then v = ((3*)~1u G  C~°°(Y) is (polyhomogeneous) 

conormal to dY near S and vanishes to infinite order at S. 

Lemma 3.3. — Suppose that Z is a closed interior p-submanifold of Y, and S is 

a boundary hypersurface of Z. Let /3 : [Y, 5] —> • Y be the blow down map. If 

u G  C~°°(\Y\S]) is (polyhomogeneous) conormal to the lift of Z and to d[Y;S] in 

a neighborhood of ff, the front face of the blow up, and it vanishes to infinite order at 

ff then v = (f3*)~lu G  C~°°(Y) is (polyhomogeneous) conormal to Z and to dY in a 

neighborhood of S and it vanishes to infinite order at S. 

Proof — These lemmas follow from the fact that the vector fields used in the defi­

nition of the conormal spaces on Y lift to [Y; S] with finite order singularities at ff. 

Since u is assumed to vanish to infinite order there, it follows that the lifts of these 

vector fields preserve the Sobolev-regularity of u. In case u is polyhomogeneous, it 

even has a polyhomogeneous development in terms of these operators. This proves 

both lemmas. • 
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Corollary 3.4. — If A e ^ C c № E, F) then 

(3.24) A : C°°{[X; C\\ E) -+ C°°{[X; C]; F). 

If in addition A G (X ; E, F) ̂ en 

(3.25 P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X 

/or a// fc, fc' G M. 

Proof — The first statement is the easiest to check since C°°([X;C}) = (3*C°°(X). 
Using n2cR we can pull back u G C°°(X;E) to XS2C, and then by /?3sc to X|sc the 
product with the kernel of A then vanishes to infinite order at the boundary. The 
standard push-forward theorem now gives the result. 

To check the second statement note that if u G p™fPffC°°(X; E) then 

(3.26) 
P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0 

0 TTL(F <S> scn~1^2(X))) 

(where a few pull backs by blow down maps are dropped in the notation), and it 
vanishes to infinite order on all faces but the lift of sfc and sf\ Thus, Lemma 3.2 
implies that the blow ups of X|sc in (3.18) can be undone, and 

(3.27) 
MIICR)*" e  pks£lpks£lC~(Xic; KD& 2 0(7rL)*scnV2(x ) 0 (^)*(jp ®  sc^-i/2 

with infinite order vanishing off sfc and sf. Therefore, it can be pulled back to X|sc L 
and then pushed forward by 7r| L to [X; C] with the result being in 

ptelp%+lC°°([X;C];F) 

(see [24] ) as claimed. • 

Note that this proof also shows that C°°([X;C]) C  ̂ fc(X) as multiplication op­

erators, since the kernel of u G C°°([X; C]) as an operator is just ^Id, Id denoting the 

kernel of the identity operator too. Thus, it is exactly (3.26), and hence (3.27), with 

A — Id, E, F trivial; and the proof is similar for 

(3.28) C°°([X;C])c*°3fc(X;E). 

Finally we discuss the alternative definition of this space of operators in terms of 

localization and quantization of symbols, as indicated at the beginning of this chapter. 

Thus, we can assume that X = is the radial compactification of MN, (w,z) are 

coordinates on RN = Rm x Mn, and 

(3.29) C = cl(SP({(w, 0) : w G Mm})) 

with SP : RN -> § ^ being the map denned in (1.1). We also take E and F to be the 

trivial vector bundles for simplicity. Suppose that a G xl p^C00^1^; C] x S^) where 

Poo is the boundary defining function on the second factor, and x on the first factor 
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of X. Removing the compactification of the second factor this simply means that a 

is a symbol on [§+;C] x ; in particular 

(3.30) \PD?a(p,£)\<Caa?(t)m-M 

if P G Diffb([S£; C]). The Weyl quantization of this symbol is 

(3.31) A{x,0,x',e') = i ei(e/x-o'/x'yzai 
2x +  2a?''* 1 « . 

Integration by parts shows that for all Q G Diff(§+ x § ^ ) 

(3.32) \QA{x,e,x',0')\<Cr,Q 
x x' 

for all r everywhere where the right hand side makes sense. But, just as in case of the 

scattering calculus, this factor gives us smoothness and infinite order vanishing near 

all faces but sfc and sf\ 

Writing 0 — {81,62) near C we can take y = 6\ and z to be some components of 

02. With this choice the phase function lifts to be smooth in the interior of sfc U sf' 

and it is non-degenerate in the sense of [17 ] with critical points at A3SC . Hence, we 

deduce: 

Lemma 3.5. — The set of operators on X obtained by localization and quantization 

of symbols a G #Voom£°°C] x §^)7 where is the boundary defining function 

of the second factor, is exactly ^S^(X). 

We also note what the estimate (3.30) becomes in terms of coordinates (w,z) on 

RN. Thus, C is the closure of the inverse image of z = 0 under the radial compacti­

fication. Then (3.30) is replaced by 

(3.33) P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X; C)) 
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CHAPTER 4 

RESTRICTION T O TH E BOUNDAR Y 

In this chapter we examine the boundary restriction map for ^^~°°(X) which 
extends the corresponding map for Diff3sc(X) by generalizing (2.30). Namely, due to 
Corollary 3.4, A e # ^ ° ( X ; £ , F ) defines an operator 

(4.1) AD :C°°(d[X;C];E) -+C°°(d[X; C]; F), 

(4.2) Adu = Au\dlx;c], u\d[x-,C] = ti, ue C°°(X;E) 

independently of the extension u of u. Here we denoted the pull back of the bundles 
25, F to the boundary by E and F as well. In the general case A e 9^(X;E,F) 
the choice of a boundary defining function x of X gives an isomorphism 

(4.3) 9%>(X; E,F) B A -> x~l A G E, F). 

This depends on x, but if we then restrict to the boundary, (X~1A)Q it only depends 
on dx restricted to the boundary. Correspondingly we can change the bundles on 
which x~l A acts to obtain a natural boundary restriction map 

(4.4) 9£*(X;E,F) 3 A -+ A0>i - (x~LA)D, 

(4.5) Adii : C°°(d[X; C]; E) -+ C°°(d[X; C]; \N*dX\~l 0  F). 

However, it is often convenient to trivialize |iV*<9X| by the choice of a boundary 
defining function and drop the additional bundle in (4.4). For example, if we have a 
scattering metric g on X , then it fixes x up to 0(x2), i.e. it trivializes N*dX. 

It is useful to calculate the action of A £ # ^ ° ( X ; 2 5 , F) in local coordinates. We 
first consider the mapping properties from the coordinate chart near ff fl mf to itself 
so we use coordinates 

(4.6) x - x/yk,Yj = yj/yk (j ^ k),yk,z. 
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We also assume that E and F are trivial over this patch. Pulling back the coordinates 
on the right factor to the region where (3.9) are valid gives 

(4J) = * T ^ | f ' 9* = { j # y ' k = Vk{1 ~ m ) ' z' = z ~ V k * z -

Thus, the action of A on u G C°°([X; C]; E) supported in the region of validity of 
these coordinates gives 
(4.8) 

Au(x,Yj,Vk,z) = j A(x,yk,Yjyz,S,Y,Z) 

u(x^^-,^^,yk(l-xYk),z-ykxZ)dSdYdZ. 

It is interesting to see what happens when we restrict this to ff or mf. In these 
coordinates ff is given by yk = 0, mf by x = 0. Thus, at mf 

(4.9) Au(0,Yj,yk,z) = ( J A(0,yk,Yj1z,S,Y,Z)dSdYdZy(0,Yj,yk,z). 

That is, at mf, AQ is simply multiplication by 

(4.10) Am((yk,Yj,z) = J A(0,yk,Yj,z,S,Y,Z)dSdYdZ; 

in particular it is local. At ff 

(4.11) Au(x,Yj,0,z) = J As(x,Yj,z,Y)u(T^^,Yj1^^,0,z)dY 

with 

(4.12) As(x,Yj,z,Y) = j A(x,0,Yj,z,S,Y,Z)dSdZ. 

This is only local in the z variable, that is in the fibers of the blow up. 
The same result would be obtained considering the coordinate chart in the interior 

of ff. In fact, pulling back the coordinates from the right factor to this region (where 
the coordinates are x, Y, z, 5, Y and Z) gives 

(4.13) x' = x(l - xS), Y' = (1 - xS)-x(Y -Y), z' = z - xZ. 

(So X,Y,Z,S,Y\Z give another coordinate system in the interior of sfc! This is 
the coordinate system used in the fibred cusp computations in [23]. ) Thus, for u G 
C°°([X;C\;E) 

Asu(Y,z)= f AB(Y,z,Y)u(0,Y -Y,z)dY, (4.14) Asu(Y,z) = j 

(4.15) As(Y,z,Y) = J Aff(Y,z,Y) = J A{0,Y,z,S,Y,Z)dSdZ. 

Of course, we must consider mapping properties between different coordinate charts, 
but they again give similar answers. 
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We put this information together to construct a space of boundary operators. First 

note that = AQ\$ is a smooth family of pseudodifferential operators in 

*?c'°(Sn+;E,F) = ^(fi-^EtF) 

on Cp; of course, E and F are trivial over The set of such families will 

be denoted by *™^c(ff, E, F). Also note that the boundary operator of Aff at p G 
ff nmf is just Amf (p) where Amf G  C°°(mf; Hom(E, F)) is the restriction of AQ to mf 

identified with the smooth section by which it is a multiplication. Let S{X\ C) denote 

the subspace of 

(4.16) C°°(mf,Hom(E,F)) 0 ^ o c ( f f ; E , F ) 

consisting of pairs (a, AQ) for which the restriction of AQ to dff at p G  <9ff = ffflmf 

is just a(p). We thus deduce: 

Lemma 4.1. — The boundary restriction map A AQ gives a surjective map to 

S(X;C). 

There is significantly more information in AQ than in Amf. For example, if A G 
V38cP0, then AD is given by the evaluation map 3scT[X;C] 3 A t(A) G  T[X\C\. 

Thus, AM{ — 0 directly from the definition of AQ, since then A = pmfV, V G 
Vb([X;C]), and Vb([X;C]) : C°°([X;C]) -> C°°([X;C]), but Af f does not vanish 

necessarily. The precise relationship between the boundary operators at the two hy-

persurfaces will be discussed in Chapter 6. 

Since C ̂ jtec°(̂ 0> it is important to see how the boundary restriction be­

haves on the smaller algebra. For p G  C we have defined the fiber of the relative scat­

tering tangent bundle SCTP(C;X) C  SCTPX similarly to bTp(C;X), so v G  SCTP(C;X) 

if and only if v = xV\p for some V G  Vb(X) with Vp tangent to C. Given a boundary 

defining function, x, the map Vb(X) B V xV G  VSC(X) restricts to an isomor­

phism of hT(C]X) with SCT(C;X), but the isomorphism depends on the choice of 

x. We also recall that the normal operator for V G  VSC(X) at p G  $ X is given by 

Vp G SQTPX lifted to a translation invariant vector field, NSC,P(V), on SCTPX (by the 

natural identification of SCTPX with the fibers of its tangent bundle). 

Lemma 4.2. — There is a natural transitive free affine action of the fibers of 

SCTX/SCT(C;X)-^C 

on the fibers /3_1(p) n int(ff), p G  C, such that if A G  * ^ ' ° ( X ; E , F ) then Aff is 
translation invariant (i.e. invariant under this action). If A £ Vsc(^) then A^ is 

given by the push-forward of Nsc (A) by the differential of this action. 

Proof. — If (x,y,z) are coordinates near p, x is a defining function of dX, C is 

defined by x = 0, y — 0, then we have coordinates 

(4.17) x, Y = - , z 
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near B-1 (p) fl int(ff). We can write v 6 SCTPX as 

(4.18) v = ax2dx + ] T /3^^. +  ^ 7 ^ ^ . . 

Now define 

(4.19) LV(F,*) = (F+ /?,*). 

If (x',y',zf) is another coordinate system near p with properties as above, then 

(4.20) x' = a(z, 2/, i/ ' = b{x, y, z)x + B(x, y, z)y 

where B is a codim C — 1 by codim C — 1 matrix, 6 is a vector in Mcodim c_1, a(0, y, z) > 

0, J9(0,0,z) is invertible. It follows that 

(4.21) v = a'(x')2dx, + ^ / f y r ' f y . +  I>i*,0*J> 
3 3 

(4.22) $ = ^a(0,0^z(p))-1Bjk(0^z(p))(3k. 

k 
In addition, 

—/ y'- — 
y'j = -7 = aix^y^z^bjix^y^z) + ^2a(x,y,z)~1Bjk(x,y,z)Yk 

(4.23) _ _ * _ _ _ 
= a(ic,a:y,2;)~16j(a;,a:y,2; ) + a(ff , xF, z)~1Bjk(x, xY, 

Thus, on ff 

(4.24) F; = a(0,0, ^)-16,(0,0, z) + ^ a(0,0, ^ ) " 1 ^ ( 0 , 0 , *)F*. 

Hence, if we define L'v as in (4.19), i.e. by 

(4.25) L'v(Y',Z') = (Y' +/3',z') 

then, ej denoting the jth unit vector in K00^"1 c~1 

(4.26) 

L'V(Y'(Y, z), z'(Y, z)) = ( £ > ( 0 , 0 , zy'bjiO, 0, z) + £ «(0,0, *)_1fli*(0,0, z)YK 

3 k 

+ ^ a(0, 0, « ( p ) ) " 1 ^ ^, 0, «(p))/?*)^-, 2'(0, *)) 
fc 

= ( F ^ ^ M ' U ^ , * ) ) ) . 

Therefore, Lv is well-defined independently of the coordinates on X used in the defi­

nition. Moreover, by (4.19), Lv does not depend on a and 7, so Lv is in fact the lift 

of an affine action by the quotient SCTX/SCT(C\X) as claimed. 
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We can see directly from the definition (4.19) that the action is transitive and free. 
We can write V G VSC(X) in local coordinates as 

(4.27) V = ax2dx + ] T Pjxdyj + ̂  *yjXdZj. 
3 3 

Its lift to V([X; C]) near int(ff) in the coordinates (4.17) is 

(4.28) V' = a (x2dx - xYj^) + E Bjay,+ E Uxd*s' 
j j 3 

Thus, for q G int(ff), V'(q) = ^jfydy., which is exactly the push-forward of 
V(li-1(q)) by the action. Finally, due to (4.15), A G means exactly 
that Aff is independent of V, so A$ has a convolution kernel, i.e. it is translation 
invariant. • 
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CHAPTER 5 

COMPOSITION O F OPERATOR S 

In this chapter we prove that ^^~°°(X) is an algebra with multiplication given 
by operator composition. We first recall Melrose's definition of the scattering triple 
space X3C from [25] . The b-triple space is defined by the iterated blow up 

(5.1) Xl = [X3; (<9X)3; (dX)2 x X ; OX x X x <9X; X x (<9X)2]. 

The three partial diagonals lifted from X^ by the stretched projections are p-subman-
ifolds and intersect in pairs only in the triple diagonal; in particular, these pair wise 
intersections intersect the boundary of X£ in the boundary, K, of the triple diagonal. 
The intersection of the lifted partial diagonals with the front face of the first blow up 
in (5.1) is denoted by G o , O = F, 5, C, and the other part (which is in the front face 
of one of the last three blow ups in (5.1)) by Jo- The intersection of any two of the 
Go is K\ the Jo do not meet each other, and meet only the corresponding Go away 
from K. 

If we blow up K the elements of Q = {GF,GS,GC} become disjoint. This allows 
us to define the scattering triple space 

(5-2) X*c = [Xt,K;G;J] 

where J — {Jp, Js, Jc}- If we denote by Bo the last three boundary faces of (5.1), 
and I = (<9X)3 then we also have 

(5.3) X3C = [XS2C x X,I',BS\BC,K;JF\GS',GC',JS\JC]-

Now, using the stretched projections 7r£0 , CL can be lifted from either double 
space to X^; these will be denoted by C°. Similarly to the construction of the double 
space we need to blow up the intersection of the C£ with the boundary of the lifted 
partial diagonals. 

(5.4) Xisc — lXB'i K;KN C[; Q\ QC; J ; JC\-
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Here 

(5.5) Qc = {GF H  Gf ,Gs H  ClGc n  Cf }, 

and similarly 

(5.6) J c = {JF H  Gf, J* H  Cl Jc H  Gf } . 

Note that 

(5.7) K H  Cl = K H  Gf - K fl C f . 

The problem with this definition is that we were too economical in the definition 
of X|s c (meaning that we had only a few blow ups), so this space is too big for 
the streched projection to give b-fibrations. So we also construct some intermediate 
spaces X|s c 0 with composite blow down maps from FIO • ^|sc ~ * ^fsc,o f°r which 
the corresponding stretched projection 7r|sc 0 :  X|sc 0  - » Xfsc is a b-fibration. Thus, 
let 

(5.8) X3SC> 0 = [X^K;KH C? ; Go; GQ n  Gf; Jo; Jo n  Cf ] . 

Since the Go are disjoint after the blow up of K in X^ and the Jo are disjoint from 
each other and from all but the corresponding G o , the blow ups in (5.4) can be 
rearranged so that the first blow ups are exactly those of (5.8); here we also use (5.7). 
Thus, there is a composite blow down map (hence an interior b-map) 

(5-9) (IO : Xfsc -> • *3sc,0-

Now we turn our attention to the stretched projections. 

Lemma 5.1. — The stretched projections TT|SC 0 / X33SC?O->X23C, O = F,S,C, are 
b-fibrations. 

Proof. — It suffices to prove the claim for 7r|sc F, say, due to the symmetry. In (5.8) 
the blow ups of K and Kf)Cl can be interchanged as Kf)Cl is a closed p-submanifold 
of K. Upon blowing up K n  Cl, K and GF H Gf become disjoint, so they can be 
blown up in either order. Note that in (5.8) the blow ups of GF and Gf f l G f can 
also be interchanged. Thus, 

(5.10) X|SC? F = [XlK fl CI\GF H  Cl;GF;K; JF; JF fl C[]. 

Here we also used that K lifts to be a closed p-submanifold of GF , so the order of 
their blow up is immaterial. Commuting K N  Gf through G F H Gf and GF , and 
commuting J F and J F fl Gf to the front (these are disjoint from K and K f l Gf ) 
gives 

(5.11) X|SC, F =  [Xb3 ; GF ; GF n Gf; JF; J F n Gf; K n Gf; K]. 

Now, as Xj3 = [X b x X;I;Bs] Be], we can use that Bs and Z?c are disjoint from the 
other faces of the blow up to reorder it. Furthermore, in Xb x X, G F nGf C GF C / , 
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so these blow ups can be interchanged too. Upon blowing up GF , I and JF become 
disjoint. Using these results we see that 

(5.12) X|SC)F - [Xl xX;GFnC[;GF; JFCiC[; JF;I;KnC[;K;Bs;Bc}. 

Finally we use that GF C JF, SO 

(5.13) 

[Xl xX;GFnC[;GF;JFnC[; JF] = № x X; JF; JFDC[;GFnC[;GF}. 

But due to the product structure of JF and C[ 

(5.14) [Xl x X; JF- JF n Cl) = X|sc x X. 

It follows now that X|sc F can be obtained from X|sc x X by a series of blow ups, 
hence the composite of the blow down maps and the projection to the first factor, 
7r|sc f, is an interior b-map. 

We proceed as in Lemma 3.1 to show that 7 ^ F is a b-fibration. The projection 
7r : X|sc x X —>> X|sc is certainly a b-fibration. The next two blow ups on the right 
hand side of (5.13) involve sfc xdX and sf xdX which are mapped to the boundary 
hypersurfaces sfc and sf respectively by 7r, SO (see the proof or Lemma 3.1) TT lifts to 
a b-fibration 7T i of the space in (5.13). Next, / is the lift of bf xdX to (5.13), and TT\ 
maps it to bf, hence the lifted projection, 7T2 is also a b-fibration. Similarly, Bs and 
Be are the lifts of rf xdX and If xdX, so the lifted projection, 7r3, is a b-fibration 

(5.15) 7T 3 : [Xb3; GF; GF fl C[; JF\ JF fl C[] -+ X32sc. 

Here we used the remarks after (5.11) to rewrite the space obtained after the blow 
ups. 

Now, K n Cj[ is a submanifold of the front face of the blow up of GF H C[ in 
(5.15), and 7T 3 maps it to sfc, while K is a submanifold of the front face of the blow 
up of GF there; it is mapped to sf by 7r3. Hence, 7r3 lifts to a b-fibration even after 
they are blown up. But, by (5.11), the space we have constructed with these blow 
ups is exactly X|sc F, so this proves the lemma. • 

Proposition 5.2. — IfAe *£c F, G), B G № E,F) then 

(5.16) AB G 9?+m'*l+l' (X; E, G) 

and 

(5.17) (AB)e = AdBd. 

If we only assume that A G * ^ C ( X ; F , G ) , B G (X; E, F) then we still have 

(5.18) AB G ^ + m , ' W ' ( X ; E , G ) . 
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Proof — Suppose that A G 9%£(X;F,G), B G 9^1'(X;E,F). The kernel of the 
composite operator is just 

(5.19) AB = (i4K,c).(031)M№I*L,FRW^,SRB)). 

Since all of the 7r|sc 0 are b-fibrations, and the fio are interior b-maps, the product 
is poly homogeneous conormal on -X"|sc. Moreover, at each boundary hypersurface of 
X|sc, except at the lift of K and K fl C[, one of the two factors vanishes to infinite 
order, hence the same holds for the product. Thus, by Lemma 3.3 (Z^1)* applied to 
the product gives a polyhomogeneous conormal distribution on X|sc c . As 7r|sc c is a 
b-fibration it follows that the push-forward is polyhomogeneous conormal and vanishes 
to infinite order at all boundary hypersurfaces of X|sc except sf and sfc, proving that 
AB G ,W (X;E,G). A similar argument without the polyhomogeneity claims 
proves (5.18) for A G * £ £ ( X ; F , G ) , B G *£cf ( X ; E, F). / / 

Now assume again that A G * ^ ( X ; F , G ) , B G * ^ ' ( X ; J S , F ) , and let u G 

C°°(<9[X; C]; £7), and let 2 G C°°([X; C]; £ ) be such that u\d[X;c] = Then 

(5.20) (AB)au = A£S|a[X;C], Bdu = Bu\d[x.c]. 

But v — Bu is then a smooth extension of BQU, SO 

(5.21) Ad(Bdu) = Av\d[x-c] = ABu\d[X;C] = (AB)du 

indeed. • 
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CHAPTER 6 

THE NORMA L OPERATO R 

In this chapter we define the principal symbol and the normal operator for A G 
*3scP0 so tnat the vanishing of these two together will be equivalent to A G 
ty™s~1,l+1(X). First we restrict our attention to the case / = 0. The principal symbol 

map cr3sc?m is Hôrmander's symbol map [17] for the kernel of A which is conormal 

to the diagonal A3SC . The singularity coming from the density factor in (3.15) means 

that 

(6.1) <r3sc,m : *7s?(X) -* SJ?(3scT*X;ir*iiom(E,F)) 

where S™ is the space of rath order homogeneous sections of 7r * Hom(E', F) over 

3scT*[X; C]. We radially compactify the fibers of 3scT*[X; C] and let 3sc5*[X; C) be 

the new boundary face (i.e. the boundary of 3scT*[X; C] at fiber-infinity). This allows 

us to write a3SC? m as a map 

(6.2) crssc.m : *£i0(J0 -»C~(3M5*[J:;C];(7V*!toc5*[A-;C7]r0 7r ' Ham{E,F)). 

We then have a short exact sequence: 

0 - > ¥ £ c " 1 , 0 № - > * № ) 
(6.3) 

->• C°°(3sc5*[X; C}; (AT3scS*[X; C])m ® IT* Rom(E, F)) -)• 0 

as usual. 
To obtain a similar short exact sequence in the boundary weighting of ^^.(X) we 

need more information than what is given by the boundary restriction map. As in 
[23], this is done by conjugating by 'oscillatory test functions'. Thus, suppose that 
/ € C°°(dX). Choose / € C°°(X) with j\dX = f. 

Lemma 6.1. — For any A e (X; E, F) 

(6.4) P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -
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Proof. — The kernel of A is A = e ^ / ^ ^ ) / ^ / ^ ' ^ ^ ) / * ' A The exponential factor 

is 

(6.5) exp (i((l - xS^fixil -xS),y-xY,z- xZ) - f(x,y, z))/x) 

near sf. Now, (1 - xS)~1f(x(l - xS),y - xY, z - xZ) - f(x, y, z) vanishes at x = 0, 
so it is of the form 

(6.6) x(Sf(y, z)-Y- dyf(y, z)-Z- dzf(y, z)) + x2g(x, y, z, S, Y, Z) 

with g smooth. It follows that (6.5) is smooth up to sf and its restriction to sf is 

(6.7) exp {i(Sf(y,z) - Y • dyf(y,z) - Z • dzf(y,z))). 

Although this exponential is not smooth up to the other faces of X2C, it only has a 

finite order singularity there. Since the kernel of A vanishes to infinite order at the 

lift of these faces to to Xfsc, it follows that A G V™J (X; E,F). • 

HAG 9^(X; E, F) then by (4.10) AmUl(y, z) only depends on f(y, z) and df{y, z), 

and similarly, by (4.12), Aftj(x, Yj,z, Y) only depends on /(0,2;) and d/(0,z). More­

over, the dependence of A^j on dyf(<d,z) is only via conjugation by a nonvanishing 

smooth function. At the operator level (as in (6.4)) this can be seen from the fact that 

if / ( 0 , z) and dzf(0, z) vanish, then el^x extends from int([X; C)) to be a smooth func­

tion on int(ff), since Yj = yj/x is a smooth function on the interior of ff. Hence, denot­

ing A obtained from / via (6.4) by AF, if / i (0 , z) = /2(0, z) and dz/i(0, z) - dzf2(0, z) 

then A^t{z) and A^t(z) are unitarily equivalent on L2(§J;E^) = I/2(/3_1(p); E)\ L2 

is taken with respect to any translation invariant metric (in the sense of Lemma 4.2). 

A convenient way of incorporating the information about both f(0,z) and df(0,z) 

is to consider 

(6.8) dU) = -]% + — € C°°(X;SCT*X). 
> X J X X 

Then 

(6.9) d(/)(0, , ) =  - / ( 0 , , ) ^ + ^ M . 
\x/ XA X 

Hence, the statements of the previous paragraph show that AR,\{JJ) only depends 

on d(f /x)(0,z) E SCT*X, p = (0,z) G C, and its dependence on x~x dyf(0, z) is 

somewhat redundant. 

To eliminate the ambiguity we choose a subbundle W -> C of SCTX which is 

complementary to SCT(C; X). Such a splitting arises naturally if we have a scattering 

metric on X , for it gives an inner product on SCTX, and we can take W to be 

the orthocomplement of SCT(C;X). This induces a corresponding splitting of SCT*X 

over C, with W1- C SCX£X being the annihilator of W. We can now choose local 

coordinates x, y, z near p G C such that x = 0 defines 9 X , x = 0, y — 0 define C, 

and xdyj, j — 1,..., codim C — 1, give a basis of W. This means exactly that dx/x2 
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and dzj/x, j = 1,..., dim C, are a basis of W1-. It follows from the discussion of the 

previous paragraph that we do not lose any information if we require d(f/x) G  W1-

when defining AQ. Note that the choice of a boundary defining function x, modulo 

x2C°°(X), fixes dx/x2 as an element of SCTQXX, S O in this case W induces a splitting 

of TpdX by defining a complementary bundle W of TC. In particular, this is the case 

if we are given a scattering metric g on X. 

Definition 6.2. — For A G  ^ ( X ; E, F) the indicial operator 

(6.10) Är,i(p,r,i/) G ^0(ß-\py,E,F®\N*dX\-1), 

p G  C, (p, r, v) G  W1- is the restriction A^ { with given by (6.4) with f(p) = —r, 

df{p) = i/ (i.e. d(f/x) = r(dx/x2) + Similarly, 

(6.11) £nf(p,r , f ) G  Hom(£,F) 0 |JV *ÖXr', 

G Tp*mf, is A^f,/ with / (p) = - r , d/(p) = f. We often write Amf,0 = Amf, 

Af,0 = Ar-
Lemma 6.3. —  For each p G  C, (r, z/) G  W^, the indicial operators at ff and mf </we 

multiplicative homomorphisms 

(6.12) w3sc(X; ^ F) ^,0(/?_ 1 (p);  ̂  ̂® l^dxr ') , 

(6.13) #£c № ^ F) ^°°(mf; Hom(£, F <g> l i V ^ X r ' ) ) 

respectively. If A G  # ^ c ( X ; i £ , F) anĉ  ^ff,/> 4̂mf,/ vanish identically then A G 

Proo/. — The multiplicative property follows from 

(6.14) e-^lxABe^lx = {e~^/xAei^/x)(e~i^xBe^/x). 

Since for Ae*%£(X;E,F) 

(6.15) lff(F,z,y,r,z/) = y e * ( - 5 r - z , , / U ( 0 , y , ^ 5 , y , Z ) d 5 d Z , 

the vanishing of Äff (z, r, z/) for all z, r and means that the partial Fourier transform 

(6.15) vanishes identically, so (by taking the inverse Fourier transform) we see that the 

kernel of A vanishes identically when restricted to sfc. In the case of AMF vanishing 

means that 

(6.16) AmS(yk,Yj,z,T& = J ei^Sr-^z^A(0,yk,Yj,z,S1Y,Z)dSdYdZ = 0^ 

so by taking the inverse Fourier transform we deduce that A vanishes when restricted 

to sf'. But the vanishing of A at these two boundary hypersurfaces means that A = 

xA\ A' G  ^ ; ° ( X ; E, F) , i.e. that A G  9™£(X\E, F). In the case A G  * ^ ( X ; E, F) 

we only have to note that A —>• x~l A is a bijection. • 
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One of the main differences between the indicial operators at mf and at ff (and 
hence between 9™,l(X) and 9^(X)) is that the former maps into a commutative 
algebra while the latter does not. Thus, for A,B e 9™S£(X), [AB]mf = °> but 
[A, B]s does not necessarily vanish. Since commutation properties are very important 
in spectral theory, we are interested in finding the pseudo-differential operators which 
commute with all others to 'top order'. We thus make the following definition: 

Definition 6.4. — We say that A e Z 9%£(X; E), if for all B G  9^/ (X; E) 

(6.17) [A,B] G  ^ m / - 1 ' W ' + 1 ( X ; E ) . 

Lemma 6.5. — Let A G  9%£(X; E). Then AeZ 9%£(X\ E) if and only if 

(6.18) Iff,/ (p, r, v) =a (p , r , v) Id, aeC^iW^. 

Proof. — Since multiples of the identity operators commute with all operators and 
the indicial operator is multiplicative, if (6.18) holds then [A, B]s = 0. Thus, by 
Lemma 6.3 (and the commutativity of the indicial operator at mf and of the principal 
symbol map) (6.17) holds. 

On the other hand, for each p G  C, (r, v) G  W^, the indicial operator gives a 
surjective map 

(6.19) *£:0(X;E) Bs(p,r,u) £ ^ ' " ( r ' W i f i ) . 

Since the center of 9™'~°°((3~1(p)) consists of multiples of the identity map (see e.g. 
[18, Lemma 7.1.4]), (6.18) follows. • 

Remark 6.6. — The subalgebra of 9^'°°(X) generated by VSC(X; C) (over C°°{X)) 
certainly lies in Z9^~°°(X). In fact, for g G  C°°(X), 

(6.20) <7ff,o(p,T,i/) = g{p), 

and for V G  VSc№C), 

(6.21) ^r,o(p,r,i/) = a(p)r + ^ 7 j ( p ) ^ -
i 

if V(p) = a(p)z2c>x + 7 » ^ • 

We now define the normal operators which contain the same information as the 
indicial operators but which are sometimes more convenient. First let M be a compact 
manifold with boundary and let V be a real vector space. Generalizing the results 
of [23 ] we define the V-suspended algebra of scattering pseudo-differential operators 
on M, denoted 9^^sc(M). We do so by defining their kernels as convolution 
operators in V, i.e. we demand that 

(6.22) AeC-°°(MlxV;SCNR) 
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is polyhomogeneous conormal to Asc x { 0 } and sf xV of order m and I respectively, 
decays rapidly at o o (in V) with all derivatives, vanishes to infinite order on all other 
boundary faces, and acts on <S(int(M) x V) as 

(6.23) Au(m,v) = j A(m,m!,v - v')u{v') dm! dv1\ 

We could rephrase the definition by radially compactifying V to V, and demanding 
that A € C~°°(M2C x V;SCQR) should be conormal to Asc x { 0 } and sf xV and 
vanish to infinite order on all other boundary faces. Here SCQ,R is the pull back of 
scft(M) <g > 8Cft(F) by the right projection TTR : MS2C x V -> M x V. 

We also need to define a corresponding algebra associated to operators mapping 
sections of a vector bundle E' M x V to another one F' -> M x V. For the 
^-convolution structure (i.e. the related translation invariance) to make sense, we 
require that E' and F' are pull backs of vector bundles E -> M and V M. 
Then *™s (K),sc(M;F,F) is defined as was 9^v)i8C(M), except that (6.22) must be 
replaced by 

(6.24) A e C-°°(Ml x V-^SIR ®  7T* Hom(F,F)) . 

Here 7 R : M2C xV M2 is the projection. 
Since ^ ^ ^ ^ SC(M;E, F) is invariant under diffeomorphisms of M, linear trans­

formations of V, and bundle transformations of E and F over M, we can define the 
analogous object for vector bundles over a manifold C 

Definition 6.7. — Suppose that V -> C is a real vector bundle over a compact man­
ifold, Y a compact manifold with boundary and (5 : Y -T C is a fibration. The 
V-suspended scattering double space is 

(6.25) Ysls{v)_CtSC = [Y xc Y xc V;8Y xc dY xc V; Abjy] 

where Ab,y is the lift of the y-diagonal, 

(6.26) { ( < / , < / » : y = y', 0{y) = (3(v)} cYxcYxcV, 

to the first blow up. The front face of the last blow up is denoted by sfsus(v). The 
F-suspended scattering diagonal, Asus_sc, is the lift of 

(6.27) { ( ! , , » ' , o ) : y = y', P(y) = P(o)h 

o denoting elements of the zero section of V. 

We now define the generalization of *^g (Vj SC(M;F, F) when M is a fiber of a 
fibration (3 : Y -> C over a compact manifold C. Here we also need to generalize 
V to a real vector bundle over C. Thus, we want elements of the new algebra to be 
a smooth family of operators on Cp with values in ^^(Vp) sc(^-1(p)' ^>F)- M°r e 
precisely, we make the following definition. 
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Definition 6.8. — Suppose that V C is a real vector bundle over a compact man­

ifold, E - > y , F -¥ Y are vector bundles, Y a compact manifold with boundary 

and Y -> C is a fibration. The algebra of F-suspended scattering pseudo-differential 

operators, ^^(V)-c scC > ^> *s sPace °f operators with ^-convolution kernel 

A e (Y2us(V)_Csc;scftR ® 7r* Hom(E,F)) which are conormal to Asus_S c and to 

sfsus(v), vanish to infinite order on all other boundary faces, and decay rapidly with 

all derivatives at infinity in V. Here 7r : Y2us^_c s c y  F is the projection. 

We can finally define the normal operator at the front face essentially as the restric­

tion of the kernel to sfc; or as the inverse Fourier transform of the indicial operators 

(cf. (6.15)). We actually have slightly more structure than this (after all, we want to 

realize the normal operator as an operator). First we note the lift of the basis vector 

fields on the left factor of X2 (as in (2.8)) from X2 to Xfsc. Namely, as calculated in 

[25], they lift to 

(6.28) ds + *Vb(X32sc), 8y + *Vb(X2sc), 8Z + xVb(X2sc) 

in both coordinate systems (3.8) and (3.9). In particular, restricted to sfc they 

become ds, dy and dz respectively. This means that we can naturally identify SCTPX 

with the fibers z — z(p), Y = const of int(sfc) since the lift from the left factor 

gives translation invariant vector fields on the these fibers which can be identified 

with points of the fibers. Thus, we have a natural identification of 3scTff [X; C] with 

sfc. Hence, the subspace /3^SCT(C;X) is also identified with a submanifold of sfc, 

namely with Y = 0. More generally, the lift of SCT(C; X) gives a 'distribution' 

on sfc whose integral submanifolds correspond to elements of 3scTff[X;C] with the 

same image in the tangent space T/3~1(p). These are the submanifolds Y = const. 

Now the splitting SCTX = W 0  SCT(C;X) over C means that we have a splitting 

3scTq[X;C] - T^fa) ® 0*KT(C;X). We can identify Tf3~l{p) with ( / ^ ( p ) ) 2 by 

the exponential map, that is by (Y, /3) h- > (Y, Y — /?), which gives us an identification 

of sfc with ff Xc ff XcscT(C; X). Thus, we are exactly in the setting of Definition 6.8 

with (3 : ff C a fibration, and V = SCT(C;X) ^ C a vector bundle. We can then 

regard the restriction of the kernel of A G  ty™sf(X) to sfc as a distribution on this 

space, and directly from the definition of * ^ ° ( X ) , we obtain an element, N^^(A), 

°f*smu;V)-c,sc(ff)-
There is a better way of thinking about this which is more analogous to [23] . As 

noted in Chapter 4, Y can be replaced by Y as a coordinate on sfc: Y — Y — Y . In 

these coordinates the identification of (/3~1(p))2 x SCTP(C;X) with the submanifolds 

of sfc given by z — const is more natural, but it still depends on the choice of W 

since there is no natural origin S = 0, Z — 0 to correspond to the fibers of SCT(C; X). 

Since the convolution kernel of 

(6.29) JVff,0,p : 9&°{X) -4 ^ y ^ ^ i p ) ) , 
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as in (6.22), is just the inverse Fourier transform of the indicial operator over ^_1(jp) 

(giving a distributional density as required) as follows from (6.15), multiplicativity of 

iVff 5o follows from the corresponding property of indicial operators. For general I £ M, 

A e tfl&'pO,  we define Nffil(A) = Nff,0(x-lA). We thus conclude: 

Proposition 6.9. — The normal operator at the front face, Nffj, gives a multiplicative 

short exact seauence 

0^Psio^{X;E,F)^ 
(6.30) 

-+*%*(X;E,F) 
N«.i P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 0P^(3scT[X; C)) 

with V = SCT(C]X), the relative scattering tangent bundle of C in X. 
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CHAPTER 7 

COMMUTATORS 

The proof of the propagation of singularities used in this paper is based on a 
positive commutator estimate. We thus proceed to compute the commutator of 
A G # ^ ° ( X ) , B G As we saw in Chapter 6, in general we only have 
[A,B] G Pm{ *^c+m'-1'°(X), but if [Ax(0,Bg(0] = 0 for all £ G WX, then [A,B] G 
*as(!~m _1,1(X). Since this happens in many interesting cases, we need to com­
pute [A,B] modulo #™+m_2'2(X). In fact, we are interested in [̂ 4, i?]ff x (under 
the assumption that [A,B] GP^(3scT[X; C)) -+ 0_1,1(X)), so it suffices to compute [i4,B]w for 
u € C ? ( [ X ; C ] ) . 

Lemma 7.1. — Ifu€ C$>([X; C}), A G *%£(X), then Au G Cg>([X; C]) and 

(7.1) 
Au = Ann + x((dxA)u + A«(dxu) P^(3scT[X; C)) -+ 0- {DTAs{<S)){Ydyu) + (D„Aff(0))(dzu)) 

mod a?Cff([X;C]). 

Proof. — Since in the local coordinates valid in the interior of ff (which suffice as 
u e C f ( [ X ; C ] ) ) 

(7.2) Au(x,Y,z) = jA(x,Y,z,S,Y,Z)u(x(l-xS),^^,z-xz")dSdYdZ, 

differentiation with respect to x gives 

(7.3) 

dxAu{x,Y,z) = j(dxA)(x,Y,z,S,Y,Z)u(x(l - xS), \~*s'Z~ xZ) dSdYdZ 

+ j A(x, Y, z, S, Y, Z) ((1 - 2Sx)6x + S ̂ ~JS)2 dy - Zdz) 

• u(x(l - xS), f ~Jc,z- xZ) dSdYdZ. 
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Restricting this to ff, i.e. letting x =  0 , gives 

(7.4) 

dxAu(0,Y,z) = j (dxA)(0,Y,z,S,Y,Z)u(0,Y -Y,z)dSdY dZ 

+ f A(0,Y,z,S,Y,Z)(dx + S(Y - Y)dy- Zdz)u(0,Y -Y,z) 

dSdYdZ. 

Now, the first term is just (dxA)gu, dx denoting the derivative of the kernel of A; 

here dxA e ^sf(X) since the kernel is in the appropriate space. The second term is 

Ag(dxii), while the last term is 

(7.5) 

- j ( JzA(0,¥,z,S,Y,Z)dSdZ>) (dzu)(0,Y - Y,z) dY 

= J D^s ,^(o ,F , « ,o ,y ;o ) (az«) (o ,F -y , z )dy =  (DvAff(o))(a,«) , 

and the third is of similar form taking into account that 

(7.6) (F- Y)dyu(0,Y -Y,z) = (Ydyu){0,Y -Y,z). 

Since Au — Au\g — x(dxAu)\g € x2C°°(X), this proves the lemma. • 

We can now discuss commutators. 

Lemma 7.2. — If A € B € V£c'°(X) and u € Cg>([X; C]), then 

[B, A)u = [Bg, Ag]u + x[Bg, A([]dxu + x[{dxB)s, Aft]u + x[Bg, (dxA)s]u 

+ X([DVAB{0),BB) + [Ag,D„Bg(Q)])dzu + xDTAg (0){Y,B]dyU 

- xDTBs(0){Y,A}dyU - x([Bs,DTAs(0)} - [DTBg,Ag})Ydyu 

(7.7)^ - x{DTBg(<S)(YdyA) - DTAs(0)(YdyB))u 

+ x{DuBg{0){dzAg) - DvAg{Q){dzBg))u 

{mod x2C^([X;C])). 

Proof. — This is just an application of the previous lemma; first one calculates Au 

modulo x2C°°([X; C]), then B(Au) the same way, and one deals with A(Bu) similarly. 

In addition we write 

(7.8) dz(Agu) = (dzAs)u + Agdzu, 

and dy(Agu) similarly. • 

It is easy to extend this result to the indicial operators since for / £ C°°(X) 

(7.9) [A,B]? = e-iJlx[A,B}e^lx = [e~^lx Ae^'x ,e-iJlxBe^/x}. 
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However, in general [A,B]fu, regarded as an element of C§°([X; C])/x2C^([X\C]), 
depends on / in a more complicated way than in the case of the indicial operators 
where we quotiented out by C]). The situation is much simpler if [BR , Aff] = 
0 on W±. Then [B,A] G ¥j£+m,~1,1(A'), and [B,j4]' gives the indicial operator of 

which hence depends only on /(0,20) and df(0,zo) where / = f\ax- In this 
case we can simply center our coordinate system at (0,zo), i.e. we may assume that 
z0 = 0, assume that u is supported near z = 0, and we can take f(y, z) = —r -f vz to 
calculate [A, B](0, r, i/), since the result of the computation is independent of all such 
choices. 

Proposition 7.3. — IfAe *£i°P0, ^ G *S£°(.X') and [f?ff, 4F] =  0 on W±, then 

[B,A]€*£+m#-M(-Y) and 

[*M]ff,i = [(^B)ff,lff] + [B«, (dxA)e] + (Z?r4ff)[F,i?ff]% 

(7.10) - (£r5ff)[F,iff]%+ ((Prlff)(F%^ff) - (Z3Tflff)(F^ff)) 

+ ((DvB«)(dzAe) - (DuAff)(dzBff)) 

+ ((i/ • £^ff)(0rBff) - (i/ • A J f f X M f f ) ) . 

Proof. — The additional ingredient to Lemma 7.2 is the understanding of operators 
such as (dxAf)f[ and (dzA^)ff. Now, with our choice of / = —r + IAZ, 

(7.11) Af|ff(F,*,y) = y e ^ - ^ ^ - ^ A ^ F , ^ ^ ^ ^ ) ^ ^ , 

so 

dZjA*\s(y,z,Y) = i/j jiSeiW-T+z^-z^A(0,7,z,S,Y,Z)dSdZ 
(7.12) 7 

+ / ei^-T+zv^Zu^dZiA^Y,z,S,Y,Z)dSdZ. 

Thus, restricting to z = 0 gives 

(7.13) ^ # | f f ( F , o , Y ) = -^a r l f f (F ,o ,y ) + ^.Aff(F,o,y) . 

Substituting this into Lemma 7.2 and noting that 

(7.14) Du[AffjBff] = [D„Aff,Bs] + [lff, A,£ff], 

with a similar result for DT, proves the proposition. • 

It is interesting to see how this proposition gives the usual commutator formula 
if A G y™'°(X), B G #™''°(X). In that case the kernel of A is the pull back of a 
distribution A' on XS2C, so 

(7.15) A(x, F, z, 5, y, Z) - A'(z, xY, z, 5, y, Z). 
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Let a! be the Fourier transform of A! in 5, Y and Z , i.e. it gives jSc,m,o{A!) when 
restricted to CSCX, and define b' similarly. Thus, 

(7.16) AB(Z, T, V, Y, Y) = ^-V(0,0, z, T, Y, v), 

(7.17) 

(dxA)s(z, T, v, Y, Y) = d^a'iO, 0, z, r, 1 » + £ Yjdy^a'Qa, 0, z, r, Y, v). 

Thus, the only dependence on Y in (7.10) comes from the multiplication by Yj in 

expressions such as the last term of (7.17). Thus, we can explicitly compute the 

operator commutators in (7.10). Moreover, 

[Be,(dxÂ)s] 

J 

[5ff,ri]dw.F-V(0,0,*,r,y,i/) 

(7.18) 

3 

; ??Dßi 1/(0,0, z, T, Y, v)dmT-1a\Q, 0, z, r, Y, v). 

Similarly, 

(7.19) \YJ,Bs] = -J^1DHb'. 

The other terms can be computed similarly giving 

P^(3scT[X; C)) -+ 0 T^{{DHb'){dyja') - {DHa'){dyib')) 

(7.20Ï 

^$!ùù$ 
]F-l({DVjb')(dZja') - {DUja')(dZjb')) 

+ .F" 1 ((i/ • Dva'){dT\f) - (v • A,6,)(ôra')) 

+ J""1 ((/i • Dßa!)(dTb') - (fi • DM6,)(öra;)). 

Here the right hand side is just the inverse Fourier transform of the standard (rescaled) 
Poisson bracket formula [25 , Equation 5.23] of the scattering calculus, as expected. 
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MAPPING PROPERTIE S 

Proposition 8.1. — If A e 9^fcc(X) and L2C(X) is defined with respect to a scattering 
density, v G C°°(X;scfi(X)), then A defines a bounded linear operator on L2C(X). 

Proof. — This can be proved by the construction of an approximate square root 
as usual, at least in the case of A G 9^fc(X) where we have discussed the symbol 
and indicial maps in detail, or simply using the local description of kernels which 
implies that with X = S£, V°3fcc(X) C tf^R") (this is the algebra corresponding 
to symbols in [18 , Definition 18.1.1]) , so we can apply Hormander's theorem [18 , 

Corollary 8.2. — If A G * ^ C ( X ) then for all m', V G R, A defines a continuous 
operator from H™'>l'(X) to H™'~m'/'+/(X). In particular, ifm<0,l>0, then A is 
a compact operator on L2C(X). 

Proof. — Suppose m' > 0, /' > 0. Let P0 E *'™'I/2'°(X) be fully elliptic (i.e. 
Jsc,|m'|/2,oCP) is invertible). Then Q0 = Id+P0*P0 G 9^'^°(X) is invertible with 
Qo1 G Kcm'U°(p: Km' >0 let Q = Q0x~l\ while if m' < 0 let Q = QQ1X~1' . 
Thus, Q G 9%'-l'(X) is invertible with inverse Q'1 G 9~m''l'(X). Similarly, 
we can construct Q' G *^ '~m '~ / ' " / (X) with inverse in %cm'+m^,+l{X). Now, 
Q'AQ-1 G V°3£CC(X), so by the proposition Q'AQ~l is bounded on L2SC(X). Since 
Q G B{H™'1\X),L2SC{X)) and {Q')~l G £(LS2C(X),H™'~™/+/(X)), the composite 
operator is 

Proposition 8.3. — If A G 9^(X), andam(A), Nmfj(A) andNft^A) are invertible, 

Theorem 18.1.11]. 

(8.1) (QT'iQ'AQ-^Q e B(H™'>1>'(X),H™'-™>l'+l(X)). 

• 

then there exists P G \£ —m,—/ 
3sc (X) 5IIC/ i that 

(8.2) p a - Id € * ,—oo,oo 
3sc AP-Id€ * r—-00,00 

3sc 
( X ) . 
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Proof. — This is just the standard proof using the symbol calculus. Thus, using the 

full ellipticity and the exactness of the symbol mappings we can find Po G ^s^^L(X) 
such that 

(8.3) 

<T_m(P0) = <rm{A)-\ NmU-i(P0) = i W A ) - 1, ^r ,-i(Po) =  NSTL(A)-\ 

Thus, 

(8.4) RL = P0A - Id € Vgl'^X), RR = AP0 - Id € 9£\X). 

Then we asymptotically sum the Neumann series 

oo 
(8.5) Pfl-PoC W + ^ - l ) ^ ) , 

and define PL similarly. The standard argument shows then that 

P^(3scT[X; C)) -+ 0P^(3scT[X; C)) -+ 

so we can take P to be either one of these two. 
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CHAPTER 9 

WAVEFRONT SE T 

Just as Melrose has defined the scattering wave front set, WFSC, arising from 
*m,_o°P0> on tne boundary CSCX of SCT X , we can define an analogous notion 
of wave front set for 9^"~°°(X). In fact, since the operators for which we want do 
develop a scattering theory are elliptic in the usual sense, i.e. <J3SC,m(# ) is invert­
ible for these i7, we will only consider the part of the wave front set which captures 
the behavior of distributions at dX. First, however, we define the simpler notion of 
operator wave front set. 

The operator wave front set, W F ^ , of elements of \J>^ (X) is closely related to the 
indicial operators. Namely, for A G 9^(X) we could first consider the set of points 
a G 3scX^f [X; C] which have a neighborhood in 3scT^f [X; C] on which Am^i vanishes 
and call it the complement of the 'top order operator wave front set of A at mf. 
Similarly we could define 'the top order operator wave front set of A at ff by saying 
that £ G W1- is not in it if £ has a neighborhood on which Ae,i vanishes. Although the 
'full indicial operator' of A is not well defined, the following statement has an invariant 
meaning: the amplitude of A, a(A) G xlp-mC°°(3scT [X;C]) , defined as the Fourier 
transform of the kernel of A in S, Y and Z given by some local coordinates on X (as 
in Chapter 2) , vanishes to infinite order on a neighborhood of a in 3scTmf[X;C] or 
on a neighborhood of /J"1 (TT-1)"1 ({£}) C 3scT*d[x.c][X; C]. Here TT1- : SCT£X -> W1-
is the projection. As a general principle we should work on compact spaces. Hence 
we consider the radial compactification W of WL. If K C W is closed and K = 
cl(int(tf)), by / J - ^TT 1 ) - 1 ^ ) we mean the set d O S " 1 ^ ) " 1 ^ n 'mt(W±))). It is 
also useful to have the notion of operator wave front set at 3scS*X corresponding to 
the symbol map. Thus, the operator wave front set will be defined on the disjoint 
union of three compact manifolds with corners: 

(9.1) C3sc[X-C] = 3sc5*[X; C) U 3scTm{[X; C] U W±. 

We thus make the following definition. 
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Definition 9.1. — The operator wave front set, 

(9.2) WF!,SC(,4 ) = WF'3sCt<T(A) U WF'3scM(A) U W F ^ )̂ C C3sc[X; C], 

a£Ae9£t(X) is given by 

(9.3) SCT;XX \ WF!,SCimf (A) = {ae 3scT*m{X :3Uc 3scT*mf[X;C) open 

such that a G t/, a(A) vanishes to infinite order on c\(U)} 

at mf, and at ff by 

(9.4) W± \ WF'3sCyff(A) = {£ G W± :  3 U C W± open 

such that f G £/, a(A) vanishes to infinite order on /?_1(7r-L)_1(cl(C/))}. 

Finally, at 3scS*[X;C] it is given by 

(9.5) 3sc5 *[X;C] \ WF'3sc^(A) = {a G 3scS*[X;C] : 3C7 C 3sc5*[X;C] open 

such that a G J7, a(A) vanishes to infinite order on cl(C/)}. 

It follows immediately from the definition that WF3SC(A) = 0 implies that a(A) 
vanishes to infinite order at d3scT*[X;C], so A G * ^ ' ° ° ( X ) . We also have the 
corresponding 'partial residual' results, i.e. for A G 9^(X) 

(9-6) WF;sc,(4 ) =  0  = » A  6P^(3scT[X; C)) -+ 0 

(9.7) WF ŜCimf(>l ) = 0  and WF'3scfi(A) = 0  => • A eP^(3scT[X; C)) -+ 0 

The operator wave front set behaves under composition just as expected. 

Lemma 9.2. — If A e  *SJi '(X), 5  e  tf^,r№,  tfien 

(9.8) ^F'3sc(AB) C  WF^SC(̂ ) n WF'3sc(B). 

Proof. — This follows easily from the microlocality of the composition formula. In 
particular, at the top level at ff, ABff,/+j' = AffjBffji, which vanishes if either factor 
on the right hand side vanishes. This argument extends to the full amplitude and to 
the other faces. • 

We now show the existence of a microlocal parametrix of operators A G PO 
whose normal operator is microlocally invertible. Such a result holds in the scattering 
calculus, so we only need to concern ourselves with the behavior at C. 

Lemma 9.3. — If A € 9^(X)9 £o € WL, ̂ 4ff (£o) is invertible, then there exists 

B G 93™~1{X) such that 

(9.9) Co i WF'3sc?ff(A£ - Id), Co I W F ^ (B A - Id). 
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Proof. — We only consider m = I = 0; the extension to other values of m and / is 

straightforward. Let a G C°°([X; C] x § £ ) be the left symbol of A, and let 

b0eC°°(U x§lx§l) 

be the symbol of AR when £ G U, a sufficiently small neighborhood of £0 in H -̂1. 

We wish to show that there exists a symbol b G C°°([X; C] x §+ ) which restricts to &o 

in U' x 8+ x S+ for some U' open containing £0- But the invertibility of A^(£0) implies 

that Amf(a) ^ 0 if ft (a) = £o> i.e. a(0, lj,zo,T0,/i, ^o) is invertible for all ¡1 and Yj. 

In fact, more is true. Compactifying the fibers of 3scT*[X;C] to obtain 3scT*[X;C], 

we see that a(p, (0, /2,0)) ^ 0 for any // G  §n_1, p G  ff. This allows us to define b' 

on a neighborhood of U' by b = or1 away from the interior of ff x § + , and &o on 

U. Let (j) G  C°°(3scr*[X;C]) be identically 1 at (0,F,zo,ro,/i , i/0) and be supported 

in a small neighborhood V of this set in 3scT [X;C] , and let b\ = </>&', B\ = #L(&) . 
Then BiA - Id = Ri + #2 where i?i G ^ ^ ( X ) and the left symbol of J?2 vanishes 

in an open subset V of V containing S =  /?~1(7r -L)~1(£o)- We can now follow the 

usual argument (asymptotic summation of the Neumann series) to remove Ri and 

obtain B such that BA — Id = R'2, R'2 vanishing in V" C V open still containing S. 

Thus, £o ̂  WF3SC(i?2)> and B satisfies the second equation in (9.9). Now, we could 

have constructed similarly B' satisfying the first equation there, and the standard 

argument shows that £0 ^ WF3SC(2? — B'), so B also satisfies the first equation. • 

Remark 9.4. — If K C C3SC[X; C] is compact and A is elliptic on K, then essentially 

the same proof shows that we can pick B G  ̂ S™'_/(X) such that 

(9.10) K n WF'3sc(AB - Id) = 0 , K n WF'3sc(BA - Id) = 0 . 

We define the wave front set WF3sc, consisting of two pieces: one at mf and one 

at ff. For u G  C-°°(X) we want 

(9.11) WF3sc,mf(u) C scT*dxX, WF3sc,ff(u) C W±. 

Definition 9.5. — The relative 3-body scattering wave front set, W F ^ ( w ) , of u G 
C°°(X) ('relative' to H£>\X)), is given by 

(9.12) 

*CTZXX \ W F £ > ) = {p e*cnxX :3Ae *°f c(X) such that Au G  H^l{X) 

and Ami{q) ± 0 \fq G 3scT^[X; C] with /?(<?) = p} 

at mf, while at ff by 

(9.13) 

W± \ WF^ff ( t ( ) = {p G W± : 3,4 € #°£P0 such that lff(p) is invertible, 

Au €P^(3scT[X; C)) -+ 0 

The absolute 3-body scattering wave front set, WF3SC(«) , is defined by replacing 

H™>l(X) by C°°{X) in (9.12) and (9.13). 
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First note that for u G C'°°(X) 

(9.14) WF3sc,mf(u) fl S%*X\CX = WFsc(u) n S%*XXCX. 

In fact, it is clear from the definition that the left hand side is a subset of the right hand 

side. On the other hand, if p £ WF3sc,mf(u), p G SCTQX^CX and A G 9^fC(X) is such 

that A(p) ¿0, Aue C°°(X) , then let p G C°°(X) be supported in X \ C, identically 

1 near 7r (p), 7 T : SCT*X - » X being the projection. Then we have pA G * ^ ° ( X ) , 
Jsc,0,0 (pA)(p) ̂  0, pAu G C°°(X), so p $ WFsc(u). 

There is a natural map from SCT£X to W1- given by 7T1- , the orthogonal projection 

to W±. Now, if A G tfj}£pO  and Aff (£) G *&°(S£) is invertible for some £ G W±, 

then certainly jSc,o,o(^-ff(£)) is invertible. But this means that for all q G 3scX£f [X; C] 

with 7T^(<? ) =  £ , Amt(q) ? 0. Thus, if p G SCT£X, TT^(P) = £, £ £ WF^|ff(tt) 

then p ^ W F ^ m f ( u ) . This means that WF3sCjmf restricted to SCX£ X is somewhat 

redundant. 

Note that (9.12) and (9.13) can be replaced by uniform statements over compact 

sets disjoint from WF3sc(w). Namely if £ ^ WF3sc(u) then by definition A^u G C°°(X) 
for some A$ G \I>3^(X) with (A^)ff(£) invertible. But then (A^)ff is invertible on a 

neighborhood U$ of £ in W^. Let be a neighborhood of £ such that cl([/^) C U$. 

Now, if Kff C W - ^ W F ^ f f (u) is compact, then {U^ : £ G ifff} is an open cover of K$, 

so it has a finite subcover {[/£. : j = 1,..., k}. Now let A = J2j AljAtj e *3sc№ -
Then Au G C°°(X) by construction. Moreover, if £ G ATff, then £ G for some j, 
and on £7 .̂, (A^)s is invertible, so on A^.A^. > S > 0 for some Hence, Aff(£) 
is invertible. Since mf can be dealt with similarly, we conclude: 

Lemma 9.6. — Suppose that Km{ C WF3sc?mf(w)c and Kff C WF3sc,ff(u)c are com­
pact. Then there exists A G \£3^(X ) with Au G C°°(X) and Aff invertible on Kff, 
Ami / 0 on Kmf. 

Remark 9.7. — We can easily prove the analogous result for W F ^ ( w ) . 

In the next chapters we show that the wave front set of approximate generalized 
eigenfunctions u of the operators we are interested in stays in a compact subset of 
SCTQXX and W±. Correspondingly, we are interested in applying operators A G 
Vs£'l(X) to u where WF^SC(A) C 3scTmf[X;C] U W±, i.e. it stays away from dW± 
and 3scT^f[X; C] f l 3sc5*[X; C). Although it is not true in general that WF3sc(Au) C 
WF3sc(w), we can prove the following weaker result. 

Lemma 9.8. — If A G 9^l(X)9 u G C-°°(X), and 

(9.15) WF^SC(A) C  3scTmf[X; C] U 
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then for m', V G E 

(9.16) W F U . 4 ) H WF&'̂ ti) = 0 Au G  H£>1+1' (X). 

Proof — Suppose that WF'3sc(A) DWF^/(u) = 0. Thus, W F ^ A ) is a compact 

subset of WF^C'Z (u)c, so by Lemma 9.6 and the remark following it there exists P G 
tfjfccW with P elliptic on WF3SC(A) and Pu G  Hj£*l\X). Moreover, by Lemma 9.3 

and the remark following it, there exist Q,Re 93fc(X) such that Id = QP + i?, and 

WF'3sc(R)nWF'3sc(A) = 0. Now, 

(9.17) Au = A(QP + R)u = AQ(Pu) + (AR)u. 

Since Pu € H™'<l'(X) and ylQ € * ^ ' ' ( X ) , the first term is in Hg>w'(X). More­

over, WF3SC(^ ) n  WF'3sc(R) = 0, so AR € *£?'°°(X). Thus, the second term is in 

C°°(X), proving that Au e ( X ) . • 
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CHAPTER 1 0 

FUNCTIONAL CALCULU S 

In [33] Seeley used integration along a contour avoiding the spectrum to define com­

plex powers of pseudo-differential operators with real symbols and to show that they 

were also pseudo-differential operators. He also showed that holomorphic functions 

of a zeroth order pseudo-differential operator on a compact manifold are also pseudo-

differential operators. This method does not work directly for non-holomorphic func­

tions of an operator, but Stokes' theorem can be used in certain cases. In [15] Helffer 

and Sjòstrand applied this to compactly supported smooth functions of self-adjoint 

operators by using almost analytic extension. We now show that compactly supported 

smooth functions of pseudodifferential operators in 9™S£(X) with <J3SCj m elliptic, are 

in 9^i0(X). Here we need an L2 inner product defined by a smooth positive scat­

tering density, v G C°°(X; scft(X)). First, however, we state a uniform version of the 

parametrix construction in the scattering calculus. 

Lemma 10.1. — If P E &™'°(X) is self-adjoint, crsSCi7n(P) is elliptic, m > 0, and 

k > 0 is an integer then there exists a family of order k parametrices BZ = B% G 
#-m'0(X) , z G C \ l such that 

(10.1) (P - z)BZ - id, BZ(P - z ) - i d e P ^ ( 3 s c T [ X ; C)) -+ 0 

and the seminorm of order k of BZ, as well as that of the error terms in (10.1) are 

bounded by Ck | I m z | - c ^ . 

Proof. — Let p G p^C°°(X;scT* X) be a smooth extension of <7Sc,m(P); here 

is the boundary defining function of SCT X at 'fiber-infinity'. In the uncompactified 

notation this just means that p is a symbol of order m on SCT*X. Since \p—z\ > |Im z\, 

it follows from the chain rule that for T G Diff£(X) 

(10.2) \TDf(p - z)-1] < Cri(3\lmz\-r-W {0m~M 
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with Ca?/3 independent of z (in fact, it depends only on the r + \(3\ seminorm of p). 

Let Qz be a Weyl quantization of (p — z)~l (constructed by some cutoffs). Then 

(10.3) EZtL = Id-QZ(P - z), EZ,R = Id - ( P - z)Qz G V-1'1^), 

and the seminorm of order j of QZ, EZJL, EZ,R are bounded by Cj |Imz|~c ^ . Using 

the standard Neumann series argument we define 

k-l k-l 

(10.4) B Z F L = (l d + £ E £ L ) Q , , S*, * =  Q z ( M +  £ < * ) -

It follows from the continuity of the composition that the kih seminorms of BZIL and 

BZIR, as well as those of the error terms 

(10.5) FZ,L = BZ,L(P -z)- Id, FZtR = (P - - Id G *8-cM(X) 

are bounded by C£ |Im^|~*. In addition, 

(10.6) 

BZ,L = BZ,L((P - z)Bz,R - FZtR) = (Id +FZ,L)BZ,R - BZtLFz,R € (X) 

with fcth seminorm bounded by Ck \Imz\~c^h\ so we can take, say, BZ = BZJL in 

(10.1) above. This completes the proof of the lemma. • 

Proposition 10.2. — Suppose that <f> G C£°(R), and P G 9™'°(X) is self-adjoint, am,sc 
is elliptic, m > 0. Then </>(P) G #S~°°'°(X) and 

(10.7) isc ,O,o(0(^))|-T^X = 0(isc,m,o(P)). 

Proof. — Let 0 be a compactly supported almost analytic extension of 0. Then, as 
shown in [15] 

(10.8) MP) = -^r / dz<j>(z)(z - P)"1 dz A d*. 
27TZ y 

Let BZ be a family of order k parametrices as in the previous lemma. Define P~ by 

replacing (P — z)~l by BKZ in (10 .8). Interpreting the integral as that of the kernels 

it follows that P~ G 9~cm,0(X) for all k. Moreover, using the error estimate of the 

previous lemma, 

(10.9) <f>(P) -Pj = - ^ - f dzHz)FZ,L dz A dz, 

and \lmz\k FZ,L is a bounded family of linear operators in B(H£*(X), H£+ki8+k(X)) 

for any r and s. Hence, directly from (10.9) , 

(10.10) <f>(P) -  P | €  B(H^(X),H^k's+k(X)). 

Since Bk+1 - € *s-cm-fc-1',s+1(X), we also have that 

(10.11) -  P | e *-TO-*-1-*+1(A'). 
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Thus, we can asymptotically sum 
oo 

(10.12) p$~Pt + E ^ f 1 " e * ~ m , ° № -

fe=l 
By (10.10) 

(10.13) <f>(P) - Pj : C-°°(X) -> C°°(X) 

is continuous, so it is in $~°°,0O(JC), proving that 
(10.14) j>(P) G *s-cm'°(X). 

Noting that </> G  C~(K«), we can write it as </> = (t2 + l)~kfa with fa e C£°(Rt) for 

all k > 0. Thus, applying (10.14) for fa(P), it follows that 0 (P) = (P2 + l)~kfa(P) 

is in 9&°(X) for all fc, i.e. in 9^°(X). 

Finally, (10.7) follows from 

(10.15) 
¿sc,o,o(<K^)) = 2~¡ / ô^(^)isc ,o,o((^-^) x) dz Л dz 

_ l 
~ 2TT¡, 

dz4>(z)(z - jsc,o,o(p)) 1dzAdz = 0(isc ,o,o(-P))-

The corresponding statement in 9^f(X) can be proved similarly. 

Proposition 10.3. —  Suppose that (j) G  C£°(R), and P G  \ £ ^ ° ( X ) is self-adjoint with 

o~3sc,m(P) is elliptic and m > 0. Then <p(P) G  *^S^°,0(-X"). Moreover, 

(10.16) NwMP)) = 0(iVff>o(P)), iVmf,o(0(P)) = 0(iVmf|O(P)). 

Proof — We proceed as in the case of scattering differential operators to prove 

4>{P) G \ P ^ , 0 ( X ) . Thus, we first prove an analogue of Lemma 10.1. The main dif­

ference is that now we need to use that the seminorms of (Pff(£) — z)~l are bounded 

by powers of |Imz|-1. We finish the argument as in the previous proposition. 

Finally, (10.16) holds since restricting the integral (10.8) (considered as an inte­

gral of the kernels) to sfc and sf gives the analogous definition of <f){N^^{P)) and 

W n f , 0 ( P ) ) . ' • 

We can also show that (Id -(/>(P))(P - A)-1 e * £ ? ' ° ( x ) under the 

same assump­

tions as above if A ̂  supp </>. 

Proposition 10.4. — Suppose that </> G  C£°(1R), A g supp</>, and P G  9&£(X) is self-

adjoint with <73sc,m(P) is elliptic andm > 0. Then ( Jd -0 (P ) ) (P -A)~1 G  9^,0(X). 

Proof. — Let 0  be a compactly supported almost analytic extension of <j>. Then 

f(z) = (1 — 4>(z))(z — A)-1 is an almost analytic extension of (1 — </>(t))(t — A)-1 which 

is analytic outside a compact set. Let r =  T(t) be a curve such that near T <f>(z) 
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vanishes, T(t) = \t\ ± i\t\ when \t\ is sufficiently large and =f£ > 0, and T is disjoint 

from spec(P). By the Cauchy-Stokes formula we need to replace (10.8) by 

(10.17) <f>{P) = y  dzf(z)(z - P)-1 dzAdz + j f(z)(z - P)'1 dz. 

We can see that the first term is an element of 9^i0(X) exactly as above. On T we 

have f(z) = (z — A)-1, so we can apply a construction analogous to Seeley's [33] to 

conclude that the second term is indeed in ^S™'°(X) . • 
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CHAPTER 1 1 

THE HAMILTONIAN 

In this chapter we start using the machinery developed in the first half of the 
paper to analyze the three-body type problems described in the Introduction. First, 
we remark that the Laplacian, A, of a scattering metric 

dx2 h 

<1L1> g = ^ + ^ 
where h is a smooth symmetric 2-tensor when restricted to dX is in DiffgC(X) (see 
Melrose's paper [25]). Its normal operator is the flat Laplacian on SCTPX, p G dX, of 
the metric induced by g. 

From now on we choose the bundle W used in the construction of the indicial 
operator, Definition 6.2, to be the orthocomplement of SCT(C; X). Thus, if p G C, we 
can choose coordinates (y, z) on a neighborhood U of p in <9X, such that xdyj give an 
orthonormal basis of Wq at each q G U DC. Hence in these coordinates, henceforth 
called coordinates adapted to W^, the dual boundary metric h (restricted to T*dX) 
becomes 

(n .2 ) h = £ h$n(y,z)dyidyj + £h%(y,z){dyidZj + dZjdyi) + £h%(y,z)dZidZj 

with 

(11.3) h%n(0,z) = 6ij1 hZ(0,z) = 0. 

Note that g fixes x modulo x2C°°(X) (to make g of the form in (11.1)), so W induces 
a splitting of TcdX and T£dX. Namely, T£dX = N*C ®W±, Wx being the 
orthocomplement of N*C C T£dX with respect to h\dx- In particular, we can 
identify T*C with Wx. We define 

(11.4) h = h\w±=y£h%(0,z)dZidZj 

which is a metric on W1-, i.e. it can be thought of as a metric on T*C. We denote the 
metric functions by g, h, h as well, so h G ̂ {W1-) is given in these local coordinates 
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by 

(11.5) k*,v) = ^h%(0,z)vivj. 

We will also use the following notation: 

(11.6) h(z,v) = hz(is) = \v\2z, 

and similarly for h and g. 
Since in the scattering calculus iVsc(A) = NSCjP(A) = A^(p), Lemma 4.2 implies 

that the restriction of A to ff, now considering A as an element of ^ ^ ( X ) , is Ag\w. 
This can also seen very explicitly from the local coordinate expression for A. Namely, 
the standard formula for the Laplacian of a metric in local coordinates Xj, i.e. 

(11.7) A = - 7 = 7 = T Ditfty/faMDk, 

(11.8) A = (x2Dx)2 + x2Ah{dx mod zDiffs2c(X), 

gives 
a / . . 2 N \ 2 ,  .. 2 a 

*h\ex 
(see [25, Lemma 3]), and (11.3) implies then (by the same formula) 

(11.9) Ah{gx =J2Dl + £ ^ ( 0 , « ) £ № , mod l(C)Di$2(dX), 
3 

1{C) C C°°(dX) denoting the ideal of smooth functions on dX which vanish at C. 
Thus by (2.9), the coordinate expression for A in the interior of ff, in the coordinates 
(2.2) which are valid there, becomes 

(11.10) A = (x2Dx)2 + J2DYj + E ^ ' ( 0 ^ ) № J № i ) modpffDif fLPO. 
3 ij 

The last term of (11.10) is just x2Aji modulo x3 Diff1(C). Hence, we have proved the 
following lemma. 

Lemma 11.1. — For the Laplacian A of a scattering metric (11.1), Aff is the Lapla­
cian of the translation invariant metric on the fibers /3~x(p) ofS (p EC) given by the 
push-forward in Lemma 4-2. The indicial operator is Aff + r2 + \v\2z if we choose W in 
Definition 6.2 to be the orthocomplement ofscT(C;X) with respect to g. Correspond­
ingly, the normal operator is Aff + Ag\ScT(C.X), Ag\scT(C;X) denoting the Laplacian of 
the lift ofg\scT{c.x) to /3*SCT(C;X). 

In this paper we shall consider operators of the following type: 

(11.11) H = A + V, V G pmfC°°([X; C]; R), A = Ag, g as in (11.1). 

We proceed to analyze the characteristic set of H to conclude a regularity result 
outside it. 
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The characteristic set E A - A of A - A, A G R, on X  is the submanifold of SCT£XX 
where jSc,2,o(A — A) = 0. Thus, using the product decomposition of SCT?jxX induced 
by the choice of x to bring the metric to the form (11.1) we have 

(11.12) E A - A =  {(r,q) G  R x T*dX : r2 + h{q) = A}. 

In the local coordinates (y,z) discussed above, we have 

(11.13) E A - A =  { ( y , * , T , : T 2 + h(yiZ)(ii,v) — A}, 

so 

(11.14) E A - A n scT^X - { ( 0 , * , r ^ , * / ) : r2 + \p\2 + \v\\ = A}. 

Thus, with n1- : SCT£X -> W1- the orthogonal projection, 

(11.15) 7T_L(EA- A H SCTQX) =  {(2? , r, 1/ ) : r2 + < A}. 

This set splits into two parts. In fact, with 

(11.16) E„(A) = { ( * , r , v) : T2 + \u\2z < A}, 

(11.17) Et(A) = { ( z , r , « / ) : r2 + | ^ = A } , 

we see that on (TT-1)- X(En(A)) n  E A - A , M   ̂ 0, while on (ir1-)-1 (2t(\)) n  E A - A , / * 
vanishes. As we shall see this corresponds to the (rescaled) Hamiltonian vector field 
scHg of g being normal or tangent to SCT£X at points on E A - A , which in turn will 
affect the propagation results considerably. Note that E n(A) = 0  if A < 0, and 
Et(A) = 0 i f A < 0 . 

By our assumption on V it follows that or3sC)2(H - A) is elliptic, (H — A)mf = 
Amf — A, so the characteristic set of H — A on mf is exactly E A - A - NOW , the indicial 
operator of H at ff is 

(11.18) £ff = Aff + Vz + r2 + M2 = Hs(z) + r2 + \u\2z. 

Now Hff(z) — a is invertible with the inverse in ^ 2 ' ° ( § + ) if and only if cr < 0 and 
a £ specp(Hfi(z)). Note that 

(11.19) specp№(^)) \ { 0 } C (a, 0), a < 0, 

is discrete, and each eigenspace is finite dimensional by analytic Predholm theory, ap­
plied in the scattering calculus [25, Theorem 1], as Hf[(z) is bounded below, and 
by the absence of positive eigenvalues [25, Theorem 2]. We thus conclude that 
(H — A)ff(;z, r, v) is invertible with inverse in !l>~2,0(§+) if an only if 

(11.20) A - T 2 -  \v\\ i [0,00) U s p e c i e * ) ). 

It is convenient to define 

(11.21) Et(A) = {(Z,T, v): A — T 2 —  \v\\ € specp(tfff) \ { 0 } } . 

With this notation we have thus proved the following proposition: 
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Proposition 11.2. —  Let H be as in (11.11) , A G R. Then the characteristic set of 

H — A is given by 

(11.22) Emf (H - A) = E A - A , 

(11.23) Eff(tf - A) - En(A) U S,(A) U S6(A). 

Thus, forue C-°°{X), 

(11.24) a G  *cT*dxX \  E A - A and a $ WF3sc,mf((i7 -  \)u) => a £ WF3sc,mf(u), 

and similarly 

(11.25) £ff (ff - A) and £ £ WF3sC)ff((i/ - X)u) £ $ WF3sc#(u). 

Remark 11.3. — Note that Eff(if - A) is a compact subset of W1- due to (11.19) . 

We now discuss the basic properties of the (rescaled) Hamilton vector field, scHg 

of A . Let R-p; — Ji-djube the /Z -radial vector field in coordinates (#, y, r, Jl) on SCT*X 

above a neighborhood of p G  dX; this is well-defined at SCT£XX independently of the 

coordinates. Then the Hamilton vector field of g becomes 

(11.26) SCH9 =  2r(xdx +-p.dp)- 2hdT + Hh + xW\ W G  Vb(scT*X) , 

where Hh is the Hamilton vector field of h G  C°°(T*<9X); see [25, Equation (8.17)] . 
Noting that h is positive definite, scHg vanishes at dX if and only if /7 = 0 since xdx 

restricts to dX as 0. For A > 0 we define the 'radial surfaces' 

(11.27) Rf = {(y,T,Ti): T = ±\1'2, p = 0 } . 

Thus, for A > 0, H — A gives rise to real principal type propagation of singularities 
on E A - A \  (R\ USCT^X) as in Hormander's theorem; in this setting it was proved by 
Melrose in [25, Proposition 7] . All integral curves *y(t) of scHg in E A - A tend to 
as t o o and to R^ as t -> — oo; the signs correspond to the negative sign of the dT 

component of scHg. 

In the local coordinates used above near p G  C we compute Hh'. 

(11.28) 

Hh =  2  £ h%nNeyi + 2  HIJNTUI AZJ + 2  £ h&i /A , + 2  £ / i g ^ 

+ J2(9**hnn)wAk+21£(dZkhiP^(3scT[X; C)) -+ 0i)wJdrh + Y,{dZkh?t)ViVjdVk + w 
ij,k ij,k i,j,k 

with W = 2>*0/ . i for some aj G  C°°(scT*dX). By (11.3 ) 

(11.29) Hh{0, z, r, /i, i/) -  2/ i • ay € T(SCT£X) 

so we see that scHg is normal to SCX£X on (7r -L)~1(En(A))nEA-A, but it is tangent to 

it on (7r -L)-1(E^(A)) fl E A -A as claimed. Hence singularities can be expected to leave 

C normally in the former case, while in the latter case more complicated phenomena 
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could occur. Since (n-1)"1 (E&(A)) is disjoint from E A - A , singularities at E & can be 
expected to remain at C. 

We shall see that if HQ is independent of z in some local coordinates, as in the 
actual three-body problem, the propagation of singularities at £&(A ) is governed by 

(11.30) W = 2T{V •  dy) - 2hdT + Hl€ V(W^). 

Thus, W(z,r,v) — 7r |̂(ô ,r,o,i/)sc^- Note that W vanishes if and only if ft = 0 , so 

we will see propagation outside of ft = 0 . Along the integral curves 7(£) of W, r2 + ft 

is constant, and it is greater than A  on E&(A) . In addition, the integral curves tend 

to as t too ; here 

(11.31) =  {(Z,T,V) : ft = 0 , ±r >  0 } . 

This follows from the formula for the dT component of W; we provide a more detailed 

analysis of these integral curves in the following paragraphs along the lines of the 

description of the bicharacteristics of g by Melrose and Zworski [29, Lemma 2] . Recall 

also that W1- is a subbundle of SCT£X over C, and it is given by fi =  0  in our local 

coordinates. Correspondingly, we can think of E*(A ) U E&(A ) as a subset of SCT^X. 

In fact, we see that under certain assumptions singularities of (approximate) eigen­

functions of H propagate along broken bicharacterstics. The definition we take is 

analogous to Hormander's in [18, Definition 24.2.2] . 

Definition 11.4. — A broken bicharacteristic of H — \, H as in (11.11) , is a continuous 

map 

(11.32) 7  :  J \ fl - > EA_ A U E6(A ) C scTa*xX 

where I c E is an interval and fl is a discrete subset such that 

(i) if J is an interval, J C / \ fl, then J\J is an integral curve of either scHg or W, 

(ii) if £ € A then the limits j(t - 0 ) and j(t +  0 ) both exist, belong to SCT£X, and 

^±(7(*-0))=7r-L(7(* +  0) ) . 

Broken bicharacteristics will be sufficient for describing the propagation of singu­

larities if no bicharacteristic of scHg which does not lie completely in W1- is tangent 

to W1- to infinite order. For example, this is satisfied if C is totally geodesic. If this 

condition is not satisfied, we need to generalize this notion similarly to [18, Defini­

tion 24.3.7 ] which comes from the original definition by Melrose and Sjostrand [28, 

Definition 3.1] . We need to make some modifications however. Since the glancing 

set of order precisely 2  does not break up into the disjoint union of a diffractive set 

and a gliding set (even if C has codimension 1  in dX, there is no natural notion of 

'diffractive' and 'gliding'), the above mentioned definition has to be changed so that 

the diffractive set is treated on equal footing with the rest of the glancing set. This 
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means that the generalized broken bicharacteristics are just like the analytic rays de­

fined by Sjostrand in [36]; except that we are in a higher codimensional setting, and 

even in the codimension 1 case C has 'two sides'. 

Definition 11.5. — A generalized broken bicharacteristic of H —  A , H as in (11.11) , 

is a continuous map 

(11.33) 7  :  J \  B  - > E A - A U E&(A) C SCT|X X 

where / C  M is an interval and B is a subset of i" such that 

(i) if t G  I\B then 7 is differentiable at t, and i'(t) = scH9(<y(t)) or i(t) = W(j(t)), 
(ii) if t G  B then t is an isolated point of B, the limits *y(t — 0) and *y(t + 0) both 

exist, belong to SCT£X, and ^^(t - 0)) = ^{^(t + 0)). 

We often say 'broken bicharacteristics' instead of 'generalized broken bicharacter­

istics' when it is clear from the context what is meant. 

Finally we define (generalized) broken geodesies. We actually only state the defi­

nition of broken geodesies (which is very similar to Definition 11.4) , Definition 11. 5 
can be modified similarly to yield a definition of generalized broken geodesies. In 

the following definition we regard S*dX C  T*dX as the unit cosphere bundle with 

respect to the metric h\dx- Also, let n1- : T£dX W — (A/'*C)- L be the orthogonal 

projection to the orthocomplement of N*C with respect to h\dx-

Definition 11.6. — A broken geodesic of h\ox, ft as in (11.1) , is a continuous map 

(11.34) 7 : J \  B - > S*dX C  T*dX 

where / C  R is an interval and B is a discrete subset such that 

(i) if J is an interval, J  C  / then J\J is an integral curve of either Hh/2 or 

(ii) if t G  B then the limits 7(£ — 0) and ^{t -f 0) both exist, belong to 5*<9X , and 

^ ( 7 ( * - 0 ) ) = t t1 (7( * +  0) ) . 

The factor 1 / 2 in Hh/2 and #£/2 o n ^ aPPears to make sure that the tangent vector 

to a broken geodesic, when it is defined, has unit length. There is a close connection 

between (generalized) broken bicharacteristics and broken geodesies. Namely, the 

projection of a broken bicharacteristic to T*dX first, and then rescaled to S*dX 

using the E + action on T*dX, is a reparametrized, non-maximally extended, broken 

geodesic whose projection to dX has length 7 r (with respect to ft|ax)« To see this, 

first recall Melrose's and Zworski's discussion [29 , Lemma 2 ] of the corresponding 

relationship between bicharacteristics of g in E A - A \  (R\ U  ^A ) and geodesies of 

h\ax-

Thus, Melrose and Zworski showed that after rescaling the parameter along the 

bicharacteristics of g in E A - A \  (R\ U  R^) to s G  (0,7r), with the rescaling given by 
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ds/dt = \h1/2!, they are curves of the form 

(11.35) r = A1/2coss, 

(11.36) /Z = A1/2(sins)j[J, 

(11.37) (yS) = exp№/2)(y^7J, ) 

where (£',/! ') G  T*<9X and h(y',~p!) = 1, i.e. (£',// ') G  S*<9X by our identification of 

S*dX. Equivalently, they are curves of the form 

(11.38) r = A1/2coss, 

(11.39) Ji = X1/2(sins)% 

(11.40) P^(3scT[X; exp((s - *)Hh,2){gtf\ 

s G  (0,7r). In particular, as s varies, (y,/J) moves along the geodesic with initial 

point (y'.'pf). Given (y',/Z') G  S*dX, we let 7_(£; I/',/!') be the unique bicharac-

teristic of p which is of the form (11.35)-(11.37) after reparametrization and which 

satisfies r(7_(0;^/,7x/)) — 0- Similarly, let 7+(£;l//,~p') be the unique bicharacteristic 

of g which is of the form (11.38)-(11.40) after reparametrization and which satisfies 

T(7+(0;y',Jl')) = 0. It is useful to introduce some notation for the corresponding 

relation between points of £ A - A \  (R\ U R^) and points of S*dX. 

Definition 11.7. — Suppose a G  £ A - A > C £ S*dX. We say that a ~± C if there is a 

time ¿ 6 1 such that j±(t;() — a. 

Now, the (generalized) broken bicharacteristics of H - A, A > 0, can be described 

similarly. Namely, after reparametrizing them, letting ds/dt = \hxl2, they become 

curves of the form 

(11.41) r = A1/2coss, 

(11.42) -p = X1/2{sins)% 

(11.43) P^(3scT[X; {y^)=7(s-7r,y',Jl'), 

where s G  (0,7r), A = A or A — A G specp(ifff), and 7 is a (generalized) broken geodesic 

satisfying 7(71-,y',^') = (y'\~p!). Moreover, if A ̂  A, then 7 must be an integral curve 

of Here we only stated the second parametrization; the first one can be stated 

similarly. This parametization can be deduced similarly to the way (11.38)-(11.40) is 

proved in [29, Lemma 2]. Namely, changing into Jl polar coordinates, i.e. 

(11.44) ^^h(y,]l)-^2-p, \-p\ = h(y,-p)V2, 
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and changing the parametrization by ds/dt — | | / / | , yields 

(11-45) |  =  -|p|, | | p | = r , 

(11-46) ¿(¡,,71 ) = Hh/2 if | 7 | t ( . ) = sctf9, 

(H-47) ±(y,Jl) = H~h/2 if | 7 | . ( . ) = W 

This proves that the projection of a (generalized) broken bicharacteristic 7 to dX 

is a (generalized) broken geodesic of length n as claimed. Note that this also shows 

that if 7 is a broken bicharacteristic through a = (?/ , T,/J), y £ C, 7(̂0) = a, and 

A1/2 cosdist(|/,C) < r, then in (11.41) , s < dist(^,C), so by (11.43) , 7 does not 

intersect SCT£X for t < t0 (since the broken geodesies have tangent vectors of unit 

length), i.e. 7 is actually a bicharacteristic for t < ¿0- Similarly, if A1/2 cosdist(y, C) < 

—r, 7(to) = OL = (y,r , / l) , then 7 is a bicharacteristic for t > t0. Note also that by 

(11.42) /7 -» 0  as t -» ±00, and r ->> =FA2/2 as £ -> ±00. 

We also introduce the relation corresponding to ~'± for (generalized) broken bichar-
acteristics. 

Definition 11.8. — Suppose a G E A - A, ? £ Eff(tf - A) , C G SQX^c8X. We say that 
a ~ ± C if there is a (generalized) broken bicharacteristic 7 through a and a constant 
C which satisfies ~f(t) = 7±(£;C) for ±t > C. We also say that £ ~ ± £ if for some, 
and hence for all, a' 6  £A-A 2 with ^^{a') = £, a' ~± £. 

In the propagation theorems we shall see that if for some £0 G W-1, £0 does not 

belong to WF3SC)ff ((H — X)u) and certain additional conditions hold then £0 does not 

belong to WF^ffM for 
any m and /. We now prove that m does not play a role at 

all since <J3sc,2(H) is elliptic. 

Lemma 11.9. —  Suppose that A  G R, £0 € W1- and £0 £ WF3sc?ff((# - A )u). If 

in addition there exist m and I such that £0 ^ WFj^ff(tz) £/&en /or any ra' we ftave 

&^WF^i(«). 
Proof. — It is convenient to use that H is self-adjoint, so (H + i)-1 G \£^S2,0(X). By 

our assumptions we have some Q € with Q(& ) invertible in *£°(S£) for 
which € H™'l(X). Since £o $ WF3SC)ff((.ff - A)w) we can also arrange that 

Q(H - X)u e C°°(X) 

by reducing WF3sc(Q) if necessary. Writing A + i = (H + i) — (H — A) we see that 

(11.48) Qu = (A + i)~lQ{H + i)u - (A + i)~lQ{H -  A)« . 
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By our assumption Qu belongs to H™,l(X), and we have seen that the same holds 
for Q{H - X)u. Thus, Q(H + i)u G  H£l{X)y so 

(11.49) Q' u G  H™+2'l(X), Q' = (H + ir'QiH +  i) G 

But Q'(£0) is invertible in *^°(S!^), so we conclude that £0 i W F ^ ' ^ X ) . We can 
repeat this argument if necessary, thus completing the proof of the lemma. • 

Since H G  ^\fc(X) is self-adjoint and assc^(H) is elliptic, we have for all ip G 
C£°(R) that € #<^° ' ° (X) . Moreover, if 0 G  CC°°(M) and </> = 1 on supp^ then 
(Id-(t>(H))faH) = 0, <A (# ) ( Id -0 (# ) ) = 0. Now, 

(11.50) $(H)B = </>№) = 0 № (z) + r2 + M*), 

and Hff(z) — Aff + Vff (z) > c for some c G R, so for a sufficiently large C, r2 + |z/|2 > C 
implies that HR > 1 -f supsupp^, so (/>(Hff(£)) — 0 when r 2 -f |^|2 is large, £ = 

(2, r, i'). In particular, (Id —</>(#))«•(£) = Id outside a compact subset of W^. Taking 

a microlocal parametrix P of Id— (/>(H) at such a £, so Id = P(Id — <j>{H)) + P, 

£ ^ WF38Cjff(iJ), shows that 

(11.51) ij){H) = P(Id-(j){H))iP(H) + P^(iJ) = Rip(H). 

Since £ ^ WF3 SC(P), we conclude that £ ^ W F ^ (?/>(#)). Since a similar argument 

works at mf, we deduce that WFf3sc(ip(H)) C 3scT^f[X;C] U Correspondingly 

we can drop the compactifications 3scTmf [X; C], W in our arguments. 
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CHAPTER 1 2 

THE MOURR E ESTIMAT E 

The Mourre estimate is a global positive commutator estimate for perturbations 
of the Laplacian which has been used widely in the analysis of many-body scattering. 
Before discussing it we make a definition. 

Definition 12.1. — Suppose that H satisfies (11.11). The set of the thresholds of H 
is defined as 

(12.1) A(H) = {0} Upec specp(tfff(p)). 

To prove the Mourre estimate (which is the statement of the following Theorem) 
in this generalized 3-body type setting we first reduce the problem to obtaining the 
estimate for the normal operators. Then we can use the proof of Froese and Herbst 
[9] for unreduced two-body operators (i.e. two-body operators from which the center 
of mass motion is not removed). 

Theorem 12.2. — Suppose that H satisfies (11.11). Let A e a ^ D i f f ^ X ) be self-
adjoint with 

(12.2) JVsc-i(A ) = # s c , - i № ) 

and let H =  A  + V. For A > inf A(H) let 

(12.3) 5 (A) = sup(A(#) fl ( - o o , A]), 

otherwise define s(X) < A arbitrarily. Then for A E i and e > 0 there exists an open 
interval I C (A - £, A + e) such that for all (j) £ C£°(R) supported in I 

(12.4) i<P(H)[A, H]<t)(H) > 2(A - 5 (A) - e)(/)(H)2 + K 

where KEV^iX). 

Proof. — First, A e Z ^^(X) by Lemma 6.5, so [A, V] e ^°3fc(X), and actually in 
Pmf *3sc№ due t0 tne additional vanishing of V at mf. Of course, [A, A] €  *8c °P0 
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already, since the scattering calculus is commutative at the level of normal operators. 

Now it suffices to prove (12.4) for the normal operators, i.e. that 

(12.5) iN^oiHH))Nfft0([A, H])NSto(<l>(H)) > 2(A - s(X) - e)cj>{H)\ 

(12.6) iJVmf,o(0(H))Nmf,o([A,fn)^mffo(0(ff)) > 2(A - s{\) - e)(j>{H)\ 

In fact, if these hold, then Proposition C.2, applied with C = 2(A — s{\) — e)Id, shows 

(12.4) with 2e in place of e. 

Note that (12.6) is just the standard estimate of the scattering calculus since 

Nmfi0(H) = iVmf,0(A), so as 

Nmf,0(i[A,H]) = Nmfto(i[A,A]) = {jsc(A)Jsc(A)} = 2jsc(A). 

Also, by Proposition 10.3, Nmfi0(</>(H)) = 0(jsc(A)). Thus, (12.6) follows from 

supp <j> C (A — £, A + e) and spec(A) = [0, oo). 

On the other hand, the normal operator estimate on the front face can be replaced 

by its Fourier transform, i.e. the corresponding indicial operator estimate. Recall that 

Aff is the fiber Laplacian of /3 as in Lemma 11.1, and note that 

(12.7) HS = Aff + Vs = Aff + V\«. 

Now, using the local coordinate expression of A in the interior of ff 

(12-8) 

i\AH]Sfi = 2(Aff + r2 + \v\l) + [-F^V>]ffi0 = [-F%tfff] + 2(r2 + \u\l). 

Thus, it suffices to prove that for <j> G C£°(M) with sufficiently small support 

<f>{Hs + V)([-Ydy, Hff] + 277)0(Hff + rj) 
(12-9) 

> 2 ( A - s{\)- e)(f>(Hff +V)2 

where we have written rj = r2 -h |i/|2 for simplicity. As the notation indicates 4> is 

not allowed to depend on r, v and p G C. This is exactly the 2-body estimate of 

the Theorem of Froese and Herbst in [9 ] if Ntf,o(V) is the same on each fiber up 

to translations and metric preserving transformations of SCTPX with scTqX, p, q G 

C (this statement makes sense due to 4.2). The general case requires only minor 

modifications. 

Namely, the point is to reduce the estimate to first a similar one but with 0 possibly 

depending on £ = (p, r, v) G W1-, and then further to an estimate analogous to (12.4) 

for the two body operators. In fact, a weaker estimate than (12.4) suffices for two-

body operators. More precisely, suppose that A G M, and e > 0. If A > 0 let 8 — s, 

if A < 0 let 5 = m i n { - A , e } . Then for a G ( -oo ,A] and for all 0 G C^(E;[0,1]) 

supported in the open interval / = (a — (5, a -f S) we have that 

(12.10) </>(Hff(z))[-Ydy, Hs(z)]<f>(Hff(z)) > 2(a - s(X) - e)(t>{H^z))2 + R(z) 

ASTÉRISQUE 262 



CHAPTER 12. THE MOURR E ESTIMAT E 75 

where R(z) is a continuous function on C with values in *^00'1()9~1(p)) if we fix </>. 
The analog of (12.4) would have s%(cr) instead of s{\) on the right hand side where 
2̂(cr) = 0 if a > 0 and it can be taken arbitrary if a < 0. Thus, (12.10) is weaker 

than the two-body Mourre estimate since 52(cr) < 5(A) if cr < A. Now, since 

(12.11) [Ay^e^irHp)), 
and, by Proposition 10.2, 

(12.12) 4>(Hs(z)) - 4>(A) €  *«po,1C8-1(p)) , 

so taking into account [—Ydy, Aff] = 2Aff, (12.10) is a consequence of 

(12.13) 0 (A)A0(A) > (a - £)0 (A)2 

for A > 0 and the vanishing of both sides of (12.13) if A < 0. These in turn follow 
from supp (j) C / , spec(A) = [0,00), and from the fact that if A < 0 then I C (-00,0). 

Now suppose that ip G C^°(E; [0,1]) is supported in (A - 6, A + 8). Let <r(£) = 
\-T2-\V\2Z. Then with ^(t)) = *P(t + r2+ \v\2z) we have supp ^ C (cr(£) -<5,cr(£) + 8) 
and ^(Hff(z)) = ^(ffif(0). Thus, by (12.10) 

(12.14) tKHs(W-Ydy, Hz(z)]il>(Htt(Q) > 2(a(0 -  5 (A) - e№(#ff(0)2 + R(£) 

where now i?(£) is a continuous function on WL with values in ^ ' ^ ^ ( S ^ ) if we fix 

Choose ip, (j) G C£°(R; [0,1]) such that ^ is identically 1 near supp^, supp?/' C 
/ — (A — <5, A + <5), and ^ = 1 near supp</>. Thus, multiplying (12.14) by tp(Hfi) from 
both left and right, 

$(HB{№-Ydr, HS$(HB(Z)) > 2(a(0 - s(X) - e^HftiO)2 
(12.15) _ ^ ~ ^ 

+ ^(jfff)jj(0V'№) . 
Suppose that cr(£) is not an eigenvalue of HB{z), i.e. A is not an eigenvalue of 

H«{£). Then %j?{Hs(£)) -> 0 strongly as supp^ -> { A } . Thus, 

(12.16) II Wff(O)TO£(#ff(0)ll <  £ 
if we assume that ^ is supported in a sufficiently small open interval 

/^ = ( A - ^ , A + 4). 

Hence, 

(12.17) $(HS{0)[-Y&y, HB(z)$(Htt(Z)) - 2(<r(fl - s{\) - e)${H«{0)2 > -e 

whenever supp if) C 1^. The left hand side is a continuous function of £ with values in 

#(L2C(§+),L2C (§![:)) if we keep tp fixed, so there is a neighborhood U$ of f such that 
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for £' e Uz 

(12 18) №*&))l-79Y> Hff(z')MHs(?)) - 2(a(0 - s(X) - s)^(flff(£'))2 
> -2e 

if suppV? C Multiplying (12.18) by 0(ffff(f)) from both left and right and rear­
ranging the equation, we deduce that for all £' G 

(12.19) ^№(O)[ -Fa F, f l f f (^ ) ]0№(£)) > 2(a - s(\) - 2e)ct>(Hff(0)2 

whenever supp <j> C (A - <5£/2, A + /2) . 

If cr(£) is an eigenvalue of Hff(z), then a < s(X) by the definition of s(\). We want 

to prove that even in this case there exists a neighborhood U$ of £ and > 0 such that 

(12.19) holds whenever £' G  (j) G  CC°°(E; [0,1]), supp0 C  (A - ¿¿/2 , A + 5'J2). We 

again follow the proof of Froese and Herbst, though in the particular case of three-body 

scattering the estimate of Lemma 15.1, which we use in the microlocal propagation 

theorems, would make the proof slightly simpler. So let E — EHFF^({a(£)}), EH{{ 

denoting the spectral projection. We proceed to show that there exists i?i(£) compact 

such that 

(12.20) ^(Fff(£))[-F%, tfff  (z)$(Hs(0) 

> 2(<j(£) - s(X) - e)faH%)2 + ^(ffff)(Id -E)R1(0(ld -E)$(H«), 

from which (12.17) follows as in the previous case since ^(ifff (£))(Id — E) - » 0 strongly 

as supp^ - » { A } . To prove (12.20), choose a finite dimensional orthogonal projection 

with RanF C Ran.E and 

(12.21) ||(Id -E)R(0(Id -E) - (Id -F)R(0(ld -F)\\ < e/2. 

This implies that 

, * n ^ 0 > - ( £ / 2 ) ( ^ ( H f f ( 0 ) 2 - F ) 
(12 22) _ _ 

+ ^ № ) ( ( I d -E)R(0(ld -E) - (Id -F)i?(£)(Id -F))faH«) 

since i\) = 1 near A, so xf>(Hff((;))F — F. We now use (12.14) with £ replaced by 

e/4. Multiplying it by i/j(Hff)(Id —F) from left and right (noting that the two factors 

commute) and adding (12.22) to it gives 

(12.23) W f t ( O ) -  F)[-Ydy,Hs{z)]${HR{Z)) - F) 

> 2(a(0 - s(\) - e/2)$(Hs)2 - F) + ̂ (Jfff)(Id -E)R(0(ld -E)$(HB). 

Following the proof in [9] , we note that now it suffices to show that for some i?2(£) 
compact we have 

(12.24) F[-Ydy, Hs(z)$(Hs(0)(ld -E) + (Id -E)^(Hs{0)[-Ydy, Hs(z)]F 

> 2 (a (0 - *(A) - e/2)F + ^(Hff)(Id -E)R2(0(Id -E)${HS). 
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Indeed, adding (12.23) and (12.24) proves (12.20) since by the virial theorem 

E\Ydy,Hs(Q]E = 0. 

Now, we simply let 

(12.25) C = C(0 = F[-Ydy, Zf e (z)g(£ff (0)(ld -E), 

Rate) = -£C{0*C(0, e = e(0 = §(s(A) - a(0 + e/2)"1 >  0 . In this notation 
(12.24) becomes 

(12.26) C*F + FC> -{e-^CTC + sF), 

and to prove (12.26) it suffices to note that 

(12.27) {e-^C + ffx/2F)*(e-1/2C + s^F) >  0 . 

Now if 5'^ > 0 is sufficiently small and V = V's is supported in = (A - S'^, A + 6'^) 
then 

(12.28) |№(£ff(0)(H -E)Rdt)W -E№(Htt{Z))\\ < e-

So from (12.20) we conclude that (12.17) holds. Then the very same continuity 
argument as after (12.17) proves (12.19). 

It only remains to show that for a fixed A G E we can choose 8f independently of 
£ G W1-. We have already shown this for a neighborhood U$ of each £. Note that 
Hff(z) is bounded below uniformly, so there exists c > 0 such that </>(i/ff) vanishes 
if cj) is supported in (A - 1, A + 1), and r2 + \v\2z > c. Thus, (12.19) is automatically 
satisfied outside a compact subset K of W^. Now, {U^ : £ G K} is an open cover of 
if, so it has a finite subcover {U^ : j — 1,..., J } . Let 8' — min{c^. : j = 1,..., J } / 2 . 
Then for <j> G C£°(E; [0,1]) supported in i " = (A - 6', A + <J'), (12.19) shows that 

(12.29) 0(£ff(0 )[-FcV, ffrMffff(0) > 2(a(0 - 5(A) - 2e)0№(£))2 

since £ G 17$. for some j . Adding 2(r2 + |i/|^)0(i/ff)2 to both sides and noting that 

^(0 + 7-2 + M2 — A proves (12.9), and hence the theorem. • 

One of the main uses of the Mourre estimate is to construct the weak limit of the 

resolvent of H at the real axis. Thus, note that 5(A) < A for all A, and away from 

the thresholds A — 5(A) — e > 0 for £ > 0 sufficiently small. Here it should be noted 

that by the absence of positive eigenvalues of the two-body Hamiltonians there are 

no positive thresholds, so for A > 0, and more generally for A ^ A (if) the Mourre 

estimate is a positive commutator estimate. 
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CHAPTER 1 3 

THE BASI C COMMUTATO R ESTIMATE 

In the following chapters we analyze the propagation of singularities of generalized 
eigenfunctions u of H (so u G  C~°°{X), {H-\)u = 0) by constructing Q G  * ^ , 0 ( X ) 

such that [Q0(fl"),ff]ff x is positive where </> G  C^°(E) is supported near A. Here Qff 

will have the form M # ) f f with / G  C°°(^J-) , ip G C£°(R). In fact, / will arise as 
the restriction of q G C°°(SCT*X) to W^, where c/|scj£x is independent of )tx, i.e. it is 
just the extension of a function on W1- by the orthogonal projection. Unfortunately, 
we will have q £ C°°(SCT X ) , meaning that the behavior of q at fiber-infinity on 
SCT*X is not sufficiently nice (SCT X is the (fiber-)radial compactification of SCT*X). 
Hence q does not give rise to an element of #^?'0(X). However, this is a rather 
irrelevant difficulty since we wish to mutliply the quantization of q by tl>(H), which is 
in i.e. it is trivial at fiber-infinity ('smoothing up to dX1). 

We deal with this difficulty by realizing that we can write down the full symbol 
q of Qip(H) explicitly, where Q would be defined by a quantization of a symbol 
with complicated behavior at fiber-infinity, and the quantization of q gives rise to an 
element of ^S^°,0(X) with all the desired properties. Although it is straightforward to 
compute the indicial operators of Qip(H) and [Qip(H),H] directly from this point of 
view, the arguments are much simpler (and more transparent) if we also consider Q as 
an operator acting on oscillatory functions. On such functions Q behaves essentially 
as an element of the scattering calculus, thereby simplifying the discussion (indeed, 
this motivates the choice of q in the following chapters). In particular, we can use 
[ip(H),H] = 0 explicitly in such an argument. 

Since we work locally in what follows, we may replace X by U C § ^ open, § ^ 
being the radial compactification of RN. We have coordinates (x,y) on §+ , yj being 
local coordinates on SN~X = Thus, the standard polar coordinates on K£f are 
(#_1,|7), so w — x~ly. The canonical coordinates on J 1 * ^ induced by w are denoted 
(w,£); the canonical coordinates induced by (x,y) are denoted (x,y,r,~p) as usual. 
Note that embedding 8N_1 into RN as the unit sphere and using the standard metric 



80 CHAPTER 13. THE BASIC COMMUTATOR ESTIMAT E 

on both S^-1 and RN, a covector ~p• dy G T^S^-1 can be regarded first as a vector in 

T^S^-1, hence as a vector in TyRN, which is orthogonal to the radial vector y. (See 

also Appendix A, in particular the discussion in the proof of Proposition A.l .) Thus, 

T = —f * an(i ~P — £ _ (£ * V)y with fx regarded as a vector orthogonal to y. We also 

use the notation (£)2 = 1 + |£|2 , ((T,/ J))2 = 1 + r2 + |/Z|2 (here | • | is the Euclidian 

metric in our coordinates). Thus, (£) = ((r,77)). 

As discussed in Chapter 3, locally in X we can write ^( i7) as the right quantization 

of a symbol p, i.e. if p G C°°(X) is supported in U C §+ open, c\(U) C U, identically 

1 on a smaller open set U' C £/, p € C£°(U), p = 1 on [/, then 

(13.1) P = pil>(H)p= (2n)-N J e^-y'^pix'.y^Od^ 

Here p is smooth in the blown-up coordinates at C, i.e. it is in C°°([§+;C] x R^). 

Since il>(H) G # ^ ° ' 0 ( X ) , i.e. it has smooth kernel, p and its derivatives are actually 

rapidly decreasing in £. 

Now suppose that 

(13.2) q € C°°(M£;y\z x R ^ J , *»£t = [0, o o ) , x x K™-1, A T = n + m, 

<7 is supported in K x M.N for some compact set K cU', and it satisfies the estimates 

(13-3) \Dly,M^A < ca,0((r,/i, i / ) r - > 

for some CA,/3 and raA?/3 independent of (a:, y, z, r, î ) . Changing to the dual coor­
dinates £ of w, (13.3) becomes 

(13.4) \^,y,zDlq\ < C'a90(S)<* 

Thus, q G C°°(SCT*X), but typically q $ C°°{SCT*X), so q is not the symbol of an 

element of ty^°(X) (under left, right, Weyl, or other 'reasonable' quantizations). We 

are mainly interested in q with much better properties; in our positive commutator 

estimates we take q whose support projects to a compact set in the (r, v) coordinates, 

and behaves as a (classical) symbol in ¡1. However, it is actually convenient to treat 

this more general class of q in this chapter. 

Although in general q £ C°°(SCT X), it is easy to see that q defines an operator 

acting on oscillatory functions u = el^xv1 f G C°°(X), v G C%°(U) by, say, left 

quantization. Namely, 

QU = (2TT)~n f e i ^ - ^ ^ / ) ^ ( ^ , ^ O ^ ( ^ ^ ^ 0 ( ^ 0 " N " 1 ^ ^ , # , 
(13.5) J 

= {2*)-N J e**'*q{x9y,Qru{Qdt 

where the integral makes sense as a distributional pairing since Tu is a Lagrangian 

distribution with compact singular support and it is Schwartz outside a compact 

subset of R^ (e.g. if / = 0, then Tu is conormal to the origin); see also Appendix A, 

in particular the proof of Proposition A.l for more details. In fact, we can prove 
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more generally that Q defines an operator acting on singular oscillatory functions 

u = e{flxv, /  G  C°°{X), v G  C™([U; C)) since such u lies in H™>1(§*[) for some /, and 

correspondingly Tu G  iJs£°°(§+), so Tu vanishes to infinite order at infinity in a L2 

sense. To prove the existence of this action, we 'regularize q to finite order', i.e. write 

qTu = {(0~kQ)((0k^u)in the integrand above, note that (0k^u G  flk °°(S£) for all 

fc, and (Q~kq satisfies an arbitrarily large number of the scattering symbol estimates 

(arbitrarily many seminorms of (Q~k in C°°(§+ x S+) are bounded) provided that we 

chose k sufficiently large, so we can apply the corresponding results in the scattering 

calculus (discussed in Chapter 6  here). 

Now, choosing a cutoff, 

(13.6) p' G CC°°(C7) , supp(l - p') n K =  0 , 

allows us to extend Q to an operator acting on singular oscillatory sections u = elftxv, 

/ G  C°°(X), v € C°°([X; C]), on the original manifold by 

(13.7) Qp,u = Q(p'u). 

Based on this, choosing p' =  1  on U, we can consider the composite operator 

(13.8) Q = (Qp'){fnl>{H)) = QfnP{H), 

a priori acting on oscillatory functions u = e1?Ixv, f G  C°°(X), v G  C°°([X; C]); Q is 

independent of the choice of p'. Since we have written Q as a left, and pip(H) as a 

right quantization, we conclude that the kernel of the composite operator is 

(13.9) (Qfnl>(H)p)(x,y,x',y') = (2TT)-n Je^*^'/*'^q(x,y,Op(x',V',0 d£ . 

Note that 

(13.10) MH)(I -p)e *;~'°°(x) =  *-~-~po , 

so pip(H)(l - p) : C~°°(X) -> C°°(X) is continuous. Since Qp, : C°°(X) -s- C°°(X) is 
also continuous, we conclude that 

(13.11) Qml>(H)(i - P) e  ^c00'00^) -

Since this is a 'trivial' term, we sometimes write that Q is given by (13.9) (i.e. neglect 

p) to simplify the notation. 

Motivated by (13.9) , we now consider the symbol 

(13.12) q(x,y,x',y',0 = q{x,y,Z)p(x',y',Z). 

Due to the rapid decay of p in £, and using the radially compactified notation in the 

£ variable, we can deduce that 

(13.13) qeC°°(^ x [ § f ; C ] x § ^ ) 
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vanishes to infinite order at S^xS^x S^"1; here S^"1 = dS%. It follows that the 

operator Q obtained by quantizing this 'double-symbol' as 

(13.14) Q = (2n)~N J eiW*-*M<q(x,V,J,V',S)dZ 

(this is really the kernel of q) is in #3™' (X) since the integral converges absolutely 

and away from sfc and sf' the exponential factor gives infinite order vanishing (cf. 

Chapter 3). 

The simplest way to analyze the symbolic properties of Q is via the oscillatory 

testing definition of the indicial operator and recalling that (13.8) holds with the right 

hand side considered as the composition of operators acting on oscillatory sections. 

Thus, we only need to compute the leading part of Qp'u for u — el^xv, f G C°°(X), 

v G C°°([X; C]). But 'regularizing q to finite order' as above shows that this is given by 

the same formula as for scattering pseudo-differential operators. First, with f = f\dx, 

(13.15) e-it'*Qp'eit'*v(0, V, *) = «(0, V, z, -f(y, z),dvf(y, z),8zf(y, z))v(0, y, z), 

so <2m f =  q\scT*xx- Moreover, with a — (£)~kq (which can be regarded as a scat­
tering symbol satisfying a sufficient number of symbolic estimates), A (say) the left-
quantization of a, using the formula of the scattering calculus (see also Chapter 4 and 
Chapter 6), we see that 

(13.16) A(0,y,z,S,Y,Z) = (27T)~n je^ST+Y^z^a{0,y,z,T,p,v)drdpdv. 

Thus, 

(13.17) As(z, r, i/; F, Y) = (27r)~n j eiy^o(0,0, *, r, //, v) dp. 

Correspondingly, 

(13.18) QA(0,F ,2) = (2vr)-n JeiY'»q(0,0,z,T^,v)v(0,7-Y,z)diJL, 

so 

(13.19) Q ff(z,T,i/;F,r) =  (2ir)~n JeiY ^(0,0,^,r,M, v) d/i. 

This operator becomes particularly simple if q satisfies 

(13.20) q(0,0,z,r,^u) = f(z,T,u), f € CC°°(WX), 

i.e. q is independent of \i at C, since then / can be factored out of the integral giving 

(13.21) QB(z,T, v) = f(z, T, u) Id € ¥&°(SS). 

Finally, from (13.8) (using that supp(l - p) xRN and supp# are disjoint) we deduce 

that 

(13.22) §mf = Qm{^{H)mf, §ff = Q«ms. 
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The same discussion can be carried out more directly from (13.12); we briefly 
outline the argument. Namely, it is straightforward to check that 

(13.23) x~x (y - y') • f = St + Y • p + Z • v + xr(x, y, z, 5, Y, Z, r, /x, i/) 

where r and its derivatives is polynomially bounded in (5, Y, Z, r, //, i/). Using (4.13), 
(13.14) gives 

(13.24) 

Q(0,1/, 5, Y, Z) = (2TT)-N J e ^ r + y ^ + z ' ^ ( 0 , F, z, 0 ,F - y , *, r, /x, i/) dr d/x dv. 

The indicial operator at mf is given by the (5, Y, Z) Fourier transform of the restriction 
of the kernel Q to s f s o it is simply 

(13.25) Qmf (y, z, 5, Y, Z) = $-(0, y, s, 0, y, z, r, /x, i/). 

The indicial operator at ff is given by the (5, Z) Fourier transform of the restriction 
of the kernel to sfc, so it is 

(13.26) $s(z,T,v;Y,Y') = (2ir)-n Je^'^»q(0,Y,z,0y ,z,T,»,v)d». 

If q satisfies (13.20), then we can substitute q = qp in the above formula, and pull out 
the factor q as / to conclude that 

QS(z,t,v;Y,Y) = (2ir)-n f(z,r,v) / e iy>(0 ,F -Y,£ , r , / x ,* / )d /x 
(13.27) J 

= f&T, u)^(H)s(z,t, v) 

in agreement with the previous results. 
Summarizing the previous two paragraphs, we have proved the following proposi­

tion. 

Proposition 13.1. — Suppose that q is as in (13.2) and ip G  C£°(R). Then q given by 
(13.12) and (13.1) defines Q G  tf^'°(X) via (13.14). We also have 

(13.28) Qmf,o(2/, t, /x, i/) = g(0,2/, 2, r, /x, i/)^(if)mf (3/ , z, r, /x, i/), 

and for £ =  (z,t,v) G  W1-, <5fr,o *5 0*wen fa/ (13.26). J / in addition (13.20) /w/ds, 
£ften 

(13-29) §ff>0(0 = №MH)B,o(Z)-

Suppose that H is as in (11.11). The condition [Q,H] G  ̂ ^^(X) is equivalent 

[Qff, Hff] = 0 on If it is satisfied, we can compute the indicial operator [Q, H]ff r 
Namely, it is just defined by the action of the commutator on oscillatory test functions: 

(13.30) \&ff\s ,v = (x-'e-^lQ.Hy^v)^. 
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Since the action of Q on such oscillatory sections u has been defined above, we can 

write Q = Qip(H), [Q,H] = [Q,H]faH), expand the commutator on the right hand 

side, and apply the discussion of Chapter 7 even though Q is not in 9^f(X). Again, 

this can be justified by 'finite order regularization of q\ Thus, we have the following 

proposition: 

Proposition 13.2. — IfH satisfies (11.11), ip G C£°(R), andq is as in (13.2) satisfying 

(13.31) g (0,0, z, r, v) = / (* , r, i/), / G  C?(W^) 

then [Q,H] G  ̂ ^(X). Moreover, for each £ G  W1-

(13.32) [Q^lff|1(0 = [QTH]ff,i(0̂ (H)ff(0 e *-°°'°(Sj) 

where [Q,H]ffi is given by the Proposition 7.3 with dxQ^ the operator obtained by 

replacing #(0,0, £,r,/z, V) by dxq(x,xY,z,T,p,v)\x=0 in (13.26). 

Proof. — By the previous proposition Q G  ̂ f^,0(X), and using 

(13.33) §ff)0(0 = f(Oi>(HsAO), 

SO 

(13-34) Cff]ff,o (0 =  [§ff,o (0. HSt0(0) = f(OWHSfi(0), Hff,o (0] =  o . 

We can then use the discussion preceeding this proposition to compute the indicial 

operator [Q^(iJ), H]ff 1? giving the claimed result. • 

Remark 13.3. — An alternative proof of the proposition is to calculate dxQ^ from 

(13.14). It is not hard to see that it gives the same result; the main point is to realize 

that the terms arising from differentiating either the exponential or p are exactly the 

same as the terms that would arise if we dropped q (i.e. assumed that it was 1), 

multiplied by f(z,T,v) = g(0,0, z,r, 0, v). Since I/J(H) commutes with H, such terms 

must cancel against others in the commutator formula of Proposition 7.3. 

The following corollary of the preceeding discussion is the basic commutator esti­

mate for the propagation results. 

Corollary 13.4. —  Let H, ij), q and f be as in Proposition 13.2, and let I G E. For 

( E l f 1 let 

(13.35) R(0 = [x^H]w(0 - [i^]ff|l+1(0^(A)iF,o(0-

Then 

(13.36) [*̂ W,+i = fr^Wi^W 
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and R(£) G  ̂ sc00'1 (§+)• Moreover, there exist C and k independent of £ and q such 
that 

(13.37) ll«(OllB(Lac(SJ),Hi1(Sy) 

< C s u p { | ^ y f W i ? ^ ( 0 , 0 ^ , r , , i , i / ) | : M < fc, |/J| < 1, P e Rn}. 

Proof — First, (13.36) follows from ip(H)mf = ^(A)mf , #mf = Amf, and the com-
mutativity of the indicial operators at mf. 

At ff we use the formula in Proposition 7.3 together with (13.33) and dxQff given 
in Proposition 13.2. Thus, 

[Q^H),H]^ = ([ft^ff, JTff] - (JDr/)(F,Hff]dy - (DTf)(YdyHf[) 

(13.38) + ( D J ) № H f f ) - {DuH^){dzf) 

+ (i / •  DvHs)(dTf) - (y • Duf)(drHs)№H)s. 

Here we can write Fff = Aff + Vfr. Since V vanishes at mf, Vfr G  A s 
Yj G  *si"1(S+), it follows that all terms of (13.38) arising from V are in tf^S!}.), 
and the q dependence of all but the first one is simply via multiplication by a derivative 
of / . It is particularly easy to deal with the first term, [dxQf[, V«]^/;(H)S, if the full 
'amplitude', 

(13.39) (dx + Ydy)q(0,0, *, r, p, i/), 

of dxQff is actually a symbol in p of, say, order 0 (which is the case we will be 
using in the following chapters). Namely, then dxQ$ G  \Pgc~1 and we only 
need that the norm in S(l4(§!*), i7sV(§+)) of its commutator with Vf r G ^^(S+) 
is bounded by a seminorm of the full symbol, (13.39), of <9x<2ff; this is a standard 
result in the scattering calculus. In general, when (13.39) is not a symbol in we 
can use a regularization argument, i.e. we multiply (13.39) by (p)~m(p)m, and use 
that (p)~m(dx + Ydy)q(0,0, z, r, p, v) satisfies an arbitrary large number of symbolic 
estimates if m is sufficiently large, and note that ^(H)ff G  *^oo'0(S!f.). This shows 
that [<2 , V]i/>(H)ff x satisfies the estimate of (13.37). We also have an additional term 
in [xlQ,V]il>(H), namely V]Q, but here the commutator actually vanishes. 

It remains to deal with [xlQ, A](ip(H) — tp(A)). Since under our assumption on V 
we have 

(13.40) № ) s - ^(A)ff € 9-°°-HSV> 

it suffices to show that for some m the norms of [xl, A]ff i+1 and [Q, A]ff x as ele­
ments of B№»1(S?),f l ' i ,1(S+)) have bounds as in (13.37). 'if (13.39) is a (classical) 
symbol of order 0 in py these follow from Proposition 13.1 and (13.38) respectively 
where now Aff G  ^ ° ( § + ) only ensures that the commutator is in ^^°(§!J: ) as op­
posed to the case of [Q, V]. Even in general we do not need to use a regularization 
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argument since Д is a scattering differential operator, so the commutator [dxQff, Aff] 
is just the product of |Y,Aff] and the quantization of dyq(0,0,z,T,p,v), and the 
required estimate follows directly. 

Since ф(Н)ъ has compact support in W^, we see that С can be chosen to be 
independent of £. • 

We also need to show that the operator wave front set of Q is indeed where we 
expect it to be. For q G C°°(SCT*X) we let 

(13.41) ess supp(g) = {a e scTQXX : q vanishes with all derivatives near a}c. 

At ff we need a uniform version of this in the ц variable: 

(13.42) ess suppff(<7) = { £ = (* , r, v) G  W± :  3p G  C°°(WL), X G  C°°(X), 

p(0 ф 0, x(0,0,s) ф 0, Xpq € С~ГТ*дхХ)}с. 

Lemma 13.5. —  Suppose that q, Q are as in Proposition 13.1, ф G C£°(K) . Then 

(13.43) WF^sc?mf(Q) С /Г1 (ess supp(#(^)) ) С 3s°KF[X; C], 

(13.44) WF;8C)ff(Q) С ess suPPff fa) П WF'3sc^(H)) С W^. 

Proof. — This follows from the definition of Q via the quantization map, taking into 
account that composition is 3sc-microlocal. • 
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PROPAGATION O F SINGULARITIE S 
IN NORMA L DIRECTION S 

We are now ready to prove that singularities of generalized eigenfunctions of H 
which are incident along integral curves of acHg which are not tangent to C propagate 
along broken bicharacteristics. Recall that n1- : SCT£X -> W1- is the orthogonal 
projection to the orthocomplement (with respect to the metric g) of the annihilator 
of SCT(C; X),ge C°°(SCT*X) is the metric function onX,he C°°(T*dX) the metric 
function on dX, and h = h\^±. We only state the result for propagation in the 
forward direction of scHg flow, but it is equally true for the flow in the opposite 
direction as a minor modification of the arguments shows. 

Proposition 14.1. — Let H be as in (11.11), A > 0. Let £o = {ZQ,TQ,VO) G  En(A). 
Let e > 0 be such that exp(sscHg)(a) $ SCT£X if a G  SCT£X n E A - A , = f0, 
s G  (-6,6) \ { 0 } . Suppose that u G  C-°°(X), £0 i WF3sc((# - X)u), and for all 
a G  SCT£X D E A -A with = £0, we have exp(sscH9)(a) <£ WF3sc((i7 - X)u) for 
all s G  (—6,6). If in addition for each such a there exists s G  (—6,0) such that 
exp(sscHg)(a) £ WFsc(w), then £o ^ WF3sC)ff(w). Hence, for all such a and for all 
s G  (s,e) \ {0}, exp(s*cHg)(a) <£ WFsc(u).' 

Proof. — Notice first that Melrose's form of Hormander's propagation theorem [25, 
Proposition 7] implies that under our assumptions exp(sscHg)(a) £ WFsc(w) for all 
5 G  (—6,0) and a G  SCT£X D E A -A satisfying ir^-a — £0- Similarly, if we just prove 
exp(sscHg)(a) £ WFsc(w) for sufficiently small s > 0, it follows for all s G  (0,6). This 
in turn will follow from £0 ^ WF3sc,ff (u) since the wave front set is closed. Thus, we 
can work above a coordinate neighborhood U of (0,z0), and hence we can use local 
coordinates (y,z,r,p,v) adapted to W1- in this proof. 

The proof is by induction on microlocal regularity, i.e. we prove that 

(14-1) Co i W F ^ f f ( « ) 

for all m, /. Here m is irrelevant by standard elliptic regularity, i.e. by Lemma 11.9, 
which shows that if (14.1) holds for one m, then it holds for all m. So assume that 
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(14.1) holds for some m and Z, and we proceed to show that it also holds if we replace 

I by I + 1 / 2 . 

We first construct a symbol q which has a positive commutator with H microlocally 

away from exp(sscHg)(a), s G ( -£ ,0 ) , and which is elliptic at exp(sscHg)(a) for 

sufficiently small s G (0,e). Note that the our commutator construction will be 

similar to, though much simpler than, the one used in the proof of [18, Proposition 

24.5.1]; that proof will be more closely followed when we investigate the propagation 

of singularities at £*(A) in the next chapter. Let 

(14.2) £ = {(t/, z, r, /i, v) : fi • y = 0, fi ? 0} . 

Thus, S C scTjjX is a smooth hypersurface. Moreover, in these local coordinates 

(11.26) states that 

(14.3) scHg = 2r(xdx +vd,L + vdv)-2hdT +Hh + xW\ W G Vb(scT*X), 

and by (11.29) 

(14.4) P^(3scT[X; CHh-2n-dyeT(scT£X). 

As //•y = 0 on SCX£X, this proves that scHg(p'y)\y=o = — 2|//|2, so scHg is transversal 

to S n SQT~X if [7 is a sufficiently small neighborhood of (0, z0) in <9X. 

Let p G C£°(K; [0,1]) be supported near A, and it is identically 1 in a smaller 

neighborhood of A. Now, on a neighborhood U' C SCTQXX of supp/>(#) fl SCT£X we 

can solve the Cauchy problem 

(14.5) scH9co = 0, u|E = M2 + |* - z0|2 + |r - r0|2 + |i/ - i/0|2 

where | • | denotes the Euclidian metric in these local coordinates. Since U;|E >  0, we 

have lj > 0 on U1. Also, uj\y, vanishes exactly at 

(14.6) 5 = {a G SCT£X H U' :  Tr ^a = 

so uj will vanish exactly at the flow-out 

(14.7) S = {exp(sscHg)(S) nU' : s G ( -£ ,£ )} 

of this set under scHg. Moreover, duo will also vanish on 5, since it does at 5, but for 

the same reason the Hessian is positive in directions transversal to scHg. In particular, 

on compact subsets K of U' we have for some Ci, C2, C3 > 0 depending on i f 

(14.8) CICJ1/2 < dist(p, 5) < C2CJ1/2, 

where dist is the Euclidian distance. By reducing the size of U' (while keeping it a 

neighborhood of suppp(#) fl SCT£X) we may assume that this holds everywhere on 

U'. 

Propagation along the integral curves of scHg can be measured by \x • y since it 

vanishes on S and scHg(fj, • 2/) >  C o on U'. It will be, however, convenient to introduce 

a new propagation variable N so that scHgN — 1, 7V|E = .0 (i.e. parametrize the 
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integral curves by the time it takes to flow from £ to the given point). Thus, for some 

ci, c2 > 0 

(14.9) cl(fi>y)<N <C2(fA-y). 

Let x o G C°°(R) be \0(t) = exp(- l /£) for t > 0, identically 0 for t < 0, and also 

let x i € C°°(1R;[0,1]) be 0 on ( -oo ,0 ] , 1 on [ l ,oo) , and satisfy 0 < xi € C£°((0,1)). 

We now define for e > 0, 8 > 0, A > 0 

(14.10) 0 = A T + e- V 

(14.11) q0(y> z, r, //, i/) = xo^" 1 (2 - </>/<S))xi (N/5 + 2). 

Note that on the support of the first factor (j> < 28, and on the support of the second 

one N > -28. Thus, 

(14.12) on supp 5b, ^ < 48e, and \N\ < 26, 

so if we choose e, 8 > 0 sufficiently small then for some K c U compact supp 5b C 

SCT^X, i.e. q0 can be regarded as a function on SCT*X. Next, scHg<f) = scHgN = 1 

since scHgu = 0, so 

(14.13) s c ^ ~ = _ ^ 2 + eo 

with 

(14.14) gl = A-16-1x'0(A-1(2-4>/6))Xi(N/6 + 2), 

(14.15) e0 = 2<5-1Xo04-1(2 - 4>/6))X[(N/6 + 2). 

Noting that on SCTQX fl U', go is independent of n, let 

(14.16) / ^ ^ x i x i G H ^ 

so f%, = #olscT£Xn*7', and in particular gl\s = fb\s = 2^-M-1Xo(2/A) > 0. On 
the other hand, 

(14.17) on supp60, -28 < N < -8, u < 48e. 

Now, \i(N/8 + 2)|scT<*x = 1, and §b|8CT* AW is independent of \i, namely it is 

(14.18) f(z,r,v) = q0(Q,z,r,ix,v) = Xo(A~x(2 - ojq/(e5))) 

with 

(14.19) u0 = \y\2 + \z- z0\2 + |r - r0|2 + |i/ - i/0|2 G C°°(SCT£X), 

so we define qe C°°(SCT^X) by 

(14.20) §r= p(g)q0 + (1 _  /9(^))xo(^-1(2 - a*/(3J))). 

On the support of the second term ujq < 2s8, so \y\2 < 2e8, i.e. supp ¡7 G SCT^X (with 

K CU compact) as well. Now (14.20) implies that q(0,z,r,/¿,1/) is independent of ¡1, 
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and taking into account that Xo(s) = s 2Xo(s) and that A~x(2 - uo/(eS)) < 2A~X, 
we conclude that 

(14.21) fll-r-jc < 4A-2X'0(A-1(2 - 4>/6))Xi < C'A-'Sf. 

In addition, d<f) = dN + e~l du, and suppp(#) is compact. Furthermore, UQ is inde­

pendent of \x and the set {(?/, z, r, v) : UJQ < 2} is compact. Since on the support of the 

second term of (14.20), UJ0 < 2eS < 2 if we make sure that e< 1, S < 1, we conclude 

that 

(14.22) \dq\s.T.x\ < A^S-'C'il + e-^x'oXi < C"(l + e~ V-

More generally, taking into account that on SCT£X, UOQ, U and N are independent of 

/x, so when differentiating dq\scT*x with respect to /J, no additional derivative may fall 

on xo, we obtain that for all multiindices a 

(14.23) \dSdq\~T£x\ < C"(l + e~l)fb. 

Finally, we estimate q on supp(l — p(g))c, i.e. near S A - A - A S on suppifo, j^V| < 2d, 
we have <j> > —26, hence A'1 (2 — 4>/8) < 4A'1, and correspondingly 

(14.24) q\supp(i-p(9))c < CA^Sgl. 

In particular, given any M > 0, e' > 0 and keeping 6 < 1, we can make sure (by 

choosing A sufficiently large, only depending on M and e') that 

(14.25) scHgq + Mq=-(1- r)g20 + e0 on supp(l - p(g))c, 

here 

(14.26) r = MA'1 (2 - (t>IS)28, \r\ < e'/2. 

We now fix e and 5, but will leave M to be determined later. For small 6' > 0 

(14.27) Ks, = {a€ SCT£X : u>0 < S'} C SCT^}X, 

and choose 8' G (0,1) such that p(Ks') is compact (p being the projection SCT̂ JY -> 

[/), and 

(14.28; WF3sC)mf((tf - A)it) D tf,, = 0 , WF3sc,ff((tf - A)w) n 7r x( i^) = 0 , 

F € *°3£(X), WF'3scM(F) C / f r , WF3sCjff(F) C ^{K5, nscT^X) 
(14.29) 

P^(3scT[X; C)) -+ 0P^(3scT[X; 

This can be arranged as £o £ WF3 3Cjff((i? - X)u) and as (14.1) holds, since by mak­

ing 5' small we can make sure that Kg' is included in any fixed neighborhood of 

(fl""1)-1 ( { & } ) • Then> corresponding to (14.17), let 

(14.30) 
K = KSj ={ae SCT^X : -20 < N < -Ô, \g - A| < ôê, UJ < 46e} C SCT^X, 
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and choose e G  (0,1) and 8 G (0,1) such that if^ o C  Ks> and 

(14.31) E G  wsc,-00 (X), WF;C(£) cK=>Eue C°°(X). 

Note that this can also be arranged since we know that for a G  scTjjX with N(a) G 
( -£ ,0 ) , u;(a) = 0, g(a) = A we have a = exp(7V(a)sci/p)(a0) for some a0 G  SCT£X n 

E A - A with n^-ao = £o? so a £ WFsc(w). Hence fixing any 8 > 0 so that the flow 

stays inside U' for time \N\ < 46, we have that K$$ is compact and is disjoint from 

WFsc(-u) so for an appropriate neighborhood of Ks$, and hence for some e > 0 (14.31) 

holds. 

Let xpo G  C£°(R) be identically 1 near 0 and supported sufficiently close to 0 so 

that the product decomposition of X near dX is valid on supp^o- We also define 

(14.32) q = Mx)l 

Now note that q satisfies the estimates in (13.2) and let Q be the left quantization 

QL(Q) of q as in (13.12) We intend to compute the commutator i[Q, H]. Corollary 13.4 

reduces our task to computing 

(14.33) [ Q , A W A ) =  [W(A) ,A] . 

Since Qtp(A) G  &~C°°'0(X) we can use the commutator formula in the scattering 

calculus to give 

(14.34) j s c , 0 , i ( W ( A ) , A]) = -(scH9q)^(g), 

i.e. with qL denoting left quantization 

(14.35) i[Q, Aty(A) - xqL(-«>Hgq)il>(*) € * - ° ° ' 2 ( X ) . 

Let V € C£°(K; [0,1]) be supported sufficiently close to A so that p = 1 near supp ip. 
Now, fb is independent of p, so 

(14.36) z[OA]ffil^(A)ff = fiHA)s. 

Since t/>(H) - V(A) e  pmf 9£?'°(X), we have 

(14.37) m)s - ^(A)ff € ^c00' 1 

so 

(14.38) i[Q^]fftl^(A)ff - f m)s = /b(^(A)ff - m)e) €  ̂ "c00' 1 (§+) 

and its norm in BiL^S^), H^1 is bounded by a constant multiple of Z ^ ) . 

Combining this with Corollary 13.4, (14.21) and (14.23) shows that 

(14.39) = i\QJI}ffAm)ff - f MH)tt € tf"00'1^), 

(14.40) II^(OII8(L|c(S"+),k8V(S"+)) <  C'}\z,T,v) 

with C" independent of A, hence of M, if we keep A > 1. 
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It is useful to replace Q by a self-adjoint operator, so we consider if)(H)Q*Qip(H) 
in place of Qi{}(H). Thus, from (14.40) and Proposition 13.1 (employing (14.37)) we 
deduce that for some C > 0 

(14.41) \\i(^(H)[^H№(H))^0 - 2/V№)ff||̂ (L2c,H8V) ^ ^ ( 0 / ( 0 
for all£e W1-. 

Now we can follow the proof of Theorem 12.2. Thus, choose G C£°(R) iden­

tically 1 near A, xj) = 1 on supp^, ^ e 1 on supp^. Let s' G (0,1). On supp/, 

A — t2 — |i/|2 is not an eigenvalue of Hff (since it is positive). Thus, 

(14.42) l(S)ff(0 = VKtfffW + r2 + -»• 0 

strongly as supp^ - » { A } . Since supp/ is compact, and the inclusion map T G 

B(i7s1c'1(§J),LsC(§!f:)) is compact, for with sufficiently small support we have 

(14.43) ll(̂ ffir)ff(OIIB(̂ l(S»)1L?e(sy) < 
for all £ G supp / . Thus, on supp / 

(14.44) \\mH)[(f&H}t>{H))s^) - 2ff$(H)s\\B(L,>L,) < e'fiOHO-

Note that by (14.41), (14.44) holds automatically outside supp/, so it holds for all 

£ € W-1. Thus, 

(14.45) i$(H)[(?(lH]$(H))tttl > 2/b/JcffV - e77-
Multiplying by 0(if) from both left and right we finally conclude that 

(14.46) *</>(#)[<^#]0(tf )ffil >  ( 2 - e')ffHH)l. 

The other face, mf, is much easier to deal with. In fact, from (13.36) we deduce at 

once that 

(14.47) mH^Q^H^H)) mf1^ = -2^(g)2qrHgq). 

This also holds if we replace i\) by </>. 

Now we can follow the usual proof of the principal-type propagation theorem [25, 

Proposition 7]. Let 

(14.48) b = Mx)Q1/2(l-r)1/29o, 

and let B = qL(b)<t>(H). Also, let 

(14.49) E = <S>{H)qL{{qeo)1'2rqL{{qeo)ll2)<l>{H). 

Thus, by (14.46), (14.47), (14.25) and Proposition C.3 

(14.50) ix-l'2<l>(H)[Q*Q, H]4>{H)x'1'2 - Mx1/2<f>(H)Q*Q(f>(H)x-1/2 

- Mx-v,24>{H)Q*Q<t>{H)x1/2 > (2 - 2e')B*B + E + F 
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where B G  * ^ ' 0 ( X ) , E G  wsc-0,0 (X), F G  9^\X), and 

(14.51) WF^iE) c K = Kl96 

(14.52) 
WF'3sc?mf(F) C s u p p l e {a G  BCT£X : -28 < N < 28, \g - A| < <Je, u < 48e}, 

(14.53) W F ^ f f ( F ) C s u p p / . 

Let 

(14.54) Ar = x~l-1/2(l + r/x)~\ r G  (0,1). 

Also define 

(14.55) Qr = Q(j)(H)Arx~1/2, Br = BAr, Er = ArEAr, Fr = ArFAr. 

Then multiplying (14.50) by (l + r/x)"1 from left and right and rearranging the terms 
we obtain the following estimate of self-adjoint bounded operators on L2C(X): 

ixl^2[Q;Qr, H]xw/2 - xl+l^2((Mx^2Ar + G*r)<j)(H)Q*Qr 

(14.56) + QlQ(j>(H)(Gr + Mx^2Ar))xl+1^ 

> x/+1/2((2 - e')B*rBr + Er + Fr)x1^2 

where Gr = i[Arx~1/2,H). Now, Gr G  B№cm+1'"1/2(I) ,H^~l~1/2(X)) remains 
bounded when we let r 0. Hence, H^Grll < M if we chose M sufficiently large. 
The point of the commutator calculation is that in L2C(X) 

(14.57) <m , [Q*rQr, H]u) = 2i Jm(u, Q*Qr(H - A)u>; 

the pairing makes sense for r > 0 since Qr G  9^'~l(X). Now apply (14.56) to 
x-i-i/2u an(j pa r̂ ̂  w t̂n ̂ .-z-i/2^ ̂ n r ^ p q Then for r > 0 

(14.58) l l ^ l l 2 < \(u, Eru)\ + |<u, Frw)| + 2|(u, Q*rQr{H - X)u)\. 

Letting r ->> 0 now keeps the right hand side of (14.58) bounded since (l+r/x)"1 -» 
Id strongly on B(H™'>l'(X),H£'>l\X)). In fact, by (14.28) Qr{H - X)u G C°°(X) 

remains bounded in C°°(X) as r —>> 0. Similarly, by (14.31) Eru remains bounded in 

C°°(X) as r -+ 0. Also, Fr is bounded in S ( ^ ^ ( X ) , i J " m ' - z ( X ) ) , so (u,Fru) stays 

bounded by (14.29). These show that Bru is uniformly bounded in L2C(X) which 

implies that Bx~l~xl2u G  L2SC(X). 

Let 

(14.59) P ' = Bx'1-1'2 + P ( l - 0(#)) 

with P G  ^3 ;^~1 /2(^ ) with Pff>-/-i/2(fo) = Id. Although P(£0) is not invertible, 

B'(fo) is by (14.48). If P is chosen with WF3sc(P) sufficiently small, then £0 i 

WF3sc((# - X)u) implies that P ( l - 4>(H))u G  C°°(X) too, so we conclude that 

(14.60) B'u G  LS2C(X). 
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As B'(£o) is invertible, this implies that 

(14.61) ^ ^ W F 3 ^ 2 W . 

This is exactly the iterative step we wanted to prove. Hence, we deduce that (14.1) 

holds for all m and Z, proving the proposition. • 

An immediate corollary is a complete description of propagation of singularities 

away from C if C is totally geodesic. 

Corollary 14.2. — Suppose that H satisfies (11.11), C is totally geodesic, and A > 0. 

If u G  C-°°(X), (H - X)u e C°°(X), a e SCT*XXCX, a G  E A - A , and for every 

broken bicharacteristic 7 of H — A satisfying 7(0) = a, there exists t < 0 such that 

l(t) i WF3sc(u), then a $ WF3sc(u). 
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CHAPTER 15 

PROPAGATION O F SINGULARITIE S 
IN TANGENTIA L DIRECTION S 

We proceed to analyze the propagation of singularities along the tangential direc­

tions to C. First we prove a result showing that if either one of two spectral conditions 

on ii/ff, given below in (15.1) and (15.2), is satisfied, then for (microlocal) solutions of 

(H — X)u G C°°(X) the absence of WF3sc(w) in a ball implies the absence WF3sc(w) 

in a corresponding parabolic region. This is completely analogous to Theorem 2.50 of 

Melrose and Sjostrand [27] . The other main ingredient of proving that singularities 

propagate along generalized broken geodesies is the understanding of the generalized 

broken geodesic flow. Since the geometry is essentially the same as in [27 ] and [28], 
we can make this conclusion. As we are primarily interested in the actual three-body 

problem where C is totally geodesic, we will provide a simpler proof in this special 

case. 

If Hft has eigenvalues, propagation can be much more complicated. However, in 

the case when in some local coordinates adapted to WL, Hff(z) is independent of z, 

it can be described just as in the eigenvalueless case. It is convenient to state our 

assumptions here. From now on in this chapter we assume that H is as in (11.11), 

and either 

(15.1) Hff(z) does not have any eigenvalues in LgC(§+) for any z, 

Note that (15.2) does not give any conditions for hz(v), and it is satisfied for the 

actual three-body operators. We first prove a commutator estimate which will be 

useful if (15.2) holds. 

Lemma 15.1. — Suppose that À < 0 and H satisfies (11.11). Then given s > 0 there 

exists S > 0 such that for ip G C£°(R; [0,1]) supported in (\ — S,\ + S) 

or 

(15.2) in some local coordinates Hg(z) is independent of z. 

(15.3) \mHe)[Ydy,He}i>(Hs)\\ <s. 
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Proof. — Let E = E#ff({A}), Ен{{ denoting the spectral projection. First choose 
ф G C™(R; [0,1]) which is identically 1 on supp^. Then ф(Н«) = ф(Н«)ф(Н«). Let 

/ R = [Уду,Ня]ф(Ня) - [Уду, Aff]0(Aff) 
(15.4) _ _ 

- [Уду, Ая](ФШ - </>(Aff)) + [Ydy, Уц]ф(Нш). 

Now, [Уду, Aff] = -2Aff, and 

(15.5) P^(3scT[X; C ) ) ф ( Щ ) - ф ( А ^ ) е ^ 1 ( § 1 ) 

by Proposition 10.2. Moreover, Vff G  Ф£Ч§+), and Уду G Ф8^_1(Х), so their com­
mutator is in Ф ^ 1 ^ ) . Hence, R G  Ф " 0 0 ' 1 ^ ) , and thus it is compact on Z4(§+) -
Now write 
(15.6) 

ф(Ня)[¥ду,Ня$Ш =(ФШ - Е)[Уду,Нф(НяШНя) - E) 

+ Е[Уду, Ня]фШ(ф(Ня) - Е) 

+ (w (Hff) - Е)[Уду, Нц]ф(Нц)Е + Е[Уду, Ня]Е. 

Here the last term vanishes by the virial theorem. Also, ф(Н^) — E goes to 0 strongly 
as supp^ -> { A } , so in particular ф supported sufficiently close to A 

(15.7) ШНе) - E)R\\ < e/S, \\R$(HS) - E)\\ < e/S. 

In addition, A < 0 and Aff > 0, so if ф is supported in (A — г/32, A -f £/32) then 

(15.8) ||2Aff0(Aff)|| < e/16. 

Since ||V>(#ff)|| < 1, and the same holds for E we see that if ф is supported sufficiently 
close to A then the first three terms on the right hand side of (15.6) are bounded in 
norm by e/2, e/4 and e/4 respectively. This proves the lemma. • 

Recall that 

(15.9) h(z, v) = hz(v) = htt\y=o(z, v) 

is the restriction of the boundary metric ft to W^1, and we have defined 

(15.10) W = 2т(у • д„) - 2hz{v)dT + H-fr G  V{W^). 

This definition ensures that W - scHg\w±nxA_x = Ylai^tn m tne local coordinates 
adapted to W1-. We also assume in what follows that we have chosen some 

(15.11) K C S £ ( A ) \ ( / T Ui?+) 

which is compact. Since the propagation result is local, we can work in local coor­
dinates. In particular, it will be useful to extend the projection n1- : SCT£X —>• W1-
using a product decomposition given by local coordinates to a projection (also de­
noted by 7Г-1) from scTjyX to W^, where U С dX is a neighborhood of C. We also 
write I * I for the Euclidian metric on scTjjX in the local coordinates. 
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Proposition 15.2. — Suppose that H satisfies (11.11) and A > 0. Suppose also that 
either (15.1) or (15.2) holds. Given K as in (15.11) there exist constants CQ > 0, 
So > 0 such that the following holds. If £o = (20, To, ^o) E K, u E C~°°(X), £o ^ 
WF3sc((i7 — X)u) and in addition for some 0<e<l,0<5< min{Co£,$o} and for 
alla = (y,z,T,ii,v)escT£xX 

(15.12) \y\ < e5, ^ ( a ) - exp(-«W)(&)| <e6=>at WF3sc,mf(W) 

and 

(15.13) y = 0, ^(a) - exp(-<WO(&)| < eS => n±a £ WF3sc,ff(w) 

then £ 0 £ WF3 SCjff(w). 

Proof. — The proof is essentially a combination of the proofs of Proposition 14.1 
and of the propagation along generalized bicharecteristics found in [18 , Proposition 
24.5.1] which in turn is based on Melrose's and Sjostrand's paper [27] . Thus, we have 
to change the construction of q; the point being that now scHg is tangent to W1-
at some points of the broken geodesies, so we cannot use the flow-out of scHg from 
some hypersurface including SCT£X as in the normal case to define a;, and hence q. 
Of course, we still want to arrange Q to have a positive commutator with H in the 
region which we wish to exclude from the wave front set. The main difference from 
the proof of Proposition 14.1 will be that we define u by using the flow-out of W from 
some hypersurface; in particular to will be completely independent of fi. Naturally, 
we cannot expect 8CHgu to vanish, but it will be small in the region of interest, and 
we will have to do careful estimates to make sure that it is actually sufficiently small. 
In the first part of the argument we follow the proof of [18, Proposition 24.5.1] closely 
with a few necessary changes. 

We have 

(15.14) 

Hh = 2 ^ WnNdyi + 2 ̂ hZ»idZj + 2 ^ h&Vjdyt + 2 ^ hHujdZi 

i,jskP̂ (3scT[X; C)) -+ 0P̂ (3scTi,i,kP̂ (3scT[X; P̂ (3scT[X; C)) -+ 0C)) -+ 0i,k (azkhij)vivjauk+ W 

with W = ^ a ^ . Hence, if LU G  C00^"1 x R£„) then 

(15.15) Hhu\y=o — Hjw, 

so we have 

(15.16) scHguj\y=0 = Wu- 2(h - h)dTio. 

We now define u such that the second term is small near ao = (0, ZO,TO,0, v0) G 
scTçX, the unique point on £A-A such that n-^-ao = £o- Now, Wr = -2ft, and 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000 



98 CHAPTER 15. PROPAGATION OF SINGULARITIE S IN TANGENTIA L DIRECTIONS 

hZQ(vo) ^ 0, so near £0, WT ^ 0, i.e. W is transversal to the hypersurface T = TQ. 

Thus, near £o in W1- we can solve the Cauchy problem 

(15.17) WLO = 0, LO\t=Tq = (z- z0)2 + (y - vo)2-

Since LO and dco vanish at £o> the same holds on the bicharacteristic of W through £o> 

but LO > 0 and the Hessian is still positive in directions transversal to the bicharac-

teristics as these hold at £o- Moreover, by [18 , Lemma 7.7.2], 

(15.18) \du>\ < Cuo1/2. 

Let 

(15.19) r0 = r2 + hz{y) - A, 

so Wr0 = 0. Now at r = T o we have r0 = hz(v) — hZo(vo), so 

(15.20) |r0| < C'\du>\ < C'LO1'2 

when r = To , and then WLO — 0 = WVo implies that this inequality holds everywhere. 

Therefore, 

(15.21) |ft - ft| < |A - r2 - ft| + |A - r2 - ft| < |A - r2 - ft| + Co;1/2. 

Note that /#n(0,i/) = %  /&(() , y) = 0, and 

(15.22) 

SCH9LO = SCH9LO -Wu> = - 2 ( h - h)dTLO 

+ 2 ] T h%(y, z)&dZju> + 2 (y, s) - fcg (0, s ) ) ^ * " 

+ ^2 dzkhnn(y> z)fnn3dUKLO + 2 ] T dZkh%t(y, z)mv3dVKLO 

+ ^2 dzkhnn(y> z)fnn3dUKLO + 2 ]T dZkh%t(y, z)mv3dVKLO 

so for some C, C" > 0 

(15.23) r^a; - < C"(|y| + |r2 + ft - A| + u;1/2)!^! 

< C ( | y | + |r2 + ft-A| W72)^1/2. 

Now we define for <5, e > 0 

(15.24) </> = T0-T+^(\y\2+Lo). 

Note that now \y\2 +LO plays the role of LO in (14.5) and (14.10), and our propagation 

variable is TQ — r since SCH9(TQ — r) = 2ft is positive near ao. Thus, 

(15.25) sctf^ = 2h + ± (4 53 hfajvi + 4 £ Z&rçy , + sctf9u,). 
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We have already estimated scHgu. On the other hand, 

(15.26) \hZ(y,z)vjyi\ < CM2, \h^n(y,z)^yi\ < C\y\\fi\. 

We can also estimate |//| near £ A - A - In fact, \ii%Vj\ < \fi\2 + \v\2, so 

(15.27) h i j ( y , z ) u i v j < C M ( M 2 + H2). 

Also, 

(15.28) | E ^ n n ( y ^ ) - % ) ^ | < C M H 2 , 

i,j 

(15.29) |i,j (hij(y,z) – - ht®,z))viVi\ < C\y\\v\\ 

SO 

(15.30) \h - |M|2 - ht{y)\ < C\y\(\n\2 + W\2)-

By the triangle inequality 

(15.31) H 2 < \(h - hz(y)) - M 2 | + \h- h\. 

Hence, by (15.21) 

(15.32) M 2 < C(\y\ + a;1/2 + |r2 + h - A| ) 

Summarizing these estimates we see that 

C_ 

(15.33) ' ^ " eH 
H9d> - 2h\ < ^-x(\y\(\y\ + ̂ 1/2 + k2 + ft - ad1/2 + M 2 

+ ( M + |r2 + ft-A| W / 2 V 1 / 2 ) . 

Now, 

(15.34) < 25 and r - r0 < 25 = > |r - r0| < 25, |y| < 2e5, cj < (2e5)2. 

Thus, under the additional assumption that |r2 + h — A| < e6, 

(15.35) |sci/^ - 2h\ < Ci((5/s)1/2 + 5). 

Note that C\ and 5i > 0 can be chosen so that (15.35) is valid for all £o G K if 5 < S\. 

Thus, there exist Co > 0 and 5o > 0 such that ii £o e K, 5 < 6o, e < I, 5/e < Co then 

(15.36) scHgct> > c = inf{|i/0|20 : & e K], 

when the assumptions of (15.34) are satisfied and |r2 + h — A| < £5. 

Still following the proof of [18, Proposition 24.5.1] we let xo(t) = exp(—1/£) for 

t > 0, 0 for t < 0, and we let xi €  C°°(R) to be identically 1 on [1, oo), 0 on (-oo, 0], 

and to have 0 < xi € Cc°°((0,1)). For t G [0,1], e G (0,1), 0 < 5 < e, A > 0 we define 

(15.37) qt(y, z, r, v) = X o ^ " 1 (1 + * - </>/<*))xi ((r0 - r + S)/(eS) + *)• 
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On the support of the first factor <j> < 2<5, and on the support of the second factor 

T-T0<6 + e8t< 26. Now, 

(15.38) scH9qt = -g2+e0 

where 

(15.39) gl = A-'S-'^HMiA-'il + t - </>/<5))Xi((T0 - r + 6)/(eS) + t), 

(15.40) e0 = 2h(e5)-1Xo(A-1(l + t -  0 /<5))x'i((ro -T + S)/(sS) + t). 

Note that Xo(s) = s~2Xo(s), and on suppgt, 1 + t — <j>/S < 4, so 

(15.41) A-'x'oiA-1 (1 + t - 4>/6))Xi > (A/16)qt. 

By (15.35) we see that when |r2 + h — A| < e8, we have similarly to (14.24) 

(15.42) qt < C'A-2x'0Xi < CA'Hgl 

On the other hand, is supported where 

(15.43) -teS <T0-T + 6<(1- t)e6 

in addition to (15.34). With f = exp(-5W)£o, 8' = 8 / (2\v0\2Zo), this implies that 

lr — r(£)l < £$ + C^2- From (15.34) we also conclude that 

(15.44) \y\2 + \z- z(0\2 + k - KOI2 < Ce262. 

We drop the index t for the time being. We now let Q be the quantization of 

(15.45) q = M*)q 

as in Proposition 14.1, and we consider the commutator [Qijj(H),H] where we still 

have Qip{H) e ^^A(X) since ip e C£°(R). If A - r2 - \u\2z is not an eigenvalue 

of Hft(z) then we can employ Corollary 13.4 as in the normal case to reduce the 

computation to that of [Q^(A) , A] . Since Qtp(A) e wsc,o (X) the joint symbol of 

the commutator is given by the Poisson bracket of the symbols: 

(15.46) jsc ,o , i (W(A), A]) = -(scHgq)i>(g). 

We have already estimated scHgq near D A - A , S O if we arrange the inclusion suppip C 
(A — eS, A + eS), and 6 > 0 is sufficiently small, we can conclude that away from supp e 

(15.47) jsc,o,i(W(A), A]) < -A-^w&xMg). 

We can also estimate dq\y=o since on suppg 

(15.48) \d(f>\y=0\ <C' + ±\du>\ < C " ( l + ^ 1 / 2 ) < C( l + e~l). 

Thus, we see that away from suppe 

(15.49) |d§-(0,*,r,i/)| < C ( l + £-1)/b(^,r,i/) 

where, in accordance with (14.16) and (15.47) we let 

(15.50) / ^ A - M ^ c x o l ^ o X i . 
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Since q is independent of ^, this proves (14.21) and (14.23) in our setting. 
If (15.1) holds, then we can apply the argument in the proof of Proposition 14.1 

after (14.40) verbatim, taking into account the support properties of e in (15.43), and 
reducing the size of t in the iterative steps (of improving regularity by order | ) as 
in the proof of [18, Proposition 24.5.1], to deduce the conclusion of this proposition. 
Note that the presence of e-1 in (15.49) will not cause any problems since in the 
compactness argument after (14.42) we will just choose a spectral cutoff function 
ip G C£°(R) supported sufficiently close to A, with the size of support depending on e. 

Suppose now that (15.2) holds. Note that 

(15.51) Hz = Aff + yff + h + r2 

By (13.38) we have with / = q\y=o 

(15.52) i[Q^H),H}^ = {-{drfWdyM ~ Wf)1>(Hs) 

since 

(15.53) W = 2r(y • dv) - 2hdT + (dvh)dz - (dzh)du. 

Now, if T 2 +  h > A, then by Lemma 15.1 we can arrange for any £ G W1- and for 
any sf > 0 that 

(15.54) |WHff(0){Ydy,HS(z)]$(Hs(0)|| < e' 

if tp G C£°(M; [0,1]) satisfies supp?/; C (A - 5, A + S) where S = since 

(15.55) $(HS) = ^(ffff + r2 + h). 

Since Ŵ</> = 2h, we have 

(15.56) 

Wq = -2^-15-1/^Xo(^"1( l + * " 0/*))Xi + 2^Xoxi((T0 - r + <S)/(e<J) + *). 

We multiply both sides of (15.52) by ip(Hff)Qff, note that — / , so it commutes 
with ip(Hff), so we see that 

(15.57) # ( # ) [ Q H M # ) , tf]ff,i > 2 / / V № ) 2 
if £ ^ suppe. This is completely analogous to (14.46). Taking into account (15.42), 
we actually conclude that for any M we can choose A > 0 sufficiently large so that 

(15.58) irl>{H)[<fw(H),H\^ + 2 M / V № ) 2 > (2 - 2 e,)//V№)2 
Although we have assumed that r2 + /i > A, (15.57) also holds if this is not satisfied, 
since in that case A - (r2 + h) cannot be an eigenvalue of ifff, so we can use the 
eigenvalueless argument from above. Since the right hand side of (15.57) is a contin­
uous function of £ with values in B(Ljc(S +), L2C(§+)), if (15.57) holds for some V> at 

£, it also holds in some neighborhood of £ with e' replaced by 2e''. Since supp / is 

compact, (15.57) holds on supp / if we choose supp^ sufficiently small, and hence it 
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holds everywhere in this case. Combining this with the argument for on supp q at mf 

proves the proposition when (15.2) is satisfied. • 

As mentioned above, this result is completely analogous to Theorem 2.50 of Mel­

rose's and Sjostrand's first paper [27] . The argument of their second paper [28] , see 

also Sjostrand's paper on analytic singularities [36 ] and the arguments of [18, Section 

24.3], can be repeated to prove that our proposition implies that WF3sc propagates 

along generalized broken bichar act eristics. Namely, we conclude: 

Proposition 15.3. — Suppose that H satisfies (11.11) and A > 0. Suppose also that 

either (15.1) or (15.2) holds. Let £0 € Et(A). Assume that u e C~°°(X) and £0 £ 

WF3sc,ff((JH' — \)u). If in addition £o £ WF3SC,ff(w), then there exist e > 0 and a 

generalized bicharacteristic 7 of H with 7(0) = £0 such that 7|(_e>£) C  WF3sc?ff (u). 

We are particularly interested in the case when C is totally geodesic. Then the 

argument of the previous proposition can be strengthened to give an analog of Proposi­

tion 14.1 immediately, without the additional analysis of the generalized bicharacteris-

tics. Namely, in this case the bicharacteristic 7 of g going through ao € W± C SCTQXX 
stays in W^, and 7r J-(7) is a bicharacteristic of W. We now show that for microlo-

cal solutions of (H — X)u E C°°(X), WF3sc?ff (u) either includes the whole of 7 or is 

disjoint from it. 

Proposition 15.4. — Suppose that C is totally geodesic, H as in (11.11), A > 0 and 

either (15.1) or (15.2) holds. Let £0 = (^0,^0,^0) € St(A) \ (R~ Ui?+). Suppose also 

that u e C-°°(X), £0 i WF3sc((iJ - \)u). Then there exists e' > 0 such that if in 

addition for the unique a$ with n^-ao = £o, g(ao) = A, and for some s £ (—e',0) we 

have exp(sscHg)(a0) £ WF3sc(u), then £0 £ WF3sc,ff(u). 

Proof — Note first that e' > 0 appears in the statement only to ensure that for 

s e (—£;,0), exp(sscHg)(ao) ^ WF3sc((iJ — X)u). As usual, it suffices to prove that 

the set 

(15.59) {s e (-e,e) : exp(sscH9)(a0) <£ WF3sc(u)} 

is closed. We again work in local coordinates and note that C totally geodesic means 

that 

(15.60) dyh%{Q,z) = 0 

for all z. It is useful to introduce geodesic normal coordinates (y1\z') with respect to 

C. In these coordinates h^n(yl, z') — Sij vanishes with its first derivative at y' — 0, and 

the same holds for hl^t(y\zr). Moreover, (15.60) is still satisfied when the variables 

are replaced by the primed ones. From now on we assume that our coordinates are 

geodesic normal coordinates and we drop the primes. 

The additional vanishing of the coefficients allows strong improvements in the ar­

guments of the previous proposition. First, in (15.22) every term but the first one, 
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—2(h — h)dTuj, has an additional order of vanishing in \y\, so (15.23) can be replaced 

by 

\SCHgw - WUJ\ < C'(\y\2 + |r2 + h - A| + UJ1'2)\M 

(15'61) < C(\y\2 + |r2 + h - A| + c ^ V 7 2 -

Similarly, in (15.27)-(15.30) we gain an extra factor of \y\ in the estimates, so (15.32) 

can be replaced by 

(15.62) |/x|2 < C(\y\2 + UJ1/2 + |r2 + h - A|). 

Moreover, the first equation of (15.26) can be replaced by \ti%t(y,z)i/jyi\ < C\y\3. 

For e > 0 let 

(15.63) <\> = T0 - r + e~l\y\2 + e~2u. 

Thus, (15.33) is replaced by 

rH94> - 2h\ < C{e-'\y\{\y\2 + u,1/2 + |r2 + h - Al)1/2 + |j/|3 

(15'6 } + s-2(\y\2 + \T2 + h - A| + a , 1 / V / 2 ) . 

Therefore, 

(15.65) 0 < 25 and r - r0 < 25 =>|r - r0| < 28, \y\ < (4sS)1/2, co < 4e2S. 

Hence, under the additional assumption that |r2 + h - A| < eS, 

(15.66) \scHg(j) - 2h\ <Ci(5 + 53/4 + S^e1/2 + 53/2). 

Thus, there exists ¿0 > 0 such that if 6 < So and e < 1 then 

(15.67) 8CJV > c = i n f f l ^ : & e K}, 

when the assumptions of (15.65) are satisfied and |r2 + / 1 - A| < eS. This has the 
tremendous advantage over the non-totally geodesic case that we can fix S > 0 first, 
and then choose e > 0 as small as we wish. 

We can repeat the arguments of the previous proposition. Since we altered the 
definition of </>, (15.48) is replaced by 

(15.68) \d(t>\y=o\ <C + e-2\duo\ < C"( l + <r V ' 2 ) < C(l + rt1/2). 

Again, the presence of e~l will not cause any problems since we will simply choose our 

spectral cutoff, ip to have sufficiently small support (depending on e) near A. The rest 

of the proof can be followed verbatim to conclude that statement of Proposition 15.2 

can be replaced by the following assertion. There exists a constant So > 0 such that 

if £0 = (¿0,to> vo) € K,u € C~°°(X), £0 ^ WF3sc((iJ - A)^) and in addition for some 

0 < e < 1, 0 < S < So and for all a G SCT£XX 

(15.69) \y\ < eS, \a - exp(-<W)(£o)| < eS => a £ WF3sc^(u) 
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and 

(15.70) y = 0, \a - exp(-<W)(£o)| < eS => n^a i WF3sc,ff(u) 

then £0 i WF3sC)ff(w). 

It is very easy to interpret these conditions geometrically. First, W — scHg vanishes 

when y — 0 and \x — 0 by the assumption of total geodesity, so 

(15.71) exp(-(WO(£o) = 7r x exp(-SscHg)a0 

where ao is the unique element of £ A - A with 7r±ao = £0- Next, suppose that for 

some 6 < e', S < 50, ^ exp(-SscHg)(ao) £ WF3sc(^). Then for sufficiently small 

e > 0 (15.69) and (15.70) are satisfied, so we conclude that £o ^ WF3sCjff(u). This 

shows that (15.59) is closed, hence we have proved the proposition. • 
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BOUND STATE S WIT H STRICTL Y NEGATIV E ENERG Y 

We now analyze the propagation of singularities along bound states with strictly 
negative energy, i.e. at points in £&(A). We assume that (15.2) holds. On the other 
hand, since (7r -L)~1(Eb(A)) is disjoint from £A-A? the singularities at the bound states 
will be unable to leave C, and correspondingly we can implement the argument of 
Proposition 15.4 without the assumption that C is totally geodesic. 

Proposition 16.1. — Suppose that (15.2) holds and A > 0. Let £0 = O^To^o) G 
Sfr(A) \ (i?+ U R-). Suppose that £0 £ WF3sc,ff((iJ - X)u). Then there exists e' > 0 
such that if in addition exp(sW)(£o) £ WF3sC)ff(w) for some s G (0, —e') then £o ^ 
WF3sc,ff(u). 

Proof. — We just follow the proof of Proposition 15.2. We define u, q, etc., exactly 
the same way, but now we will not make use of the estimates on scHgq. Now if we 
choose supp^ close to A then supp^(#) and supp q are disjoint, so 

(16-1) [&A]mitl№)m{ = 0. 

On ff we can follow the calculations following (15.51). Since it only involves estimates 
on Woo and the use of Lemma 15.1, the arguments given there can be followed without 
a change. • 





CHAPTER 1 7 

RADIAL SET S 

In this chapter we study the wave front set near the radial sets 

Rf and i?±D(Ef(A)UE6(A)). 

As mentioned in Chapter 11, the significance of these sets is that they are the part of 

the characteristic set of H where the Hamilton vector field vanishes, and hence where 

the real principal type propagation of singularities does not hold. Indeed, singularities 

of generalized eigenfunctions of H can appear here without affecting the rest of the 

characteristic set of if, as is the case oi u = R{\ ± ¿0) / , / G C°°{X), A > 0 (see 

the following chapter). It might be confusing that this set is (the intersection of the 

characteristic set with) the 'propagation set' of Sigal and Soffer [34] ; they use the 

physical meaning of the word 'propagation' (i.e. understanding it as the location of 

the particles). 

We shall also show that any Ljc(X) eigenfunction of H — A with A > 0 is actually 

in C°°(X). A theorem of Proese and Herbst [8 ] implies that there are no such eigen­

functions in Euclidian many-body scattering. We extend this result to the geometric 

setting for the three-body problem, largely following their proof, in Appendix B. 

In general, when we do not assume either of (15.1) and (15.2), we do not have 

a complete picture of propagation of singularities. Namely, the propagation is un­

derstood in normal directions to C, but tangential directions and bound states are 

more troublesome. However, even in these cases we can prove resolvent estimates 

and uniqueness results which are analogous to those of Gerard, Isozaki and Skibsted 

[10, 22]. In fact, these results only require propagation estimates in the r variable, i.e. 

no complete microlocalization. If either of the above mentioned assumptions holds, 

so in particular for the actual three-body problem, we can obtain sharp uniqueness 

statements in the sense that the wave front set assumptions are minimal. We first 

prove the standard commutator identity. 
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Lemma 17.1. —  Suppose that H satisfies (11.11) , Q e ¥Js f •~"2'-1(X), Q = Q*, 
Q,H]e *3"~'~2'(X) , and v € C-°°(X) satisfies 

(17.1) W F ° > ) D  WF3sc(Q) = 0, WF°£+1((tf - A)« ) n WF3sc(Q) = 0. 

Tften 

(17.2) (v, [Q, H]v) = 2i Im{v, Q(H - \)v). 

Proof. — Let m',V € R be such that v e  Hj£*'{X). Also let P € w3sc (X) with 
WF'3sc(Id-P) n WF3sc(Q) = 0 such that Pv € # № ) , P(ff - X)v € tfs°c''+1(*); 
this can be arranged by (17.1) . For the same reason note that both sides of (17.2) are 
indeed defined. First note that (17.2 ) holds under the slightly stronger assumption 
Pv e Hjg+1(X). In fact, 

(17.3) (H - X)Q e B(H%+1(X), H%-l{X)), 

so we can write [Q, H] = Q(H - A) - (H - X)Q and expand the left hand side of (17.2). 
We also write v = Pv + (Id —P)v, and manipulate the arising terms of (v, [Q,H]v) 
separately using that 

(17.4) (H - A)Q(Id -P), Q(H - A)(Id -P) € w3sc (X); 

then the standard argument gives (17.2). Moreover, again writing 

(17.5) 

{v, [Q, H)v) = <P«, [Q, ff]P«) + <v, (Id -P*)[Q, H]Pv) + (v, [Q, H](ld -P)v), 

and similarly with the right hand side of (17.2), we have 

(17.6) \(v,[Q,H]v)\ < C{\\Pv\\Ho,,{x) + IM|ff.j',..w)2, 

(17.7) 
\(v,Q(H - X)v)\ < C(||PV||„o,l(;c) + H f l l ^ M ' W ) 

•(lim-AHH-M+1(X) + |HI^,<'(x))-

Thus, by continuity, it suffices to show that there exists a sequence vs in H^l+1 (X) 
such that vs -> v in H™'<l'(X), Pvs -> Pv in H^l(X) and P(H - X)vs -)• P ( # - A)t> 
in jHg~1'i+1(X) . But now consider As = (1 + sx-1)-1 , and let ws = Asv for s € [0,1]. 
For s > 0, Pus G  Fs°c'm(X), and Pvs -> Pu in ifs°c'((X). Moreover, we can also 
choose P' such that P'v € H^l(X) and WF3sc(P' - Id) n WF'3sc(P) = 0. Hence, 

(17.8) 
P(H - X)vs = ASP(H - X)v + [P(H - A), As]P'v + [P(H - A), A,](Id -P')v. 

Now, Ag -> Id strongly on H^l+1(X), so the first term converges to P(H - X)v in 
H^l+1(X) as s - » 0. Also, [P(H - A), A,] -> 0 strongly in 

B(fl2;'(X),H-1''+1(X)), 
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so the second term converges to 0 in H8Clil+1(X). Finally, 

[P(H - A), As] ( Id-P ' ) -> 0 strongly in B(H^l\X),H-1^1(X))1 

so the last term also converges to 0 in H~lil+1(X). This shows that (17.2) indeed 

holds if we just assume that Pv G  H^l(X), P{H - X)v G  H^l+1{X). • 

First we deal with the general case; the improved statements under the additional 

assumptions, (15.1) or (15.2), follow at once from the propagation results of the 

previous chapters. For TO G R let 

(17.9) T±(r0) = { ( * , r, v) G  Eff(ff - A) : ± r > ±r0} . 

If the additional assumptions hold, then we can use R~ fl (Et(A) U Sb(A)) instead of 

Tff (-A1//2) in (17.10) and (17.11) in the statement of the following lemma. 

Lemma 17.2. — Suppose that H is as in (11.11), A > 0. Suppose also that 

(17.10) WF3^mf(ti) H = 0, WF£ffff(ti) H T ^ - A 1 / 2 ) = 0 

for some m e t and I > - 1 / 2 , and (H - X)u G  C°°(X). Then 

(17.11) WF3sc,mf (tx) H  R^ = 0, WF3sc,ff(u) f l 7 ^ (-A1/2) = 0 . 

The same result holds with R^ and T$ (-A1/2) replaced by Rf and T^A1/2) respec­

tively. 

Proof. — Assume iteratively that (17.11) holds for WF^C(«) where / > - 1 / 2 ; we 

want to show that it holds when / is replaced by 1 + 1/2. Note that by our initial 

assumption the claim holds for some / > —1/2. 

With e G  (0,A1/2/3) small, let % € C°°(R) be supported in (-oo, -A1/2 + 2e), 

identically 1 in (—oo, —A1/2 + e) and \ ' < 0- Let £ C°°(X) be supported in a 

product neighborhood of <9X, identically 1 near dX. Define 

(17.12) q = x-l-^2x(r)ih > 0; 

# is a globally defined function on SCT*X and on suppg, r < —A1/2 + 2s < 0. Thus, 

Q^(ff) G  ^S~ '~ '~1 /2 (X) . Near scTa*xX we have 

(17.13) scH9q = 2{-{l + l /2)rX(r) - /ix'(r))*_/~1/2 > 0. 

Let / = #*+1g|scT*x; since / is independent of //, it can be regarded as a function 

on WL. Now, let ij) G  C£°((A/2,2A)) supported near A, so that in a neighborhood of 

supp^(^)nsuppx'(^) we have h > 5; here S > 0 is just some fixed constant. This can 

be arranged since on £a-a5 h — X — r2 and on suppx'(t), r G  [—A1/2 -he, -A1/2 + 2e]. 

Thus, with 

(17-14) C 2 = 2inf /L|SUPPI/;(P)RISUPPX,(R ) >  0, 

and 

(17.15) ci = 2(/ + 1/2XA1/2 - 2e) > 0, 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000 



110 CHAPTER 17. RADIAL SETS 

we have 

(17.16) xl+1/2(scHgq\suppiKg)) > /b = clX(r) - c2X'(r) > 0. 

Hence, 

(17.17) J s c , i , - m / 2 ( - W ( A ) , A]) = xl+1/*(scHgq)rP(g) > f^{g). 

Note in particular that q is independent of /7 = (/̂ , v), 

(17.18) xl+1/2q < df 

and in the standard local coordinates near C 

(17.19) \d(xl+1^q)\ < C2f 

corresponding to (14.24), (14.21) and (14.23). Using Corollary 13.4 and the argument 
of Proposition 14.1 we see that with Q — #L(#) 

(17.20) Rx{i) = -i\^}^_l+1/2m)s - fb№)s € tf-00'1^"), 

(17.21) ll*i (0llB(L»e(S!p,K^(s:p) ^ C'f(z,T,u). 

When A — (r2 + \u\2z) is not an eigenvalue of , we can follow the proof of Propo­
sition 14.1 after (14.40) to conclude that for <j> £ C£°(]R) supported sufficiently close 

to A we have 

(17.22) -i(4>(H)[(fQ7H]<p{H))s_2l > (2 - e')ff<t>(H)2. 

If A — (r2 4- |v|2) is an eigenvalue of i/ff, we can follow the proof of Proposition 15.2 
starting from (15.51). We need not make use of (15.2) since q is independent of v, 

and so the term (Duf){dzHfi) automatically vanishes in (13.38). This proves (17.22) 
in this setting too. We can then apply the standard compactness argument to show 
that <j> can be chosen to be independent of £ £ W±. Of course, at mf the analog of 
(17.22) holds automatically. Now note that 

(17.23) - i [ (x + r)-1/2,/f]-gL(xsciJ9(x + r)-1/2) 6  * ^ 2 ( X ) 

uniformly for r G (0,1), and 

(17.24) scHg(x + r)'1'2 = -rx(x + r)"3/2 

which is positive on suppg. Hence we have shown that with Qr = Qip(H)(x + r)-1/2 

where (f> = 1 on supp-0, 

(17.25) -i[Q*rQr, H] > *l>{H)(x + r)~^2B2(x + r)-l'2^{H) + E2 + Fr 

where B € %™'~l(X) is self-adjoint, Fr e %s^~2l(x) uniformly bounded, Er £ 

$-™>-l(X) for r > 0 and it is uniformly bounded in # ~ ^ ' - / ~ 1 / 2 ( X ) (and it is self-

adjoint). Note also that Qr e ^ ^ ' ~ / - 1 ^ 2 ( X ) for r > 0 and it is uniformly bounded 

i n * ^ ' - ' - 1 ^ ) . 
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Apply now (17.2) with u in place of v, Q*Qr in place of Q, and use (17.25). Thus, 
we see that for r > 0 

(17.26) \\B(x + r)-^2^(H)u\\2 < |<ti, Fru)\ + 2 |Im(ti, Q*rQr{H - A)ti)|. 
Letting r 0 keeps the right hand side bounded, and ff(# + r)_1/2^(ff)i/ - » 
B x ' ^ i ^ u in ifs0c'"1/2(X), so it follows that Bx-^2i;(H)u G £2C(X). Noting that 
#_*-1/2(Id —il)(H)) + Bx~l/2ijj(H) has an invertible indicial operator where / > 0 by 
(17.22) and (Id-ip(H))u G C°°(X) shows that the set where / > 0 is disjoint from 
W F ^ " ^ 2 ^ ) , which provides the iterative step in the proof. • 

We can also analyze propagation in r in the region r G (—A1/2, A1/2). Of course, 
we have the detailed picture at E n(A) in general, but at E $(A) U E &(A) only if either 
(15.1) or (15.2) is satisfied. For r0 G R we now introduce similarly to (17.9) 

(17.27) T ^ r o ) = {( |7,T,F) G E A - A : ± r > ±r0} . 

Lemma 17.3. — Suppose that H satisfies (11.11), A > 0. Suppose also that for some 

To G (-A1^,^) 
(17.28) WF3sc,mf (u) n  T-(r0) = 0 , WF3sc,ff (u) f l Tff(r0) = 0 

and (ff - A)u G C°°(X). T/ien /or an y G (-A1/2, A1/2) u/e have 

(17.29) WF3sc,mf(u) H T- (T^) =  0 , WF3sc,ff(u) n T^"(TQ) -  0 . 

TAe same result holds with T~ and T$ replaced by T+ and respectively. 
Proof. — This is a simple one-variable version of the propagation theorems. Thus, we 
only sketch the proof. We let xo G C°°(R) be xo(t) = exp( - l / t ) for t > 0, xo(t) = 0 
for * < 0, and also choose xi G C°°(IR; [0,1]) be 0 on (-oo , 0], 1 on [1, oo). For 6 > 0 
small, A > 0 large, define 

(17.30) q = XO(A-X(T^ + 6 - r ))Xi((r - T0)/6 + 2). 

Then we proceed just as in the proof of Proposition 14.1 to obtain a positive commu­
tator estimate and prove this lemma. • 

Remark 17.4. — This one-variable propagation result follows easily from the meth­
ods of Gerard, Isozaki and Skibsted in [10 ] in the setting of Euclidian many-body 
scattering, with an appropriate notion of wavefront set. 

Corollary 17.5. — Suppose that H satisfies (11.11), A > 0, u G H^l(X), I > -1/2, 
and (ff - X)u G C°°(X). Then u G C°°(X). 

Proof. — By Lemma 17.2 

(17.31) WF3sc,mf (u) n (T-(-X^2) U T+tA1/2)) = 0 , 

(17.32) WF3sC)ff(n) n (Tff (-A1/2) U T£(Aly/2)) = 0 . 
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By Lemma 17.3 and the closedness of the wave front set we conclude that 

(17.33) WF3sc,mf (u) H  E A - A =  0 , WF3sc,ff (u) n SF F (H - A) = 0 . 

Combining this with Proposition 11.2 shows that WF3sC)mf(w) and WF3sc,ff (u) vanish, 

hence xp(H)u G  C°°(X) iiip G  C?>(X). Taking ip = 1 near A we also have (l-ip(H))u G 
C°°(X) since (H - X)u G  C°°(X), so we conclude that u G  C°°(X). • 

As mentioned at the beginning of this chapter, we can extend the result of Froese 

and Herbst on the absence of positive eigenvalues to the general geometric setting. 

This is done in Appendix B; here we only state the result. 

Theorem 17.6 (cf. Froese and Herbst [8, Corollary 1.4]). — Let H be as in (11.11) and 

let A > 0. Then (H - X)u = 0, u G  H™>l(X) for some m G  E and for some I > - 1 / 2 

implies that u — 0. In particular, H has no positive eigenvalues. 

We now prove a 'rough' regularity theorem near the radial sets. 

Lemma 17.7. — Let H be as in (11.11) and let A > 0. Suppose that 

(17.34) WF3sc,mf(u) C Rf, WF3sc,ff(u) C  T+(AX/2), 

and (H - X)u G  C°°{X). Then u G  H£>l{X) for all m G  R and I < - 1 / 2 . The same 

result holds with Rf and T^A1/2) replaced by R^ and T^(—A1/2) respectively. 

Proof. — The proof proceeds similarly to that of Lemma 17.2. Thus, we assume that 
u G  H™,l(X), I < — 1, and we proceed to show it when / is replaced by / + 1/2. Let 
e G  (0, Ax/2/3), x € C°°(R) supported in (A1/2 - 2e,oo), identically 1 in (A - e,oo), 
X1 > 0. Also let ipo G  C°°(X) be supported in a product neighborhood of dX, 

identically 1 near dX. We define 

(17.35) < ? = Z~/_1X(T)</> 0 > 0 . 

Now, however, near SCTQXX we have 

(17.36) scHgq = -2(r(l + l)x(r) + hx'^x'1-1, 

so the two terms have opposite signs. However, X'(T) is supported in 

r 6 (A1 /2 -2£ ,A1 /2 -£ ] , 

i.e. in the region where u does not have wave front set by (17.34). We have 

(17.37) xl+l scff^|T>A1/2-3/4s >  f = -2(1 + 1)(A^2 - e). 

On the set { r > A1/2 - 3 /4^} , x' vanishes, so we have xl+1q < Ci/b, d(xwq) = 0 in 

this region. In addition, for r > 0 

(17.38) SCH9(1 + r/x)'1 = 2rxr(x + r)"2 
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is positive on suppg/. Correspondingly, using the arguments of Lemma 17.2 following 

(17.20) we see that with Qr = qL(q)(l + r / x)"1 (/)(H), </> G  C™(R) 

(17.39) -i[Q*Qr, H] = B2.+Er + Fr 

where now Br G  9^f"l+l/2(X) for r > 0, bounded in 9^~l~1/2(X), Er G 
9£?'~2l+1(X) has WF̂ SC in r < A - 3/4e and is bounded in * ^ ' " 2 / + 1 ( X ) , and 

Fr G  *^s~ ~2l(X) uniformly. Thus, we conclude that for r > 0 

(17.40) \\Bru\\2 < (Er + Fr)u)\ +  2|(ti , Q*Qr(H - X)u)\. 

Now the right hand side is bounded as r 0 as we have noted, so we have proved 

this lemma. • 

We now prove that the conclusion of Theorem 17.6 also holds if (H — X)u — 0 and 

one of the radial sets is missing from the wave front set of u. This only requires a 

simple additional commutator estimate which is very similar to Isozaki's proof in [22, 
Lemma 4.5]. 

Proposition 17.8. — Suppose that H satisfies (11.11), A > 0. Suppose also that 

ueC-°°(X), 

(17.41) WF£!mf (u ) fl R~x =  0 , WFgff ( u ) fl T ^ - A 1 / 2 ) = 0 

for some m G  E and I > —1/2, and (H — X)u = 0. Then u — 0. The same result 

holds with R^ and T$(—A1//2) replaced by R^ and T#(\1/2) respectively. 

Proof — By Lemma 17.2 and 17.3 we see at once that 

(17.42) WF38c,mf(t*) C WF38c,ff(ti) C  T+(AX/2). 

By Lemma 17.7, u G  H™''l'(X) for any m! G  E, Z' < - 1 / 2 . Now let / G  ( -1 /2 ,0 ) , 
and let </> G  C°°(E) be 0 on (-oo , 1], 1 on [2, oo). For r > 0 let 

(17.43) Xr(x) = r~2l~l fX/r <j>2(s)s-2l~2 ds. 
Jo 

Thus, \r G  C^°(mt(X)) and 

(17.44) x2dxXr(x) = x-2l<}>2(x/r). 

Now, by [25 , Equation 3.7] 

(17.45) A = (x2Dx)2 + i(N - l)x3Dx + x2Ah + a:3 Diffg(X), 

so 

(17.46) -i[Xr(x),H] = 2x-2V2(^/r)(x2Dx) + F ; 
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where F'r is bounded in &l'~2l+1(X). Let ip G C£°(R) supported close to A, identically 
1 near A. Let p G C°°(R) be 0 on ( - o o , \1/2/3), 1 on (2X1/2/3, oo), and let b = p(r), 
B = qL(b)^(H), E = qL{\- p2(r))^(H). Thus, we see that 

(17.47) -i[xr{x)i){H),H) = 2x~l(j)(x/r)(B2 + E)<j)(x/r)x-1 + Fr 

with B G ^ ~ ' 0 ( X ) , E G tf-~'°(X), WF^SC(£) disjoint from /?+ and T+, Fr 

bounded in ¥ ^ ~2l+1(X). Now, for r > 0 we have 

(17.48) <u,[xr(*) , f fH = 2tIm(u,Xr(x)(# - A)tx) - 0. 

Hence, 

(17.49) \\x~l(/)(x/r)Bu\\2 < \(x~l^(x/r)u,Ex-l(t>{xlr)u)\ + \(u,Fru)\. 

Taking into account (17.42) and u G H™''l'(X) for all Z' < - 1 / 2 we see that the right 

hand side stays bounded as r 0, so we conclude that x~lBu G L2C(X), so by (17.42) 

we have u G H^>l(X). Since Z G (—1/2,0), we can apply Theorem 17.6 to conclude 

that u G C°°(X). Note that Xr(%) is not bounded in (X) for any m' and Z', so 

the place where we really used the assumption (H — \)u = 0 was to eliminate the 

term on the right hand side of (17.48) from the right hand side of (17.49). • 

We only state the improved version of this proposition; the preceding lemmas can 
be strenghtened similarly. 

Corollary 17.9. — Suppose that H is as in (11.11), A > 0 and either one of (15.1) 

and (15.2) holds. Suppose also that u G C~°°(X), 

(17.50) WF^>mf («) n  = 0 , W F ^ ( t t ) n  R~ n  (E t(A) U Et(A)) = 0 

/or some m G R and Z > —1/2, and (ff — A)u = 0. Tfcera t/ = 0. The same result 

holds with and R~ replaced by R^ and i?+ respectively. 

Proof. — We only have to prove that the second assumption of (17.50) implies the 

second assumption of (17.41). Since WF3sc?ff is closed, R~ fl (Ef(A) U Efc(A)) has a 

neighborhood in W± which is disjoint from WF^f f (w) . But all integral curves of the 

vector field W in E^US^ go to i?~n(Et(A)UE&(A)) as t - » oo, so by Propositions 15.2 

and 16.1 they are disjoint from WF^f f (w) . Hence, (17.41) is satisfied and we can 

apply Proposition 17.8. • 
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THE RESOLVEN T 

In this chapter we examine the behavior of the resolvent applied to elements of 
C°°(X) as the spectral parameter approaches the real axis. First we prove a simple 
global result on the wave front set of u = (H - (X ± iO))"1 f, f G C°°(X), assuming 
that 

(18.1) (H - (A ± it))-1/ G L°°((0,1),; H%'(X)), s € ( - 1 , - 1 / 2 ) . 

It is completely analogous to the theorem proved by Gerard, Isozaki and Skibsted 
in [10] , and it is really just a version of the results of the previous chapter. Note 
that if one uses the Mourre estimate and the corresponding argument to estimate the 
resolvent, see [32] , (18.1) is automatically satisfied. However, we do not need this; 
we prove the limiting absorption principle here similarly to Hormander's proof in [18, 
Theorem 30.2.10]. For A G C \ R we let 

(18.2) R(\) = (H-\)-1 e*^°(X). 

Lemma 18.1. — Suppose that H satisfies (11.11) and A > 0. Let f G C°°(X) 
and ut = R(X ± it)fand assume that (18.1) holds. Then there exist C > 0 and 
B G \&3^(X) such that Bmf, B^ are invertible for ±r > X, cr3sCj0(-B) is invertible 
everywhere, and But is bounded in C°°(X). 

Proof. — This is just a variation of the proof of Lemma 17.2, but we do not need 
the additional factor (x + r)-1/2 since for t > 0 all pairings are defined. For the sake 
of definiteness we consider ut = R(X — it)f, t G (0,1). Let q be as in (17.12). Thus, 
(17.22) implies that with / > - 1 / 2 , Q = Qip(H) 

(18.3) -i[Q*Q, H]>B2 + E2 + F 

where B G ^~l(X) is self-adjoint, F G ^ ^ 2 / + 1 ( X ) , E G ^~1{X) is self-adjoint, 
Q e  * ^ - ' " 1 / 2 ( x ) . 
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Now, for t > 0, ut G  C°°(X), S O 

(18.4) (uu [Q*Q, H]ut) = 2i Im(ut, Q*Q(H - (A - it))ut) - 2ft||Qtit||2. 

Hence, 

(18.5) \\But\\2 < 2 \lm(uuQ*Q(H - (A - «))ut>| + |(ixt,Ftxt)| - 2t| |Q^||2. 

As 2£||<2^||2 is nonnegative, it can be dropped. If I = s + 1/2 > - 1 / 2 , then 

the right hand side remains bounded as t - » 0, and we can conclude that But G 
Loo((0,l)t;ffs0c'/(X)), i.e. we improved the regularity given in (18.1) by 1/2. Note 

that we only needed s > —1 in (18.1). Thus, we can proceed iteratively as usual, 

thereby proving the proposition. • 

We can also analyze the singularities of R(X ± iO) at the opposite radial regions, 

i.e. where =ft > A. Of course, we expect that wave front set appears there, and 

correspondingly we prove a 'rougher' regularity result. This will only improve (18.1) 

by a little: it shows that s can be replaced by any I < —1/2. 

Lemma 18.2. — Suppose that H satisfies (11.11) and A > 0. Let f G  C°°(X) and 

ut = R(X ± it)f and suppose that (18.1) holds. Given I < —1/2, m G  M, there exist 

C > 0 and B G  ^ ^ ( X ) such that Bmf, BR are invertible for =fr > A, cr3SC,o(#) is 

invertible everywhere, and But is bounded in H™'l(X). 

Proof — We again consider ut = R(X — it)f. The proof is very similar to that of 
Lemma 17.7. Thus, we let e G  (0, Ax/2/3), \ G  C°°(R) supported in (A1/2 - 2s, oo), 
identically 1 in (A — e, oo), x' ^ 0. We define q as in Lemma 17.7 as well, so with 
tpo G  C°°(X) supported near dX, identically 1 in a smaller neighborhood of dX, 

(18.6) q = x-l-^2x(r)^o > 0. 

Just as in the parameter less case, near SCTQXX, we have 

(18.7) scHgq = -2(r(l + l /2)X(r) + hx'Wx-'-1'2, 

so the two terms have opposite signs. Again, x'(T) 1S supported in 

r G ( A i / 2 _ 2 £ , A 1 / 2 - e ] . 

By the previous lemma and the propagation results, which can be modified similarly 

to include the parameter £, we know that Put is bounded in C°°(X) if WFgsc(P) does 

not meet r > A1/2 — e/2, so the second term in (18.7), applied to ut, is automatically 

bounded in C°°(X) as t -> 0. We have 

(18.8) x1^2 scff^|r>A1/2_3/4 e >fb = ~(2l + 1)(X1/2 - e). 

On the set { r > A1/2 - 3/4e}, x' vanishes, so we have xl+1/2q < Ci /b , d(xl+1/2q) = 0 

in this region. Correspondingly, using the arguments of Lemma 17.2 following (17.20) 
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we see that with Q0 = qL(q)<l>(H), <t> G C~(R) 

(18.9) -WoQo, H] = B2+E0 + F0 

where now B0 G 9£?'~l(x)> E0 G 9^~2l(X) has WF'3sc in r < A - 3/4e, and 

F0 G # ^ ' ~ 2 / + 1 ( X ) . Thus, we conclude that for t > 0 

(18.10) p M 2 < Ku£,(£0 + FoH>| + 2 | < ^ OQO (H - (L - IT)) UT) | - 2T||QOUT||2. 

Now the right hand side is bounded as t - » 0 as we have noted (the last term can be 

dropped again), so we have proved this lemma. • 

We can now state the weak form of the limiting absorption principle, namely that 

R(X ± it), t > 0, has a limit as t - > 0. We again state this in the general case, but just 

as in Corollary 17. 9 we can replace T ^ i A 1 / 2 ) by R± fl (£*(A) U S6(A)) in (18.11 ) if 

either (15.1 ) or (15.2 ) is satisfied. 

Theorem 18.3. — Suppose that H satisfies (11.11) , A > 0 . Let f G C°°{X), uf = 

R(X = F *  > 0 . Then uf has a limit u± = R(X = F i0)f in H™>l(X), I < - 1 / 2 , as 

t — > 0. In addition, 

(18.11) WF3sc,mf(u±) C Rf, WF3sc,ff(^± ) C  ^ ( i A 1 / 2 ) . 

Proo/. — We consider ut = R(X-it)f only and we follow the proof of [25, Proposition 

14]. So suppose that S > 0, and ut is not bounded in H^1^2-6(X) as t -> 0. Hence 

we can take a sequence t,, j G N, ^ 0 , such that 11^11^0,-1/2-*^ oo. Now 

consider the sequence 

Ut 
(18-12) =  jy ~ n  2  • 

Thus, is bounded in if°c'-1/2-<5(X). Taking some m < 0 , Z < — 1 / 2 - 5 , we can pick a 

subsequence v̂ - of which converges in H™'l(X), since the inclusion of H^~~1/2~S(X) 

to H™'l(X) is compact; we let i; be the limit. Note that (H—X)Vj -¥ 0  in distributions, 

so (H — X)v =  0 . We know by the previous lemmas (together with the propagation 

theorems) that Bv'j is bounded in C°°(X) if WF3SC(£) is in r < Xl/2-e. Consequently, 

v satisfies the assumptions of Proposition 17.8 , i.e. v = 0. This, however, contradicts 

Vj - » v, ||vj||ho,-i/2-*^XJ =  1 . Thus, ut is bounded in H^"1^2~6(X) for any S > 0 as 

t - > 0. Again, we can take a convergent subsequence in H™,l(X), m < 0, Z < - 1 / 2 , 
and argue as above that the difference of the limit of two such convergent subsequences 

must vanish. This argument also proves (18.11) . • 

Remark 18.4. — A slight modification of Lemmas 18. 1 and 18. 2 which allows / to 

depend on t as long as it stays bounded in H^S(X), s > 1 /2 , can be used as in 

Hormander's proof of [18 , Theorem 30.2.10 ] to prove that R(X ± iO) is a bounded 

operator from H^^^iX) to Hsi~l^2~£(X) for any e > 0. 
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As a corollary of this theorem we note that R(X ± iO)v also exists for distributions 
v which satisfy a wave front set condition. Again, if either (15.1) or (15.2) holds then 
T ^ i A 1 ^ ) Can be replaced by R± fl (£*(A) U £&(A)). 

Corollary 18.5. — Suppose that H satisfies (11.11), A > 0. Suppose also that v G 
C~°°(X), and let uf = R(X =f it)v, t > 0. / / in addition v satisfies 

(18.13) WF3sc,mf (v) nfljf = 0 , WF3sc,ff (v) n T*(T\1/2) = 0 , 

then ut has a limit u± = R(X q= i0)v in C~°°(X), as t 0. In addition, 

(18.14) WF3sc,mf (u±) n Rf = 0, WF3sc,ff(u±) n T ^ A 1 / 2 ) = 0 . 

Furthermore, u± are the unique elements of C°°(X) satisfying (H — X)u± = v and 
(18.14). 

Proof — For t > 0 we have R(X ± it)^ = R(X ± it), f denoting transpose, so for 
/ G  C°°(X) 

(18.15) v(R(X ± « ) / ) = №(A ± it)v)(f). 

(Recall that the distributional pairing is the real pairing, not the complex (i.e. L2) 
one.) Since under our assumptions the left hand side converges as t -> 0 due to 
(18.11), so we can define the limit R(X ± i0)v in C~°°(X) using this equation. Here 
we need to know the continuity implied by Remark 18.4. In fact, using this remark 
and the analog of Lemma 18.1 stated for / G  H™>s', s > 1/2, we can easily conclude 
that 

(18.16) W F ^ ( « ± ) n ^ = 0 , W F ^ ( « ± ) n T ^ T A 1 / * ) =  0 . 

for r < —1/2. Once we know the existence of such a limit satisfying (18.16), we can 
use a slightly stronger version of the uniform propagation estimates (in so far as only 
microlocal assumptions on v are used) to conclude (18.14). In fact, we can use the 
commutator formula in Lemma 18.1 and simply note that we only need the regularity 
of / on WF3sc(Q). Finally, the uniqueness follows from taking the difference of two 
such distributions and using Proposition 17.8. • 

We can also discuss the asymptotic expansion of R(X ±i0)f, f G  C°°(X) away 
from C. This result was obtained in [38] in the case of Euclidian scattering covering 
the same class of potentials as in this paper, and it used the paper [10] of Gerard, 
Isozaki and Skibsted to show that 

(18.17) WFsc(i?( A T  ¿ 0 ) / ) n SCT^XXCX C J?±, 

after which a local version of Melrose's original argument [25, Proposition 12] implied 

the existence of the asymptotic expansions. Since the necessary fact from [10] has 
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been proved above in Theorem 18.3, the proof from [38] applies verbatim. For the 
statement of the result it is convenient to renormalize the resolvent. Thus, we let 

(18.18) R(±X) = R(X2 T iO), A > 0. 

To deal with the case of long-range interactions we make two definitions. If V G 
PmfC°°([X; C]), then we can can write V = xV\ V G C°°(X \ C). We let 

(18.19) ax = (2X)-1Vf\dX\C G C°°(dX \ C) , A G R \ { 0 } . 

We also introduce an index set 

(18.20) K = {(m,p) : m,p G N, p < 2m}. 

For a description of the space *4phg(X\C) of polyhomogeneous conormal distributions 
to the boundary, dX \ C, see [24]. Essentially, u G v4phg(X \ C) means that u has a 
full asymptotic expansion in #m(log#)p, p < 2m, m -> oo, with smooth coefficients 
on dX \ C. We hence conclude: 

Theorem 18.6. — Suppose that f G C°°(X), H as in (11.11), A G R \ { 0 } . Then u = 
R(X)f has a full asymptotic expansion away from C as follows. IfV G p^C00([X; C]) 
(short-range interaction) then 
(18.21) ea/x^-(Ar-i)/2w 6  Coo(x \  Cy 

IfVe pmfC°°([X; C]) (long-range interaction) then 
(18.22) ei\/xxiax-{N-i)/2u e A%hJX \ C). 
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THE SCATTERIN G MATRI X 

In the concluding chapter of this paper we translate our results on the propaga­
tion of singularities of generalized eigenfunctions of H to describe the free-to-free 
(i.e. three-cluster to three-cluster) (part of the) scattering matrix of H. This part of 
the scattering matrix geometrically using the asymptotic expansion of Theorem 18.6 
exactly in the same way as it was discussed in [38, Theorem 4.1]. The proof of 
that theorem involves the resolvent estimates of Gerard, Isozaki and Skibsted [10], 
Isozaki's uniqueness theorem [22, Theorem 1.2], and the construction of generalized 
eigenfunctions with arbitrary expansion, supported away from C, at one of the radial 
surfaces, which is again Melrose's construction [25, Proposition 12]. Since these have 
been proved in our context, in particular the uniqueness theorem is just Proposi­
tion 17.8, [38, Theorem 4.1] is also valid in this more general context. Namely, we 
have the following: 

Theorem 19.1. — Suppose that H is as in (11.11), A G  R \ {0}, and let a\ and K, be 
as in (18.19) and (18.20). Suppose also that either (15.1) or (15.2) holds. Then for 
ao G  C%°(dX \ C) there exists a unique u G  C~°°(X) such that 

(19.1) (H-X2)u = 0, u = u++u-, 

(19.2) v. = e-iX'xx-ia^N~l^2u. G  A%hg(X), v.\dx = a0, 

(19.3) 

WF3sc,mf(u+) H R~/lgnX = 0, WF38c,ff(ii+) H iTsi*nA H (Et(A2) U E,(A2)) = 0 . 

Moreover, there exists f G  C°°(X) such that u± = =Fi?(±A)/. In particular, u+ has 
an asymptotic expansion as in Theorem 18.6. If"V G  p^C00([X; C}), then a\ = 0 
and A*;h (X) can be replaced by C°°(X). 
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Remark 19.2. — If neither (15.1 ) nor (15.2 ) holds, then this theorem is still true if 

we replace iTsisnA fl (£t(A2) U £&(A2)) by T~signX{-X). This can be proved by the 

very same argument. 

We can now define the free-to-free (three-cluster to three-cluster) scattering matrix 

as the operator relating the leading terms of u± on dX \ C. 

Definition 19.3. — With the notation of Theorem 19.1 , the free-to-free scattering ma­
trix 5 (A), A G R \ {0} , is defined as 

(19.4) 5 (A) : C™(dX \ C) -> C°°(dX \ C) , 

(19.5) 5 (A)a0 = v+\dX\C, v+ = e ^ V ^ - ^ - ^ V . 

We also define the Poisson operator: 

Definition 19.4. — With the notation of Theorem 19.1 , A G R \ {0} , the Poisson 

operator corresponding to free incoming data is the map 

(19.6) P(X) : C™(dX \ C) -> <r ° ° ( X ) , P(X)a0 = u. 

Thus, the Poisson operator associates to incoming data the unique generalized 

eigenfunction of H with eigenvalue A2 which has this 'A-incoming part', and the 

scattering matrix maps the incoming data to the outgoing data. The Poisson operators 

P(X) and P(—X) are closely related. 

Lemma 19.5. — If a0 G C™(dX \ C) then P(-X)cfi = P(A)a0. 

Proof. — We can assume that A > 0 . Let u = P(—X)a^. Thus, (H — X2)u =  0 , 
u = u+ + 

(19.7) WF3sc,mf n R+2 = 0 , WF3sc,ff(u+) n R+ n (£*(A2) U S6(A2)) - 0 , 

and u- has an asymptotic expansion 

(19.8) v. = eiX/xxia^N-^f2u- G A%hg(X), v.\dx = a?. 

Now, taking the complex conjugate of u gives another generalized eigenfunction of H: 

(H — X2)u = 0 . Moreover, u = uljl + uZ. Since e*flx — e~lflx if / is real valued, we 

see that 

(19.9) WF3sc,mf(^T) n R~2 = 0 , WF3sc,ff(^) H R~ n (£*(A2) U S6(A2)) = 0 . 

Moreover, the asymptotic expansion of uZ becomes 

(19.10) vZ =  e-Wsx-tox-lN-i)^ e ^hg(x) , vZ\dx =  ao. 

By Theorem 19.1 , the unique generalized eigenfunction of H with these properties is 

P(A)ao, so P(A)ao = P(—A)a5", completing the proof of the lemma. • 
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In the case of two-body type scattering on X (i.e. V G  xC°°(X)) the Poisson 

operator Po(A) has been analyzed in detail by Melrose and Zworski in [29] , and they 

used it to conclude that the scattering matrix is a Fourier integral operator associated 

to the geodesic flow on dX at distance 7r . In this paper we have only proved simpler 

wave front set propagation estimates, so we cannot expect that we can draw such 

strong conclusions. Nevertheless, we are able to analyze the wave front set of the 

scattering matrix. First, however, we recall how the Poisson operator is constructed 

in [29] . 

Thus, one constructs 'plane waves' starting &ty = y'e dX, and does so uniformly 

in y'. For this note that X x dX is a manifold with boundary and we write the product 

coordinates on it as (x,y,y'). We can also use the product coordinates on SCT*X near 

dX x dX, namely they are just (x,y,y' ,T,~p,,~fi'). The construction microlocally near 

the initial point y = y', i.e. near (x,y',y', -A,0,/J') G  R^2slgnX, is rather explicit. It is 

based on solving the eikonal equation and then the corresponding transport equations 

near y — y1. The simplicity is due to the fact that we are just dealing with a smooth 

Legendre submanifold of SCT*(X x dX) which has a simple parametrization. To 

proceed with the construction farther from y', Melrose and Zworski discuss Legendrian 

distibutions, and they use Legendre distributions associated to a pair of Legendre 

submanifolds with conic points to finish the construction near the outgoing radial 

surface, Rf$nX. 

It would be harder to carry out the same program in our setting, though in the case 

of V vanishing to infinite order at mf this has been done by Hassell in [13] . Instead, 

we can use the initial part of the Melrose-Zworski construction to start plane waves 

at y = y' G  dX \ C, but we cut them off away from R~2slgnX but before they hit 

SCX£X. This construction is described in Appendix A with the slight modification 

that we allow long-range potentials (V simply vanishing at mf). It is convenient to 

take A > 0 in what follows; in general we just need to switch some signs. 

Since in Appendix A we describe the global two-body type construction, we now 

indicate the modifications necessary to accommodate three-body scattering. So we 

fix a compact set K C  dX \ C, and use the plane waves constructed in the Appendix 

for initial points near K, cut off before they hit SCT£X. Thus, let V G  xC°°(X) be 

such that V = V in a neighborhood of K in X. Let P0(X) : C~°°{K) -» 

with kernel Kb G  C~°°(X x <9X;7r #fi), be the operator constructed in the Appendix 

for A -I- V instead of H. Recall that ~ + is the relation given by broken bicharac-

teristics between points in E^-A 2 AN( ^ S*dX, defined in Definition 11.7. Thus, by 

Proposition A. l , and the remarks preceeding it about the cutoff ip having support 

close to dX x dX, we have for u G  C-°°(K) 

(19.11) 
WFsc(P0(A)u) c { ( » , - A , 0 ) : y G  suppu} 

U {a G  EA_A2 \ SCT£X : 3 C G WF(ii), a ~'+ C}, 
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and correspondingly 

(19 12) WFsc((A + ^ - A 2 ) P o ( A ) ^ ) 

С {a G  ЕА_Л2 \ (R-2 USCT£X) : 3Ç G  WF(ti), a ~V C}-

Moreover, if и G C%°(K) then 

(19.13) v = е-*л/^-^х-(лг-1)/2Ро(л)и G ^hg(x), г;|ах - и. 

Now, as У - V G C°°([X; С]), with WF'Ssc(V -V)n SCT£X = 0 , (19.11) and (19.12) 
show that for и G C~°°(K) 

(19.14) 
WFSC((# - A2)P0(A)ti) С { a G  ЕД_Л2 \ (R~2 USCT£X) : 3( G WF(tx), a ~ ; Ç}. 

We can thus apply the outgoing resolvent, Л (A), to the error, (H — Х2)Р0(Х)щ this is 
justified by Corollary 18.5. 

Thus, for и G С™(дХ \ С), suppw С К, consider Р0(Х)и. We define 

(19.15) v = P0{X)u - R(X)(H - X2)P0(X)u. 

Note first that by (19.14) 

(19.16) ( Я - X2)P0(X)u G C°°{X). 

Hence, the right hand side of (19.15) makes sense, and ( Я — X2)v = 0, 

(19.17) WF3sc(É(A)(# - А2)Р0(А)гг) П {R^ U (R~ n  (Efe(A2) U £*(A2)))) = 0 . 

Therefore, we conclude that P(X)u — г; is a generalized eigenfunction of H with no 
incoming wave front set, so by Corollary 17.9 it vanishes, i.e. 

(19.18) P(X)u = P0(X)u - R(X)(H - X2)P0(X)u. 

Since we have analyzed the propagation of singularities in terms of wave front sets, 
we can at once deduce the wave front relation of the Poisson operator. 

Proposition 19.6. — Suppose that H satisfies (11.11), A G R \ { 0 } . Assume in ad­
dition that either (15.1) or (15.2) holds. Then the Poisson operator extends to a 
continuous linear map 

(19.19) P(X) : С-°°(дХ \ C) -> C'°°(X). 

In addition, for и G С~°°{дХ \ С), X > 0, 

WF3sc(P(X)u) СШ - A , 0 ) : y G  suppu} U Я+а U (Я+ П (Е6(А2) U £*(А2))) 

(19.20) U { a G  EA_A2 : 3£ £ WF(tx), а ~ + С} 

U U Е Sff(tf - А2) : ЗС E WF(ti), £ ~ + С}-

If X <0 this still holds with R^2 o,nd R^2, Д+ and R~, ~+ and ~_ interchanged. 
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Proof. — If u G C-°°(dX\C), then P0(\)u is still defined, and it satisfies (19.11) and 
(19.14). Hence, R(X)(H - X2)P0(X)u is defined by Corollary 18.5, and the right-hand 
side of (19.18) extends by continuity from C£°(dX \ C) to define P(X)u. 

Since WF3sc(Po(A)u) satisfies the statement of the proposition by (19.11), it suffices 
to consider v = R(X)(H - A2)P0(A)u. Thus, with / = (H - X2)v, 

(19.21) f = (H - X2)P0(X)u, 

so WFSC(/) is estimated by (19.14). We can thus apply our propagation results, 

namely Propositions 14.1, 15.3 and 16.1, see also Corollary 14.2 and Proposition 15.4, 

to deduce bounds for WF3SC(t>) which prove the proposition. • 

Remark 19.7. — If C is totally geodesic but neither (15.1) nor (15.2) hold necessarily, 

then for u G C-°°(dX \ C) we still have 

WF3sc(P(X)u) H SCT£XXCX C{(y, - A , 0) : y G suppu} U iî+ 

(19.22)' U { a e £ A _ A 2 : 3Çe WF(u), a ~ + C } , 

since then the broken bicharacteristics through a G £ A - A 2 H 8CTQX\CX CAN ON*V N^ 
SCTQX normally, so Corollary 14.2 suffices to prove (19.22). We also note that if the 

assumptions (15.1) and (15.2) are removed, then in (19.17), R~ fl (E&(A2) U £*(A2)) 

must be replaced by T$(—X) just as in Theorem 19.1; see the remark following the 

statement of the Theorem. 

We can also analyze the wave front set of the scattering matrix. For this purpose 

consider the usual boundary pairing. Its statement is slightly complicated, since 

now we do not have such simple asymptotic expansions globally as in two-body (i.e. 

V G xC°°(X)) case. 

Lemma 19.8. — Suppose that G C°°(X), j = 1,2, 

(19.23) u& = uf + u{l\ /W) ={H- X2)uj G C°°(X), 

= R(\)gW, uL2) = R(-X)gW, gW G C°°(X), j = 1,2, and 

(19.24) v{£ = e±i^/xx±iax-(N-i)/2uU) 

satisfy 

(19.25) t£> e A%hg(X), v(%x € C?{dX \ C), 

(19-26) t£> e  A^(X), vf\dX e  C?(dX \ C). 

Then with w±) = V±)\QX\C> 

(19.27) -2iX f (w{+]~vjf -w{l)û№)dh= f (uMJW-fWdÏÏ)dg. 
JdX Jx 

Proof. — Since and (and hence both terms on the left hand side of (19.27)) 

are supported away from C, the two-body proof [25, Proposition 13] applies. • 
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Corollary 19.9. — Let a0,a'0 G C%°(dX \ C) be supported in K C  dX \ C compact. 
Then 

(19.28) f S(X)a0a^dh = f a 0 S(-AK d h . 
JK JK 

Proof. — Take = P(A)a0, u(2) = P(-\)a'0 and apply Lemma 19.8. The right 
hand side of (19.27) vanishes and — a0, = 5(A)a0, = a'0, = 
S(-X)a'0, so (19.28) follows. • 

For the sake of definiteness we assume that A > 0 in the following argument. 
Changing the sign of A will only change some signs. Let ip G C£°(K; [0,1]), identically 
1 near A2, and let Q G  *^8~,0(A") satisfy 

(19.29) WF3sc(</,(#) - Q) H  {R~2 U (R~ f l (E ,(A2) U E6(A2)))) = 0 , 

(19.30) WF3sc(Q) n  (i?+ U  (R+ H  (Et(A2) U  E,(A2)))) - 0 . 

For example, we can take Q' corresponding to the symbol (?(r), q G  C°°(IR), q = 1 
near (—00,— A], q = 0 near [A,oo), and then let Q = ip(H)Qf. Now given ao,a'0 G 
C™(dX \ C) , let u = QP(X)a0. Note that 

(19.31) WF3sc(P(A)ao) C  R~2 U ii+ U  ( ( iT U  f l (S*(A2) U S6(A2))). 

Thus, with f = (H - A2)u, we have / G  C°°(A:). In fact, / = [#,Q]P(A)a0, and 

(19.32) WF'3sc№ Q]) C  WF3sc(Q) f l WF'3sc«,(tf) - Q), 

hence WF3sc([i/,Q]) f l WF3sc(F(A)a0) =  0 , so by Lemma 9.8 we deduce that / G 
C°°(X). Lemma 19.8 implies then that for a0,a'0e C%°(dX \ C) we have 

(19.33) 2iX f a0S{-X)a'0 dh = - f (H - X2)QP(X)a0P(-X)a'0dg. 
Jdx Jx 

Therefore, by Corollary 19.9 

(19.34) 2iA / S(X)a0a£dh = - f (H - X2)QP(X)a0P(-X)a'0dg, 
Jdx Jx 

so 

(19.35) 5(A) - ^P(-Xy(H - X2)QP(X). 

We choose Q so that on WF3sc(Q) n WF'3sc(^(H) - Q), r  G  ( -A + e, —A + 2e), 

€ > 0 small. Fix a0 G  C~°°(dX \ C). Now, by Proposition 19.6, 

(19.36) WF3sc(P(A)a0) f l WF3sc([tf, Q]) C  {a G  EA_A2 :  3 C G WF(a0), a  ~ + C } 

U { £ G £ f f ( t f - A 2 ) : 3C G  WF(a0), £ ~+ C} « 

Since e > 0 is small, we have n — s small in the parametrization of the bicharacteristic 

through a in the set on the right hand side of (19.36) due to (11.38), so the projection 

of WF3sc(P(A)ao) flWF3sc([#, Q]) to dX is close to sing supp a0, and hence it is away 

from C. Correspondingly, the second term of (19.36) can be dropped. This also shows 
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that ~+ in (19.36) is actually given by the (unbroken) bicharacteristics of g in Ед_дг. 
Thus, by (a local version of) Lemma 9.8 

WF3sc((# -  X2)QP(\)a0) С {a € £д_Л2 : 3  С € WF(a0), a ~+ C} 

П WF3sc(Q) П WF'3sc(i>(H) ~ Q)-

Now recal l that the complex pairing 

(19.38) (щи')х = / uvJdg 
Jx 

extends by continuity from u,u' G  C°°(X) t o u,u' G  C~°°(X) satisfyin g 

W F s c H H W F s c K ) = 0 . 

To see this just let A G  wit h 

WFSC(A) П WFsc(u) = 0 , WFsc(Id -А*) П  WFsc(u') =  0 , 

and note that 

(19.39) <u , =  (Au , u')x +  (щ (И - A > ' > A : 

extends as claimed. Since for a'0 G С%°(дХ \ C), 

(19.40) WF3sc(F(-A)a[) ) С R+2 U  i?"2 U ( iT П (E6(A2) U E*(A2))), 

WF8C(P(-A)o()) is disjoint from WFSC((# - A2)QF(A)a0 ) (which is away from C), so 
the pairing on the right hand side of (19.34 ) i s certainly defined if a'0 G  С£°(дХ \ C). 
Note that (19.40 ) use s that either (15.1 ) o r (15.2) holds . However , it i s easy to see 
that w e can still dra w the desired conclusion from the result s o f Chapter 18 using 
Tff(-A) instea d of R~ П (S6(A2) U ЕДА2)); see Remark 19.2 . This will also be true 
for some similar equations in what follows. 

We no w show that the pairing on the right hand side of (19.34 ) extends by conti-
nuity from a'0 G С™(дХ \ C) to a'0 G С-°°(дХ \ C) with WF(oJ,) in a fixed compact 
subset of S*(dX \ C) which is disjoint from the image of WF(ao) under the (gener-
alized) broken geodesic flow at distance —  7Г. As we saw above, the complex pairing 
used in (19.34) i s defined by continuity whenever 

(19.41) WFsc((t f -  A2)QP(A)a0 ) П WFSC(P(-\)a'0) = 0. 

Since th e first term in the intersectio n ha s wav e front se t awa y from C, the part 
of WF3sc(P(—A)«o ) a t (i n fact, near ) С does not cause any problems. B y Proposi-
tion 19.6 and the remark following it, 

(19.37) 

(19.42) 
WFSC(P(-AK) П SCT;XXCX П WF^SC(Q) П WF,3sc(i/>(#) - Q) 

C{aGEA_A2: 3CeWF(ob) , a ~ _ C}. 
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Using (19.37 ) we conclude that 

(19.43) WFSC((# - A2)QP(A)a0) n WFSC(P(-A)a(>) 

C {a G EA_A2 ns%*xxcX : 3( G WF(ao), C  e WF(ai) , a  ~ + C, <* ~ - C'} -

Since there is a unique bicharacteristic of A through a G  £A-A2> we see that if there 

are no C G WF(oo), C' £ WF(ao) such that ( ' is related to £ by the (generalized) 

broken geodesic flow on S*dX at time —7r then (19.41) holds. Thus, under this 

assumption the left hand side of (19.34) is also defined by continuity from C%°(dX\C). 

This shows that WF(S(A)ao) is given the broken geodesic flow at distance —7r. In 

fact, this statement simply means that taking A G  ^°(dX) with WF'(A) disjoint 

from the image of WF(ao) under the broken geodesic flow at time — TT we need to 

show that AS(X)a0 G  C°°(dX \ C). For this it suffices to show that 

(19.44) / AS(X)a0 a'0 dh = / 5(A)a0 A*a'Q dh 
JdX JdX 

is defined for all a'0 G  C-°°(dX \ C) by continuity from C™{dX \ C). But, due to the 

assumption on WF'(A), this is exactly what we proved above. Hence, we deduce our 

main theorem: 

Theorem 19.10. —  Suppose that H is as in (11.11 ) and A G  R\ { 0 } . Suppose also that 

either C is totally geodesic, or (15.1) , or (15.2 ) holds. Then the free-to-free scattering 

matrix, 5(A), extends to a continuous linear map C~°°(dX \ C) -¥ C~°°(dX \ C). 

The wave front relation of 5(A) is given by the (generalized) broken geodesic flow at 

time — (signA)7r. 

Remark 19.11. — This can be proved using (19.35 ) and Wunsch's push forward the­
orem [40 ] as well. Namely, the kernel of P{—\) is given by Melrose's and Zworski's 
plane wave construction near r = A as discussed above, hence we can write down the 
kernel P-\ G  C-°°{dX x X) of P ( - A ) * explicitly as well. We take Q such that on 
WF3SC(Q) fl WF3SC(^(H) - Q), r G  (A - 2e, A - e), £ > 0 small. Thus, the application 
of P ( - A ) * to v = (H - \2)QP(\)a0, a0 G  C-°°(dX \ C) , can be written as a push 

forward: 

(19.45) (5(A)ao)(p) = ^ j P-x(y,-)vdg. 

It is then completely straightforward to check that Wunsch's push forward result in 

the scattering calculus [40 ] proves Theorem 19.10. 

Remark 19.12. — Hassell has proved in [14 ] that the usual scattering matrix in Eu­

clidian three-body scattering defined by the wave operators coincides with the one 

obtained by asymptotic expansions (i.e. ours) up to normalization. Here we present 

a somewhat different proof under the assumptions that the potentials are short range 

(so V e p^C°°([X\C])). Namely, we relate our formula (19.35) to an analog of 

Isozaki's expression [20 , Equation (3.10)] for the 2-cluster to 3-cluster S-matrix, with 
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incoming channel a replaced by 0. In fact, we show that the wave-operator scattering 

matrix, 500(A2) (as in [20]) , considered as a map ^ ( S ^ " 1 \ C) -> ( J " 0 0 ^ - 1 \ C) , 

satisfies 

(19.46) 5oo(A2) = iN~1S(-X)R, A > 0, 

where R is pull back by the antipodal map. Note that we write A2 rather than A for 

the argument of Soo(A2) to conform to the usual notation, and in Hassell's notation 

our 5 ( - A ) is 5(A) (see [14]). 
We mostly use the notation of this paper rather than that of [20] in what follows. 

We let HQ — A (where A is the standard positive Laplacian o n i f ) , H = H0 + V, 

choose x £ C°°(IR) identically 0 on (A — e, oo), identically 1 on (—oo, — A + £) for some 

e > 0, and let Q = qL(x{r))(j)(/S) where <j> € C£°(R) is identically 1 near A2. We also 

let T be the (standard non-unitary) Fourier transform on RN, and define 

(19.47) F(l): S(RN) C 0 0 ^ " 1 ) 

to be the trace of T\ 

(19.48) ^ (A) / (w) = (Ff) (Lw) 

Now Isozaki's proof of [20, Lemma 3.1] can be repeated nearly verbatim to conclude 

that for f,g€C?>(SN-1\C) 

(19.49) ((50o(A2)-Id)/)ff) 

= {Co{-T{X)Q*V + ?(\)(HQ - QH0)*R(\2 + i0)V)F(\)f,g) 

with C0 = |i(27r)-(iV-1)A7V-2. Thus, as a map C ^ S " " 1 \ C) ->• C ^ S " " 1 \ C) we 

have 

(19.50) 500(A2) - Id = C0(-Jr(X)Q*V + T(\){HQ - QH0)*R{\2 + i0)V)T*(X). 

Here, as remarked in [20] , we need to check that the second term makes sense and we 

can interchange a limit with an integral, but that is easy to see under our assumptions 

(e.g. VT* (A) / € H0'1/2*6^) automatically for some s > 0, as follows from the 

asymptotic expansion using stationary phase). 

Let Po(±A) be the free Poisson operator (i.e. that of A ) , so 

(19.51) (P0(±\)f)(z) = A(JV-1)/2e±-(^-1)'/4(2^)-(^-i)/2 j e ± * z - u ^ 

Then we have 

(19.52) jr* (A) = CP0(X) = C'P0(-X)R, 

(19.53) C = A-(iV-l)/2e-x(N-l)i/4(27r)(N-l)/2> C' = C*. 
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Thus, (19.50) becomes 

(19.54) 

500(A2) - Id = C"(-(VQP0(\))* + ((HQ - QH0)PQ(\)Y R(\2 + iO)V)P0(-\)R, 

C" = iN/2A. But now note that 

(19.55) _L([A,Q]P0(A))*Po(-A) = r ^ - ^ P , 

since the left hand side is the asymptotic expansion scattering matrix of A at - A 
(this is just a special case of (19.33)), which is i~^N~^R (see [26] ; this simply comes 
from stationary phase methods), so 

(19.56) C"([A, Q]Po(\))*P0(-\)R = - Id, 

Thus, from (19.54) 

(19.57) 500(A2) = -C"((HQ - QHQ)P0(X))*(ld-R(X2 + iO)V)P0(-\)R. 

But the Poisson operator for H is given by 

(19.58) P(±A) - (Id -P(A2 T i$)V)P0(±\) 

as we have seen, and as (H0 — A2)Po(A) = 0, we can conclude that 

(19.59) 50o(A2) - -C"((H - A2)QP0(A))*P(-A)P = iN~1S(-X)R, 

as claimed. Here we used the analog of (19.33) and we also replaced P(A) by Po(A). 
It is easy to see from Lemma 19.8 that this replacement is legitimate since (19.33) 
also holds after this replacement. Thus, up to normalization, our scattering matrix 
indeed coincides with the wave-operator one in Euclidian scattering. 
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APPENDIX A 

CONSTRUCTION O F PLAN E WAVE S 
NEAR TH E INITIA L POIN T 

This chapter is essentially taken from Sections 1 and 15 of Melrose's and Zworski's 

paper [29 ] with the minor modification that we allow long-range potentials. We thus 

construct the kernel of the Poisson operator for A + V - A2, V G xC°°(X), on X x dX 

microlocally near the incoming set 

(A.l) 

G * ( - A ) = graph 
dx 

= { ( I , , I , ' , - A , O , O ) : y,y'e dx} c scnXx9X(x x ax). 
Note that X x dX is also a manifold with boundary, hence with a natural scattering 

structure. In particular, if x is a boundary defining function of X so that g is a scat­

tering metric o n I , y are local coordinates on dX near a point q, then near the point 

P — (QI Q) € 9Xy x dXyt C X x dX we have coordinates y ') . Correspondingly, on 

SCTQXX9XX x <9X we obtain coordinates (y,y' ,r , The Legendre submanifold 

associated to the plane waves is 

(A.2; 
G(-X) ={{y,y'\T,Li,Li') : (y,iï) =exp((s-7r)Hh/2)(y',Ji'), r = Acoss, 

= A(sins)/i, / / = -A(sin5)/i/, s G (0,7r)} C scT^XxaxA: x dX; 

see [29, Proposition 4]. Note that the incoming and outgoing sets are defined the 
opposite way in [29]; we follow the notation of [25]. In particular, this is the reason 
for some sign changes above. 

Near G**(—A), G{—A) is parametrized the function \(j>{y,y') where 

<t>{y,y ) = cos % , y ), 

and d denotes the distance on dX with respect to h\dx- Thus, if u is a Legendre 
distribution of order m associated to G{—A), i.e. u G I™(X x <9X, G ( - A ) ) , and A G 

wsc(Xx aX) W F L f ^ is near G*(-AV then ^7 / has the form 

(A.3) 
Au = (27 r ) -^ -1 ) /4xm+(2N-1) /4eu^ , )^a (x ,y ,y ' ) + u0, 

a G C°°(X x <9X), tio e C°°(X x dX) 

(see [29, Definition 2]). 
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We will need to consider slightly more general distributions, namely ones of the 

form v = xia(y ^Au, with Au as above, a G  C°°(dX). These are Legendre distributions 

in the non-polyhomogeneous sense, and they can be thought of as polyhomogeneous 

distributions with variable order. By the stationary phase lemma we also have the 

pushforward result that for / G  C°°(dXyi), 

(A.4) 
'dX 

xia(y'ÏAu(x,y,y')f(y')dh = eiXfxx^N-l^2+ia^Q{uJ) 

where Q(u,f) is a polyhomogeneous distribution on X with index set as in (18.20), 
i.e. 

(A.5) /C = {(m,p) : m,p G N, p < 2m}. 

In particular, there exists w G  C°°(dX) so that \Q(u,f) — w\ < Cx(\ogx)2 for some 

constant C > 0. Define Q°_x(u) : C°°(dX) C°°(dX) by Q°_x(u)f = Q(uJ)\x=0 = 

w. The stationary phase lemma also gives that Q°_x(u)f(y) = q(y)f(y) where q G 
C°°(dX), i.e. Q°_x(u) is just multiplication by a smooth function. 

The only modification that we need to make in Melrose's and Zworski's construc­

tion is that at the initial points, i.e. at G(—A) f l G^(—A), an additional factor must 

be introduced (which then 'propagates' along G(—A)). Thus, we seek a Legendre 

distribution satisfying 

A.6) WFSC((AX +Vx- A2)Xb) H GH-X) = 0, 

(A.7) Q°A(**) = Id. 

Here 'Legendre distribution' is understood in the sense discussed above, so KB = 
xt>ot{y a £ C°°(dX) and is Legendre in the sense of [29]. It is easy to specify 

a — ax; it is the function in (18.19) that appears in the asymptotic expansion of 

R(±\)f, f G  C°°(X), i.e. with V = xV\ V G  C°°(Jf), a = (2X)-1V,\dx^ We 

construct KB as an asymptotic sum 

(A.8) m^$^ù 
oo 

j=0 

^$ù x-My')Kj e /-(2^-1)/4+^'(X x dX,G(-\),fìR). 

Hence, microlocally near G**(A), KQ must satisfy 

(A.9) ( A x + VX- X2)K0 € x*°to )/-(2iv-i)/4+2(x x  9X,G(-\),nR), 

(A.10) <ro(0°-x(Ko)) = Mia), 

and for j > 1 we need 

(A. l l ) 
( A x + VX- X^Kj+iAx +VX- A2) 

7-1 

' 1=0 

$^ù 

G ar<«(»')j-(2Jv-i)/4+i+2(A- x dX,G(-X),ÙR) 
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The kernels Kj take the form of oscillatory functions 

(A.12) 

Kj = xt+^WeWMV'ajixMy'frfr, aj € C°°(X x dX), v € C°°(dX,il), 

(A.13) <j>(y,y') = cos d(y,y'), 

d(y, y') still being the metric distance between y and y' with respect to h\gx- Regard­
ing y' as a parameter and introducing Riemannian normal coordinates in y centered 
at y' we obtain transport equations for a'j = a,j\x=o 

(A.14) (ydy+ jty + (i(a(0) - (2X)-1V'(y)) + bj)^ = Cj € C°°{X x dX) 

near y —  0 with bj vanishing at y = 0 and c$ = 0. Since 

2\a(0)-V'(y) 

vanishes at y = 0 , the transport equation for a'0 has a unique smooth solution with 
ao(y^y) e C°°(dX) specified, and the equations for aj, j > 1  have unique smooth 
solutions. This is true for the same reasons as in Hadamard's construction, see e.g. 
[18, Lemma 17.4.1] . 

Hence, the Kj exist microlocally near G$(—A), and if ip is supported near the 
diagonal in dX x dX C X x dX, identically 1  in a smaller neighborhood of the 
diagonal, then the ipKj can be considered distributions on X x OX. They can be 
summed by Borel's lemma, to obtain Kb G  C~°°{X x dX;tiR) with the desired 
properties. By choosing ip to have sufficiently small support with sufficiently small 
support we can arrange that the projection of WFsc(ifb) to dX x dX is close to the 
diagonal at the expense of making WFsc((Ax + Vx — X2)Kb) close to (but disjoint 
from) G*(—\). Now recall that ~ + is the relation induced by the bicharacteristics of 
g between points in EA-A 2 and points in S*dX\ see Definition 11.7 . We can finally 
deduce the following result. 

Proposition AA. — Kb € C~°°(X x OX'^R), constructed above, is the kernel of 
an operator Po(A) : C°°(dX) -> C~°°(X), which extends to an operator Po(A) : 
C-°°{dX) -> C-°°{X), and for u G  C-°°(dX) 

WFsc(P0(X)u) C { ( 2 / , - A , 0 ) :  y G  suppw} 

U {a G  EA_A2 \  R~2 : 3 ( G  WF(ti), a ~'+ C}, 
(A .15 ) 

(A .16) 
WFsc((A + y-A2)P0(A)n) 

C {a G  SA_A2 \ R~2 : 3  C G WF(u), a Q. 

Proof — Since Kb is supported near the diagonal of dXy x dXy>, we can work in 
local coordinates. Thus, we may assume that u G  C~°°(dX) is supported in a small 
open set U C M^-1, and we can replace X by , i.e. the radial compactification 
of RN, which is [0 , l)a. x S^"1 near S^"1 = aSn+ (so {x~l,y) are the standard polar 
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coordinates on RN). We take the partial Fourier transform of Kb with respect to 
(x,y), i.e. consider 

Кь= í e-iív'xKb{x,v,v')dxdv 
(A.17) 

= J e*-t'v+x+(y>v'Mxa(x,y,y')tedyEC-0 (RNe x RNy-1); 

a e xia^^C°°(X x dX;QR) C S£(X x dX) for all e > 0 . Here we are using the 

compactifled notation for symbol spaces, i.e. the non-trivial behavior of the symbols 

is at x —  0. It follows that is a Lagrangian distribution associated to a conic 

Lagrangian submanifold A  of T*(RN x M^-1) with compact projection to the base, 

since 

(A.18) </>(£ , y', x, y) = ( - £ • y + A0(y, </'))/* 

is a non-degenerate phase function (again, we are using a compactifled notation). 
Namely, A  is given by 

(A.19) C 3 (Z,y',x,y) i  y (Z,y',d&,dy.il>) G Ac T*(RN x dX), 

where C is the critical set 

(A.20) C = {(Z,y',x,y): d(x^,y',x,y) = 0}. 

It is convenient to think of as the unit sphere in E~; correspondingly we can 

identify a € TjfS^-1 with a covector in T*RN using the standard metric on both 

S^"1 and RN. Then 

(A.21) dv(£-v)dy = {Z-{£-v)v)av. 

Hence, (A.20 ) becomes 

(A.22) C =  {(£,y',x,y) : £ • y = \<f>(y, y'),t-(£- y)y =  A  ¿^(2/, y')}. 

Moreover, 

(A.23) d(E,y')w= ~\V • +  ^  0y'^(v>y') <V, 

so 

(A.24) 

A = { ( & » ' , - | , ^ a w ^ ( » , y ' ) ) : Z-V = mvd\ C - = A ay0(y,»')}-

Since 

(A.25) 0 (2/, J/')2 + |AYO(Y,Y')2H =  l 

(this being the eikonal equation satisfied by 0; here Id^y, is the metric length of 

dy(j)(y,y') dy with respect to h\dx), this proves that A  indeed has compact projection 

to RN x dX. Moreover, as Kb is a Lagrangian distribution associated to A, WF(K^) C 
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A. It is also easy to see that (l-p)K* G  S(RN xdX) if p G  C™(RN xdX) is identically 

1 in a neighborhood of the projection of A to the base, so 

(A.26) WFsc(Fb) = WF(Fb) c A. 

Po(X)u= f K\x,y,y')u{y') 
Jdxy, 

= (2TT)-n f e*v'*( f K>&y'Mv'j) de-

Now, 

(A.27) 

We write ((£, y1), (£*,//)) f°r the canonical coordinates induced on T*(RN xdX) by the 

coordinates (£,?/)• We also write (£,£*) for the coordinates on T*EN, identify 5*EN 

as the set {(£,£*) ' ICI = 1}, and write £* = f/lf I- Similarly, if (y,n) G  T*dX, we 

let 7 7 = rj/\rj\h- As usual, we regard the wave front set of a distribution on, say, RN, 

both as a conic subset of T*RN \ 0 and as a subset of S*RN. 

The standard wave front set calculus [18 , Theorem 8.2.13] allows us to estimate 

the wave front set of 

(A.28) v = f Kb (E,y)!,')«(!,')• 

Jdxy, 
Namely, we have 

(A 29) WF(V ) C{(^'r) :  3y' ' ^'2/''r'0 ) G  W F W' y' €  SUPPM> 

U { ( £ , £ • ) : 3 ( » ' , - » ; ) 6 WF(«) , (S,y',C,v) € WF(F^)}. 

In the first set on the right hand side we have dyi<j)(y,y') = 0 by (A.24), so (using 

that 4>{y,y') — cosd{y,y')), y — y'. Then (A.24) also gives %-y — A, and c\(£-y) = 0, 

so £ = Ay — Ay'. Moreover, by the same equation, £* = ~y/xi i-e- £* — — y- Thus, 

the first set on the right hand side of (A.29) is 

(A.30) {(Ay, -y) G  S*RN :  y G  suppu}. 

Equation (A.24) also shows that the second set on the right hand side of (A.29) is 

(A.31) 
{ ( £ , - y ) G 5*E" : (y,-dy.<l>{y,y')) G WF(ti), £ • y = A0(y,y'), 

H-{ti-y)y = *dy<i>{y,y')}. 

Now, WFsc(P0(A)w) and WF(v) = W¥sc(TP0(X)u) are related by the Legendre 

diffeomorphism [29, Lemma 5 and Proposition 8]. This is the map L_1 : S*RN -> 

^Tgjv^S^ which in coordinates (y,r, p) on scTg^_iS^ is given by 

(A.32) L- 1 (£,£*) =  ( - f , E.E, E –  ( £ - h f ) -

Hence, the set in (A.30 ) corresponds to 

(A.33) {(y,-X,0): y e supp u}, 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000 



136 APPENDI X A . CONSTRUCTION OF PLANE WAVES NEAR THE INITIAL POINT 

while the set in (A.31) corresponds to 

,. _ {(y,r,n) : 3 (y',7]') € WF(«) , r = -Acosd( | , , | , ' ) , ft = Xdy^(y,y'), 
(A.34) 

г/ = -дУ'ф(у,у')}. 

Now, by (A.25) we have r2 + = A2 in (A.34). Since <j)(y,y') — cos d(y,y'), so 

(A.35) dy>(j) = -{smd{y,y'))dyid(y,y')dy', 

we see that /J, = —\dy(j){y,y'), rj' — —dy'(j){y,y') mean that (y,n/\n\) lies on the 
'backward' geodesic starting at (y',7f). Thus, we conclude that (A.34) can be written 
as 
(A.36) 

{(»,r,Ai) : 3 (y'tf) e WF(ti) C S*dX, r = -Acosd(y,y'), r2 + |/x|2 = A2 

exp(-d(y,y')Hh/2)(y\ff) = (y,u/|u|)}. 

This proves (A.15). In view of (A.6) the proof of (A.16) is similar. • 
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APPENDIX B 

ABSENCE O F POSITIV E EIGENVALUE S 

This chapter follows the paper [8 ] of Froese and Herbst, and we only emphasize the 
modifications necessary to accommodate the more general setting. The main point is 
that we have to estimate the error terms introduced by the general geometry carefully. 
On the other hand, we do not have any of the complications arising due to the lack of 
smoothness of the potential. In the proof of super-exponential decay of eigenfunctions 
with positive energy, the analogue of [8, Theorem 2.1], the error terms arising from 
the general geometry are similar to those in the Euclidian setting, so the proof of 
Froese and Herbst requires only minor modifications. On the other hand, they use 
the exact form of the metric very strongly in their proof of the unique continuation 
theorem at infinity [8 , Theorem 3.1], so there will be many error terms in our case 
which we have to control and which do not arise in Euclidian scattering. 

Fix a boundary defining function x on X such that g — x~A dx2 + x~2h is a 
scattering metric, and choose a product decomposition of a neighborhood Uo of dX: 
UQ = [0j£o)x x dXy. It is convenient to eliminate cross terms dx ® dy by adjusting 
the product decomposition. This is not necessary for the first proposition (super-
exponential decay), but it will be important in the proof of unique continuation at 

(B.l) g-1 = g°° dx®dx + J2 d* 0 dVi + E dVi 0 d* + E ^ dVi ® 9t 

dX. 
First note that the coefficients of the dual metric 

satisfy 

(B.2) g00 = x*(l + 0(x2)), g°i = 0(a;4), gij = x2(hij + 0{x)) 

where h is the pull back of h to dX (see [25, Lemma 3]). Thus, 

(B.3) g \dx) = х4(а'0дх + V a'jdv¡), a'» = 1 + 0(х2) 
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so in a neighborhood of dX 

(B.4) W = {a'Q)-lx-Ag-\dx) = dx +x-Ag-\dx) = 

is a smooth vector field on a neighborhood of dX which is transversal to the hyper-

surfaces x — const in a smaller neighborhood of dX. Let 7(£, y) be the integral curve 

of W satisfying 7(0,2/) = (0,y) G  <9X; so x(>y(t,y)) = t. If p = 7(̂ ,2/), let j/'(p) = 2/, 

£(p) = t = #(p). This introduces a product decomposition of a neighborhood U of 

X with J 7 = [Q,e)x x d A y . Moreover, by our definition of 7, dx and T { # — consf} 

are orthogonal with respect to g, so the coefficients of the cross terms dx <g> dy'j in g 

vanish with respect to this product decomposition. Thus, we can assume, as we will 

in what follows, that 

g = a-xx-A dx®dx + x~2h, a G  C°°(U), a = 1 + 0(x2), 
(B.5) ; 

ft € C°°(U;T*dX <g> T*aX), ft0 = ft|ax is a metric on <9X 

(here we really mean the pull back of the cotensor bundle). The Laplacian of g 

becomes 

(B.6) A = a(x2Dx)2 + i(N - l)x(x2Dx) + x2A0 + z3P' + z2Q' 

where A0 is the Laplacian of ft|ax, P G  Diff2(<9X) (lifted by the product decomposi­

tion), Q G  DiffgC(X), and N = dimX. In fact, it is convenient to replace this by the 

more general expression 

(B.7) A = a{x2Dx)2 + x2 A0 + x3P + 

with Diffi. (X), ^ € Diff2(<9AT). 

Let W be a vector field supported near dX such that on a smaller neighborhood 

of dX, W = xDx, and let A = | ( W + W*). It is easy to check that if 0 G  C£°(R) is 

identically 1 near 0 and has sufficiently small support then 

(B.8) (t>(x)(A - (xDx + iN/2)) G  zC°°(X). 

We next state the analog of Lemma 2.2 of Froese and Herbst. We let 5m([0,l)x) be 

the space of all symbols a of order m on [0,1), which satisfy a G  C°°((0,1)), vanish 

on (1/2,1), and for which sup \xm+kd%a\ < 00 for all k. The topology of 5m([0,1)) is 

given by the seminorms sup \xm+kd%a\. Also, the space Sm(X) of symbols is defined 

similarly, i.e. it is given by seminorms sup|xmPa|, P G  Diff£(X). In the following 

lemma DiffsccP0> as usual, stands for non-classical (non-polyhomogeneous) scatter­

ing differential operators (i.e. scattering differential operators with non-polyhomoge­

neous coefficients), corresponding to the lack of polyhomogeneity of F. In particular, 

DiffgCC(X) = S°(X) (considered as multiplication operators). 

LemmaB.l. — Suppose that H is as in (11.11), A > 0, Hij) = \ip, ip G  L2C(X). 

Suppose also that a > 0, and for all (3 we have x~@exp(a/x)ip G  L2C(X). Then 
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with F e 51([0,1)), F < a/x + P\logx\ for some ¡3, suppF C U, V F = eFi>, 

H{F) = H + eF[H, e~F] we have ipF € C°°(X), 

(B.9) H{F)^F = XrpF, 

(B.10) H(F) = H - 2a(x2DxF)(x2Dx) + a(x2DxF)2 + RU Ri G xS°(X), 

(B. l l ) {i>F, H,pF) = (rl>F, (A - a(x2DxF)2)xpF). 

If in addition dxF < 0 then 

(B.12) 
(tl>F,i[A,H]ll>F) = -4||(a^)1/2(_A,2^jp)l/2AI/;/R||2 + (^F,(^(X 2 ^ F ) 2 ) ^ F ) 

+ (V>F , i?2<M + ( i ? 3 ^ F , ^ F ) + ( A ^ F , i?4^F), 

i?2,#3,#4 G z S ° ( X ) . 

/fere i?i, i?3 and i?4 are bounded by some seminorms of F, and R2 is bounded by a 

quadratic polynomial in some seminorms of F. 

Proof — Formally this is just an explicit computation, carefully taking into account 

the error terms. It can be justified exactly as in the setting of the paper of Froese 

and Herbst. Here we just note that 

(B.13) [x2Dx,eF] = (x2DXF)eF, x2DXF G S°([0,1)), 

so eF[H,e~F] G DiffJcc(X) (V G C°°([X;C]) commutes with eF). Hence (B.9), which 

a priori holds in a distributional sense, and the ellipticity of o~3Sc,2(H) show that 

ij)F G C°°(X). Moreover, we use 

(B.14) 

A||<M|2 = №F,H(FWF) = Re(*PF,H(F)*pF) = W>F, (H + \[eF, [tf,e"F]])</;F) 

to prove (B. l l ) , and 

(B.15) 0 = (</>, [H,eFAeFty) = (</>F, (e~F[H,eF]A + [H, A] + A[H, eF]e~F)ipF) 

to prove (B.12). The estimates of the error terms are facilitated by (B.13). In par­
ticular, the dependence of Rj on seminorms of F arises by commuting eF through 
x2Dx. Each such commutation gives a factor bounded in 5°([0,1)) by seminorms 
of F, but it also eliminates the vectorfield, i.e. reduces the degree of the differential 
operator by 1. Since H is second order, and the only non-tangential second order 
part is a(x2Dx)2, the previous formulas give the claimed bounds. • 

Using this lemma and the Mourre estimate (Theorem 12.2) we can follow Froese 
and Herbst very closely in the proof of the following result: 
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Proposition B.2 (Froese and Herbst, [8, Theorem 2.1]). — Let H be as in (11.11), A > 

0, and suppose that ip G  L2C(X) satisfies Ht^ = Xxj). Then ea/xip G  L^C(X) for all 

a G  R. 

Proof — The proof is by contradiction. First note that i\) G  C°°(X) by Corollary 17.5. 
Let 

(B.16) ai = sup{a G  [0,oo) : exp(a /x)^ G L2C(X)}, 

and suppose that a\ < oo. If ai = 0, then let a = 0, otherwise suppose that 

a < ai , and a + 7 > a\. We show that for sufficiently small 7 (depending only on 

a i ) exp((a + l)/x)il) G  L2C(X), which contradicts our assumption on ol\ if a is close 

enough to ol\. In what follows we assume that 7 G  (0,1]. 

Note first that we certainly have for all (3 G  R, exp(a/x)x^^ G  L2C(X), due to our 

choice of a. We apply the previous lemma with 

(B.17) 
x-Ag-\dx) = dx-Ag-\dx) = dx-Ag-\dx 

<t> G  C£°(R) identically 1 near 0 (it is convenient to take it to be identically 1 on 

supp,4), and let ^ = eF^, = VWIhMI- Here F = Fp G  5X([0,1)), and is 

uniformly bounded in 51([0,1)) for /3 G [ l ,oo) , a G  [0, ax) (or a = ai if c*i = 0), 

7 € (0 ,1 ] . 

Now, F is an increasing function of /?, and F(x) converges to <f>(x)(a + 7 ) / ^ as 

(3 -> 00. Thus, by the monotone convergence theorem 

(B.18) | | ^ | | 2 || exp(0(a?)(a + 7)/*MI = 00 

since a + 7 > ai . On the other hand, for any compact subset B of int(X), eF is 
uniformly bounded, and so are its derivatives, so for any Q G Difffe(X) 

(B.19) lira \\Q*f}\\L2lB) = 0. 

In what follows, we write 6j, j G N, for positive constants which are independent of 

a, ¡3 and 7. Now, 

(B.20) -x2dxF = (a + 7(1 + 7/̂ r1)̂ ) + * i < & i , Fi G Cc°°(int(X)). 

Hence, by (B.9), (B.10) and the ellipticity of cr3sc?2(ff), 

(B.21) x-Ag-\dx) = dx-Ag-\dx) = d 

for all k. Note that (B.19) and (B.21) prove that for any Q G Diff£sccCX"), QVp 

converges weakly to 0. 

Still following [8] we next show that 

(B.22) Jim \\(H-X-(x 
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In fact, by (B.10) we have 

(B.23) limsup ||(tf - A - (x2dxF)2)9p\\ = limsup\\(2({x2dx)F)x2Dx + iRi)^p\\. 

Now, Ri = xR[, R[ G DiffgCC(X) with uniformly bounded coefficients. Thus, by 
(B.21), ||#i#/3||i,2c(X) < h. Hence, for any S > 0 

(B.24) ll ^i^l|2<l№^lli2(^)+^2&23 

where Bs = {p G X : x(p) > 5}. Since R\ has uniformly bounded coefficients, (B.19) 
proves that 

(B.25) limsup \\{2{{x2dx)F)x2Dx + i#i)tf/j| | - limsup \\{2({x2dx)F)x2DXV 

In fact, x2Dx can be replaced by xA since the additional term also vanishes as f3 oo. 
An explicit calculation shows that 

(B.26) xdx{x2dxF)2 - 27(a + 7) < M , 

so from (B.12) 

(B.27) {90,i[A,H]90) < - 4 | | ( - a x 3 ^ F ) 1 / 2 ^ | | 2 + 27(a + 7) + ( * / 3 ^ 5 ^ ) 

with i?5 uniformly bounded in DiffgCC(X). In addition, [H,A] G Diff2sc(X), so the 
left hand side, as well as the last term on the right hand side, are bounded as f3 -> 00. 
This proves that 

(B.28) \\xl/2{-x2dxF)l/2A*0\\ < 65. 

Since \x2dxF\ < be, we conclude as above that 

(B.29) lim \\(x2dxF)xA90\\ = 0, 
/3->oo 

which proves (B.22). Since \x2dxF\ < a + 7, we deduce that 

(B.30) limsup \\(H - A - a2)yp\\ < 2ja + 72. 
/3^00 

Hence, for </> G C£°(R) supported in (A — e, A + s), identically 1 on (A - e/2, A + e/2), 

A = A + a2, e  < A/2 fixed, we see that 

(B.31) limsup||(Id-j>(H))90\\ < limsup | | ( # - A)(2/e)(Id-4>{H))9p\\ < 677, 
/3->oo 

and hence 

(B.32) limsup | | (F + i ) ( I d - ^ ) ) ^ | | < 687. 

Now, from (B.29), writing R3 = xR'3 in (B.12), R's bounded in 5 ° ( X ) , and noting 

that (x2dxF)~1 is bounded in S°(X) near supp A, 

(B.33) lim ( i ? 3 * / 3 , ^ / 3 ) = lim ((x2dxF)-1R'3^f3, x(x2dxF)AV(3) = 0, 
(3-too /3->o o 
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and similarly for the R4 term in(BJ2). Thus, from (B.27), taking into account the 
form of the Rb term from (B.12) and (B.26), 

(B.34) limsup(^/3,z[^,H]^/3) < 27 (01 + 7 ) <  697 , 

and by (B.31) and (B.32) (using that [A,H] G  Diff2sc(X)) 

(B.35) limsup\\[A,H](Id-4(H))90\\ < 6lo7. 

Hence, 

(B.36) hm8up(90^(H)i[AyH]^(H)90) < 6n7. 

For small 7 , however, this contradicts the Mourre estimate of Theorem 12 .2 which, 

together with the weak convergence of ^ to 0, implies that 

(B.37) hmud(90^(H)i[AJH]^(H)90) > b121imud\\4(H)90\\2 > b12(l - 6137) . 
/3->oo /3—̂ o o 

This contradiction proves the proposition. • 

We next prove, following Froese and Herbst, that faster than exponential decay of 

an eigenfunction of H implies that it vanishes. As mentioned in the introduction, this 

requires more substantial modifications than the previous proof. 

Proposition B.3 (cf. Froese and Herbst, [8, Theorem 3.1]). — Let H be as in (11.11), 

A € R . Suppose that Hip = exp(a/x)tp G  Ljc(X) for all a. Then ip = 0. 

Proof — Let F = Fa = <f>(x)% where <f> G  C£°(R) is supported near 0, identically 1 
in a smaller neighborhood of 0, and let ipa = eFip, 9a = VWIIV'all- Then (B. l l ) and 
(B.12) give 

(B.38) (*tt,H9a) - A + a2 + a 2 ( * a , s / i * a ) , 

with / 1 G  S°(X) independent of a, 

(*a,<[4, # ]*a) =  -  4\\(aax)1/2A9a\\2 + ( * « , * ( a / 2 + a2f3)*a) 
(B.39) 

+ a(xAVa, /4*Q) + a( /5*a, xAVa), 

fj G S°(X), j = 2 , . . . , 5, independent of a. In addition we have 

(B.40) i[A,H] = 2A + i[A,V] + xP 

where P G D i f f ^ X ) . Also note that [4, V] G C°°([X;C]) C L°°(X). 

Since V is bounded and ||*a|| = 1, it follows from (B.38) that ( * a , A * Q ) < 

C ( l + a2), so 
(B.41) | | d * „ | U L ( ^ A I ) <C'(l + a). 

In particular, for Q G DiffgC(X) we see that 

(B.42) I I W I <<?! ( ! + a ) . 
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Write xP = PixP2, Pi,P2 e Diff*c(X), and let C2 be such that 

(B.43) \\Pf9aW < C2(l + a) , ||P2*a|| < C2(l + a) , | M * a | | < C2(l + a) . 

In fact, we can improve the last statement by noting that in (B.39), by virtue of 

(B.43) and (B.40), every term but the first one on the right hand side is bounded by 

C£'(l + a2),so 

(B.44) \\(ax)^2A^a\\<C2(l + a). 

Let Qs = {peX : x(p) > 5} . Thus, 

(B.45) | | ^ | | L 2 ( ^ ) < C3e^ | | ^ |Us2cW. 

Similarly, we can estimate the derivatives of ipa as well in L2(Qs), taking into account 

that \x2dxeF\ < C±a, so 

(B.46) WQMvm < C6(l + <*)eal5, Q € Diffie(A-) 

and more generally 

(B.47) HQVUMn,) < W + ak)ea'\ Q € Diffsfcc(X). 

Here C6 is independent of a and S; it only depends on Q. Let CV be such that 

(B.48) U«h*(ns) < C7ea's 

and for each of Q = xA, P{, P2 

(B.49) Ma\\msis)<C7{\ + a)ea's. 

Let Cs = maxj(sup + sup \xx^2fj\) + sup or, and choose J G (0,e/2) so that 

(B.50) ¿(1 + C2 + + s u p < i 

for all j . Then 

(B.51) K ^ ^ / ^ A ) ! < C8||*A||iA(OA) +  *  SUP |/j | | | *a| |2, j = 1,2,3, 

SO 

(B.52) \(*a,xfj*Q)\<C8C7ie2a/sWa\\-2 + ±, ¿ = 1,2,3, 

Similarly 

(B.53) |(Pi**a,*P2*a)| < C8C72(1 + a)Va/'l№«ir2 + J ( l + a)2. 
o 

Finally, 
(B.54) | ( ^ / 2 ^ a , ^ / 2 / 4 ^ ) | < C'Ml + a)1'2 

and analogously for /5. 
We now assume that supp^ f l {p : #(p) < 5/4} is not empty; soon we obtain a 

contradiction. Under this assumption 

(B.55) WahhW > e2a/i||^ll^c({x<V2}) > C9e2«/' 
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with Cg > 0. Hence, our estimates above and (B.38), together with |(\I>a, V\Pa)| < 
sup |V| show that 

(B.56) (*0, A9a) > a2 - Cio - a2 (Cne'2"'6 + \). 

Similarly, from (B.39), using (B.40), [A,V] € L°°(X), and that the first term on the 
right hand side of (B.39) is negative, we have 

(B.57) ( * « , 2 A * a ) < C12(l + a)3/2 + ((a + a2) + ( 1 + a)2)(ci2e'2als + 1). 

Thus, for sufficiently large a, (B.56) shows that 

(B.58) ( t f a , A * a ) > ^ a 2 , 

while (B.57) implies for large a that 

(B.59) (*a,A*a) <  i«2 , 

providing the contradiction. Hence, supp^ is a compact subset of the interior of X. 
Then the standard Carleman-type unique continuation theorem [18 , Theorem 17.2.1] 
implies that ip vanishes identically as claimed. • 

The absence of positive eigenvalues is just a combination of the previous two propo­
sitions. Thus, we have proved Theorem 17.6. 
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APPENDIX C 

POSITIVE OPERATOR S 

In this chapter we show that, roughly speaking, the positivity of the indicial op­
erators of A G 9z™,0(X) implies the positivity of A modulo compact operators. We 
prove this by constructing an approximate square root of A. 

Throughout this section we assume that H is a three-body Hamiltonian. We start 
with the basic square root construction. 

Lemma C i . — Suppose that H is a three-body Hamiltonian and A € E. Suppose also 
that A G \J/^°,0(X) is self-adjoint, and for some c > 0 and xp G C£°(M) which is 
identically 1 near A, 

( C l ) iP(H)AiP(H) >c^{H)2. 

Then for any d G (0,c) and (j) G C£°(R) such that 

(C.2) supp <j) D supp(l - ip) = 0 , 

there exists B G 93™'°(X) such that 

(C.3) <t>(H)(A - c')<f)(H) = <j)(H)B*B<j)(H). 

Proof — Let 

(C.4) P = ip(H)Aip(H) + c(id -m)2) e w3sc (X). 
Thus, P > c, so P — c' > c — d > 0. Since the spectrum of P - c' is a subset 
of [c - c', oc) and c - c' > 0, we have (P - c')1/2 = f(P - d) where / G C£°(R) 
and /(£) = if £ is in the spectrum of P — d. By Proposition 10.3, or rather its 
modification for m = 0, in which case ellipticity of o~3SC,m(P) is not required just as 
the indicial operators of P need not to invertible, 

(C.5) Q = (P- c')1'2 = f(P - c') e w3sc (X). 

Let ipi be identically 1 near supp</> and vanish near supp(l — ip). Then 

(C.6) MH)Q2tpi(H) = MH)(P - c')^{H) = MH)(A - c > ! ( # ) . 
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Let 

(C7) B = QMH)e w3sc °(x). 

Multiplying (C.6) from both sides by <f>(H) then proves (C.3). • 

We now show that under certain additional assumptions, the positivity of the indi­
cial operators implies positivity of the operator modulo lower order (hence compact) 
terms in the calculus. We start by assuming strict positivity of the indicial operators 
when localized in the spectrum of H. 

Proposition C.2. —  Suppose that H is a three-body Hamiltonian and A G l. Suppose 
also that A,C £ ^^'°(X) are self-adjoint and Ca,o(£) = ca(£)ipo(Ha(£))2 for a = 
mf,ff and £ G  3scr^f[X;C], £  G  W1- respectively, where ea(£) is a function with 
ca(0 > 0, \J)Q = 1 near X e R, ipo e C£°(K). Assume in addition that there exists 

G C£°(R) which is identically 1 near X, supp-0 fl supp(l — -0o) = such that 

(c.8) ip(Ha(o)Aa(oma(o) > ma(o)ca(Oi>(Ha(0) 
for a = mf, ff and £ 6 3scT^f [X; C], ^ f f 1 respectively. Then for any e G (0,1) and 
<t>eCZ°(R) with 

(C.9) supp (j) fl supp(l - ij)) - 0 , 

there exists R G  ̂ ^^(X) such that 

(CIO) <j)(H)A(t>(H) > (1 - e)4>{H)C<t>{H) + R. 

Proof — We apply a parameter dependent version of the previous lemma to the 
indicial operators to conclude that for each £ there exists Ba(^) with 

(C. l l ) <f>(Ha(0)(Aa(0 - (i - e)Ca(0)<f>(Ha(0) = 4>{Ha(t))Ba(tyBa(t)<KHa№. 

It follows from the Cauchy integral formula construction of the square root in the 
calculus and the explicit formulae (C.4), (C.5) and (C.7) that the indicial operators 
J3o(0 match up so that there exists B G  *^"S^°,0(X) with indicial operators Ba(£). 

Here note that the set where ip(Ha(t;)) does not vanish has compact closure, hence c 

is bounded below on it by a positive constant. Thus, we can take the same smooth 

function / in the expression (C.5) for the square root for every a and £. By (C. l l ) , 

(C.12) (f>{H)(A - (1 - e)C)4>(H) = (j)(H)B*B$(H) + R 

with R G  \&^°,:L(X). Since <j>(H)B*B(j)(H) > 0, rearranging this proves the proposi­

tion. • 

Similar conclusions hold if we allow the vanishing of the indicial operators of A, 

but compensate by requiring matching upper bounds on A. 
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Proposition C.3. —  Suppose that H is a three-body Hamiltonian and A ei Suppose 

also that A,C G  93™'°(X) are self-adjoint and Ca,o(0 = co(£)^0(#a(£))2 for a = 

mf,ff and £  G  3scT^f[X; C], f G  W -̂1 respectively, where ca(£) ¿ 5 a function with 

ca(0 > 0  with y/c^ G  C°°(3scr^f[X;C]) resp. y/c^ G  C°°(VF-L) vanishing to infinite 

order at points £ ca(0 =  0 , ^ 0 =  1  rcear A G R, G  C£°(R), Aa(0 = 0 if 

ca(0 =  0 , and/or ant/ differential operator Q G  Diff(3scT^f[Jf; C]) or Q G  Diff(W^-L) 

(as a — mf or a = ff,), <9(ca(£)-1Ai(£))> re5P- a" seminorms of Q(ca{£)~1 Aa{£)) in 

^oo,0(^~1(p))> £ € are uniformly bounded on the set of £'s with ca(£) > 0. 
Assume in addition that there exists ip G  C£°(R) which is identically 1  near X, 

snppip f l supp(l — ipo) = 0 ? 5 ^cft £/ia£ 

(C.13) <p(Ha(0)Aa(№(Ha(0) >p(Ha(0)Aa(№(Ha(0$ù 

/or a = mf, ff ana7 £ G 3scT^f[X; C], £ G W -̂1 respectively. Then the conclusion of the 

previous proposition holds, i.e. for any e G (0,1) and </> G  C£°(R) with 

(C.14) supp </> fl supp(l - ty) — 0, 

£/&ere e:mte R G  ^ ^ ^ ^ ( X ) , with seminorms bounded by those of A andC in 93£?'°(X), 

and with WF'3sc(R) C WF'3sc(A) (J WF£BC(C) such that 

(C.15) <f)(H)A<t>(H) >  ( 1 - e)(t>{H)C(t){H) + R. 

Proof — We define Ba(£) =  0  if ca(£) = 0 , otherwise we define Ba(£) as in the 

previous proposition. The only additional ingredient is the analysis of J30(f) near £ 

with ca(£) = 0 . To do this analysis, we follow the construction of Ba(£) in detail. So 

let 

(C.16) pa(0 = *p(Ha(0)Aa(№(Ha(0) + co(0(id - ^ № ( 0 ) 2 ) , 

and let 

(C17) c'a(0 = (1 - s)ca(0. 

Thus, Pa(0 - c'JO > eca(0. Let 

(C.18) Qa(0 = (Po(0 - cj,(0)1/2 = C a C O ^ M O - ' P a t t ) - (1 - e))1/2. 

By our assumption, there exists M >  0  such that the norm of Pa(0 in B{L2,L2) is 
bounded by Mca(£). Now choose / G  CC°°(R) such that f(t) = y/i on [1 - e , M]. Then 

M ^ ^ ( O - ^ O - l + e ^ e , so 

(C19) Qfl(0 = C a ^ / M O ' ^ f O " (1 -

By our assumptions, for a = mf, ca(£)_1P0(£), £ € 3scT^f[X; C], resp. for a = ff, 

the seminorms of ca(£)_1P0(£) in w3sc (B-1) (p), £ G  W^1, remain uniformly bounded 

as c0(£) 0 , so the Cauchy integral representation of / , via an almost analytic 

extension, shows that /(ca(£)_1Pa(£) - ( 1 - e)) remains uniformly bounded. Thus, 

Qa(£) is continuous as a function on 3scX£f[X; C] or WL (again as a = mf or a = ff) 
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with values in reals and Ф8С respectively. A similar argument also holds for the 
derivatives of Qa(0- Let ̂ 1 be identically 1 near supp</> and vanish near supp(l — ф), 
and let 

(C.20) ва(0 = ЯЛОМЩ-

Again, the Ba(£) match up so there exists В £ w3sc (X) with these indicial oper­
ators. We can also make sure that the lower order terms also vanish where с does, 
i.e. that WF3SC(£ ) С suppc. Then the indicial operators of ф(Н)(А - (1 - г)С)ф(Н) 
and ф(Н)В*Вф(Н) are the same, so 

(C.21) Ф(Н)(А - (1 - е)С)ф(Н) = ф(Н)В*Вф(Н) + R 

with R G Ф ^ 0 ' 1 ^ ) , proving the proposition. • 
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