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ON SERIES OF DISCRETE RANDOM VARIABLES, 1: 
REAL TRINOMIAL DISTRIBUTIONS WITH FIXED 

PROBABILITIES 

by 

Jean-Marc Deshouillers, Gregory A. Freiman & William Moran 

Abstract. — This paper begins the study of the local limit behaviour of triangular 
arrays of independent random variables (Cn,k)i<k<n where the law of Cn,k depends on 
on n. We consider the case when Cn,i takes three integral values 0 < a\{n) < a,2(n) 
with respective probabilities po?Pi?P2 which do not depend on n. We show three 
types of limit behaviours for the sequence of r. v. r)n — £n,i H h Cn,n, according 
as a2(n)/gcd(ai(n), a2(n)) tends to infinity slower, quicker or at the same speed as 
Vn 

These notes are a first step in the description of the local behaviour of series of 
discrete random variables, that is to say sequences (771,... ,7?n,...) of random vari
ables such that Tjn is the sum of n independent discrete random variables (£n,k)i<k<n 
following a same law that may depend on n. We are restricting ourselves to the case 
when the £n,fc5s take three integer values ao — 0 < ai(n) < (22(n), where a± and a2 
are coprime, with fixed positive probabilities po,Pi and P2 respectively. 

When the values ai(n) and a2(n) do not depend on n, it follows from a result of 
Gnedenko that we have a local limit result, namely 

P{rin = N} 
1 

ay/2-Kn 
exp 

(n/1-N)2' 
2na2 

+ o(l) as n —»• 00, 

uniformly in iV, where /i and a2 are the expectation and the variance of the £n,fc's. 
Our aim is to give a complete description of the case when a\ and 02 depend on 

n, showing that there exist three different behaviors according as ¿12 (n) is bounded or 
tends to infinity slower than y/n, tends to infinity at the same speed as y/n, or tends 
to infinity quicker than y/n. In the first case, we get a local limit result similar to 
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412 J.-M. DESHOUILLERS, G.A. FREIMAN & W. MORAN 

the one we just quoted. The second case leads to a result of a similar structure with 
a limiting law which is no more normal. The third case can be seen as isomorphic 
to a two-dimensional series with a fixed law; this notion, which may be of future 
importance, will be presented in the last section. This notion will also be useful to 
explain what happens when the coprimality condition of the a^'s is removed, without 
having to rewrite the statement of the Theorem in a heavier form where a\ and a2 
would be replaced by ai /gcd(ai ,a2) and a2/gcd(ai,a2), and {rjn = N} by {nn = 
i \ rgcd(ai ,a2)}. . . 

We now state our main result. 

Theorem. — Let po3pi1p2 be three positive numbers with sum 1, and do = 0 < (i\ (n) < 
a2(n) be three coprime integers. Let further 

¡i - ßn = pi ai (ra) 
a = an =piai(n) + p2a2(n) » / in . 

We consider n independent random variables (£n,k)i<k<n, each of which takes the 
values ao, a i (n) , a2(n) with probabilities Po?Pi?P2 respectively, and we denote by rjn 
the sum £n,i H h £n,n-

When a2(n) = o(yjn) as n tends to infinity, we have, uniformly with respect to the 
integer N 

P{rjn = N} 
1 

апл/2жп 
exp 

(n/in-N)2' 
2nal + o(l) as n —> oo. 

When 02(n) / \ /n tends to infinity with n, we have, uniformly with respect to 
the integer N 

P{Vn = N} n! 
fc0!fci!fc2! PÌ°PÌ1PÌ2 Ol 

1 
n 

as n —> oo, 

where the integral triple (ko, fci, Jfc2) is defined by 

—a2(n)/2 < ki — npi < a2(n)/2, k\ai(n) -h fc2a2(n) — N, k$ + ki + k2 = n. 

When a2(n)/v/n tends to a finite positive limit c when n tends to infinity, we 
have, uniformly with respect to c and to the integer N 

P{Vn = N} 
1 

27Tnx/poPlP2 
(o,Kl,«2 

exp(Q(k0,k1,k2)) + oj 
1 
n 

as n —> oo, 

where the sum is extended to integral triples satisfying &o + &i + &2 = ft, 
ai(n)fci + a2(n)A:2 = iV, and the quadratic form Q is defined by 

Q(k0,k1,k2) 
1 
2 

3 

¿=1 

1 

npi 
(ki - npi)2. 
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ON SERIES OF DISCRETE RANDOM VARIABLES, 1 413 

1. The case when a<i (n) = o(>/n) 

Due to the arithmetical nature of our problem (the ai's are integers), we shall use 
the Fourier kernel exp(27ri • x) and define by 

= $n(t) = po + Pi exp(27citai) -f P2 exp(2mta2) 

the characteristic function of £n u so that we have 

P{r]n = N} yn(t)exp(-27ritN)dt 

where the integral is performed over any interval of length 1. 
We shall divide the range of summation into a major arc, when t is close to 0, 

and a minor arc when t is far from 0. Let £ be a positive real number (that will be 
specified later to be l/(a2(n)n2/5)), and let 

0R= [-e,e] and m =]e; 1 — e]. 

1.1. Contribution of the minor arc. — The following lemma will be used to get 
an upper bound for \& on the minor arc, playing either with the term exp(2niait) or 
with exp(27ria2^). 

Lemma 1. Let C — 8 min POPI P0P2 
PQ+P2 We have 

|po + Pi exp(27rmi) -f-p2exp(27ri^2) < e x p ( - C m a x ( | K | | 2 , | K H 2 ) ) 

where \\u\\ denotes the distance from u to the nearest integer. 

Proof. — It is of course enough to prove the inequality 

|Po + Pi exp(27rmi) + p2 exp(27riw2)| < exp SpoPi 

Po H-Pi l*i II2 

We have 

|Po + Pi exp(27riui ) |2 Po + Pi + 2PoPi cos 2nui 

(Po + P i ) - 4p0pi sin wut 

(Po +Pi )2 - 16poPi ||îii||2 

(po+Pi )2 ( l 
8p0pi 

(Po +pi)2 lltiill2)2 

This implies 

|po + P i exp(27m*i) +p2(27rm2)| Po + pi + P2 
8poPi 

Po + P l 
libili2 

1 
8p0pi 

Po + P i 
IMI2 

exp 8poPi 
Po + p i 

IMI2 

which is the inequality we looked for. 
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414 J.-M. DESHOUILLERS, G.A. FREIMAN & W. MORAN 

We now present the dissection of the minor arc. For any integer r, we shall denote 
by r the integer in [0, a2/2] such that r is congruent either to r or to — r modulo a2. 
The reader will easily check that m is the disjoint union of the following intervals: 

mi(r) 
r 

a2 2a\ 
r 

Q>2 

rai 
1a\ 

for r = 1, 2, . . . , CL\ — 1, 

m2(0) E 
1 

«2 
1+a1 
2o| 

m2(a2 - 1) 
[ a 2 - l 

«2 
(a2 - l )a i 

2a\ 
l - e 

m2(r) 
r 

_a2 
fai 

2a2 
r 4-1 

a2 

(r + l)a2 
2a | 

for r = 1,2, . . . , a2 — 2 . 

The intervals of type m2 stay away from rationals with denominator a2, so that 
||a2£|| is rather large when t is in such an interval. More precisely, if we consider 
™2 (r) r 

a2 
2r±ll 
2o2 J 

in the case when 1 r Û2/2, we have t E m2 (r) 

||£a2|| = ||£a2 — r|| = (ta2 — r) , so that, by Lemma 1, we have 

m2 (r) 

\V(t)\ndt 

™2 (r) 

exp(—Cn(ta2 — r) )dt 

1 
2Vn 

oo 

rai /— 

exp(—Cu )du . 

In a similar way, the contribution of each of l 
2a2 

and 2a2-l  
• oo ,1 s[ is at most 

1 

a2wn 

oo 

ea2 yn 

exp(—Cu )du. 

The coprimality of a\ and a2 implies that rai is different from 0 for r = 1,2, . . . , ai — 1, 
and that any integer s in [1, a2/2] is equal to some fai for at most two values of r. If 
we denote by m2 the union of the m2(r) for r = 0 , 1 , . . . , a2 — 1, we get 

TTl2 

№(t)\ndt 
2 

a2y/n 

oo 

£CL2 \/n 

exp(—Cu2) du 
4 

a2%/n 

oo 

s=l 

oo 

2a2 

exp(—Cu2)du , 

so that the condition a2 = o(a/^) implies 

oo 

tn2 

\9(t)\ndt 
2 

a2Jn 

oo 

ea2\/n 

exp(—Cu2)du + o| 
1 

a2v/n (1) 
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We now turn our attention to the mi(r) 's, the union of which is denoted by mi. 
The length of mi (r) is raí 

щ 
and for t in mi (r) we have 

I M I I 
OiT 
Û2 

airai 
2a\ 

rai 
2a2' 

so that we get 

mi 

|¥(*)|ndt 
2 

2a\ 

OO 

S=l 
exp(—Cn\ 

s 
2a\ 

)2) 

2 
expl 

Cn, 
éa2J 

as soon as exp(—Cn/(4a2)) is less than 1/2, which is the case when n is large enough. 
We thus have 

OO 

m 2 

№(t)\ndt 
2 

a2Vn 

Vn 

a2 exp I 
Cn, 
4 < 

oi 
1 

a2Vn 

Combining the contributions of the different parts of the minor arc, we get the 
following 

Proposition 1. — We have, for any e > 0 
1-e 

E 
№(t)\ndt 

2 
a>2\/n 

OO 

ea,2 y/n 

exp(—Cu )du + oi 
2 

a2Vn 

1.2. Contribution of the major arc 
Proposition 2. — Let e = 0(1/(a2n1/3)). We have 

£ 

—e 

Vn(t) exp(-2mNt)dt 
1 

ay/2irn 
exp 

(/in - N)2 
2na2 

+0(a |ne4) + O 
1 

a2\/n 

OO 

a2Vn 

exp(-Cu)du), 

uniformly in Nj where n tends to infinity. 

This proposition is an easy consequence of the two following lemmata 

Lemma 2. — Let e = 0(1/(a2n1^3)). We have 

s 

—e 

Vn(t)exp(-2iriNt)dt 
e 

—e 

exp(-27rit(nß -N)- 2ir2na2t2)dt + 0(a |ne4) , 

uniformly in N, when n tends to infinity. 
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Proof. — On the interval [—£, -fe] we use the second order Taylor expansion of 
exp(27riait) and exp(27ria2t), noticing that a\t and a2t are bounded terms. We get 

Po + Pi exp(27riait) 4- p2 exp(27cia2t) 

1 + 2mt{aipi + a2p2) - 2n2(a\pl + alp2)t2 + 0(a | \ t \z) 

exp(2mut - 2n2a2t2 + 0(al\t\3)) 

The integrand in the LHS of the formula in Lemma 2 can thus be written as 

exp(27ri(n/i - N)t - 2ir2na2t2 + 0{na\\t\3)). 

which is also equal to 

exp(27ri(n/i - N)t - 27T2na2t2) + 0 (na | e3) , 

since na2e3 is bounded. The lemma follows by integrating over [—e,e]. 

Lemma 3. — We have 

\t\>e 

I exp(2nti(np, — N) — 2n2na2t2) dt 
2 

a2Jn 

oo 

€T02\/n 

exp(—Cu )du. 

Proof. — We first notice that a2 > a2_£0£2_ 
Z P0+P2 We have 

a2 Pia2 +p2a\ - (pioi + p2a2)2 

PiQiiaì - 2 
P2 

p 
aia2 P2Ç2 

PiQi 
al 

PiQi((ai 
Pi 
Qi 

a2)2 /P2^2 
PlQl 

Pi 
q2 

al 

al PiQ2qi -PiP2 

Qi 

al -lP2)P2 
Qi 

al P0P2 
Po + P2 

This inequality on a2 implies 2-k2o2 > Ca\. 
We thus obtain 

l*l>* 

I exp(2mt(np, — N) 2<K2na2t2\dt 

\t\>e 

exp(-27T2na2t2)dt 

2 

00 

€ 

exp(—Cnalt2)dt 

2 

a2Jn 

00 

£Ct2 Vn 

exp(—Cu2)du . 
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The proof of Proposition 2 follows from Lemma 2, Lemma 3, and the well-knowi 
relation 

"OO 

— OO 
exp(27Ttt(n/i — N) — 27T2na2t2)dt 

1 
oV2rn 

exp( 
(fin - N)2 y 

2na2 

1.3. Proof of the Theorem when a2(n) = o(y/n). — According to Proposition 
1 and Proposition 2, we merely have to notice that a and a2 have the same order of 
magnitude (we already showed that a2 > a2pp0°fp2 ? and the relation a2 < a2 is trivial), 
and to show that one can find a function e such that: 

(i) ea2\fn —» oo, 
(ii) a*ne*=o(^) 

(iii) a 2 n 1 / 3 e - 0 ( l ) . 

As we already mentioned it, the quantity e l 
a2(n)n2'5 

satisfies these three condi

tions. 

2. The case when a2 (n)/y/n tends to infinity. 

For non-negative integers ko, fai fa we define 

P(k0,fa,k2) 
(k0 + fa + k2)' 

kolh\k2\ 
«0 „JM «2 PO Pi P2 

and we extend this definition by letting the RHS be 0 when at least one of the fc's is 
negative. 

The second case of the theorem easily follows from the following lemma. 

Lemma 4. — Let a\(n) and a2(n) be positive coprime integers. For an integer N, we 
define 

£(N) = {(k0jfa,k2),k0 + fa +k2 n and faai(n) + k2a2(n) = N 

Let if be a function that tends to infinity with its argument. Uniformly in N, a\(n) 
and a2(n) we have 

lfcl -Pin|>v(n)\/w 

P(k0,fa,k2) - o 1 
n 

Proof — We consider the fundamental triple (&q, &|) *n ^ ( ^ 0 satisfying —a2/2 < 
k{ — pin < a2/2. We have 

£(N) = {(kZ - s(a2 - at),kt + sa2,k2 - sai), s € Z}. 

We remember for later use that the second components of two triples in £(N) differ 
by a multiple of a2, and that for any given fa, there exists in £(N) at most one triple 
the second element of which is fa. 

Let now fa be a given non-negative integers less than n. We define 

Po Po 
P0+P2 

P2 
P2 

Po + P2 
ko \(n-ki)po\, k2 (n - fa)p2\ 
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418 J.-M. DESHOUILLERS, G.A. FREIMAN & W. MORAN 

By a simple property of the binomial distribution B(n — ki,p0), we have 

(n - fci) 
k0lk2l Po °pT 0 

n — ki) 
k0\k2\ Po Pi i 0 

1 
y/n — ki, 

Prom this follows that for (ko,ki,k2) in £(N) we have 

n! 
fc0!fci!fc2! Pl°P?P? 

n! 
fci!(n- kx)\ rf1 

(n-hY. 
k0\k2\ p£°pt 

P0°PK22 
P0°PK22 

O 
fci!(n-fci)! Pi 

t « 2 
p t p t 

1 
y/n — k\ 

O 
ki\{n — k\) 1 Pi (Po +P2] k0 + k2 1 

\/n — ki 

O 
1 

\ /n — k\ 
nl 

hlin-ki)] 
Pklqrkl 

Using the properties of the terms k\ in the triple (ko,ki,k2) belonging to £{N), 
the series 

(k0,klyk2)££(N) \k1 -P1n\><f>(n)y/K 
P fei, Ar, fe. 

is - up to a constant factor - at most equal to its largest term, which is o(^) . 

3. The case when a2(n)/yfn tends to a posit ive l imit. 

We retain the definition of P(&o, ^2) and £(N) introduced in the previous sec
tion, and notice that Lemma 4 may still be applied in our present case, as well as 
in the description of £(N) in terms of the fundamental triple (k^ki^k^) satisfying 
—a2/2 < kl — npi < a2/2. We further write k = (k0lki,k2). Let (p(n) = n1/10; we 
have 

k€£(AT) 

P(k) 
k<E£(iV) 

exp(Q(k)) 
27rnv/p0PlP2 ! 

k££ (N) \ki—npi\<ip(n)^/n I k2 — np2 I < <p(n)sfn 

P(k) 
exp(Q(k)) 

27rnv/p0PlP2 

k€£(iV) Ifc-t —npi I >̂ >(n)v/n 

P(k) 
к€£(АГ) 

\ko-npn\<ip(n)y/ñ 

P(k) 

O 1 

n k6£(N) 
|fcx -nP1 |>y(n)Vn 

exp(Q(k) O 
1 
n kĜ (iV) 

|fcl —np1\<ip(n)y/n 
\k2 — np2\><p(n)y/n 

exp(Q(k)) 
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By Lemma 4, the second and the third terms in the RHS are o(l/n). The fourth 
term is easily dealt with since we have 

k€£(*0 \kl-npi \>ip{n)y/n 
exp(Q(k)) 

lfcl -npi\>v(n)yn 

exp J 1 
2npi (fcl ™ Tipi)2 

2 

*>(v(n)-l)(v^r/a2) 

exp 
1 

2pi 
(s - I)2 4" 

n 
o(l). 

Concerning the fifth term in the RHS, we first notice that the growth condition on a2 
implies that there are 0(cp(n)) elements k in £(N) such that \k± — npi\ < (p(n)y/n. 
We thus have 

\k1 -np1 \<ip(n)y/n 
\k2-np2\><p(n)y/n 

exp(Q(k)) O ip(n) exp 
1 

2np2 
(p2(n)n) o(l) . 

We now turn our attention toward the first and main term. We are going to prove 
that the conditions k G £(N), \k± — npi\ < <p(n)y/n, \k2 — np2\ < tp(n)y/n imply 

P(k) 
1 

27TnA/poPlP2 
exp(Q(k)) - o 

1 
n<p(n) 

which is sufficient to induce 

k€£(iV) 
P(k) 

k€£(iV) 

exp(Q(k)) 
27rn^/poPlP2 

- о 
1Ч 
n 

which is the last part of the Theorem. We notice that the conditions we have stated 
imply \ki — npi\ < 2(p(n)y/n for i = 0,1 and 2. 

We use Stirling's formula in the shape 

si \f2Txs 
г 
S e 

s 
6° with |es | 1 

125 
We have 

P(k) 1 
2ir 

n 
koki k2 

npo 
ko 

ko npx 
k1 

mm 
k2 

k2 exp(Oi 
1 
n 

1 
27mx/PoPlP2 

np0 
ko 

¿0+1/2 npx 
ki 

¿1+1/2 np2 
k2 

¿2+1/2 exp O 1 
n 

A second order expansion easily leads to 

log 
np. 

k 
¿+1/2 (fc + l /2) log( l 

np — k 
k 

np — k -
(np — k)2 

2np 
•O 

cp(n)s 
Vn 

since the sum (np\ — k\) + (np2 — k2) -f- (np3 — ¿3) is 0, we have 

p(k) 
1 

2тгп%/р0Р1Р2 
exp(Q(k)) 0 

,^(n)3 
«3/2 
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420 J.-M. DESHOUILLERS, G.A. FREIMAN & W. MORAN 

which is stronger that what we need as soon as <p(n) = o(n1/8). The Theorem is now 
completely proved. We can even notice that the error term in the last case can be 
further reduced. 

4. Isomorphism between series of discrete random variables 

In the case when a2(n)/y/n tends to infinity with n, the Theorem tells us that at 
most one term (the fundamental one, if any) is meaningful in the series 

P{Vn = N} 
ueS(N) 

P(k) . 

This situation is similar to a two-dimensional one: let (Cn,fc) be a family of in
dependent bivariate random variables taking the values (0,0), (0,1) and (1,0) with 
respective probabilities po,Pi and p2. Letting (pn = £n,i + - • • + Cn,n? we have 

PWn = (kuk2)} P(n - ki - k2,ki,k2). 

We thus would like to consider that the sequence of linear maps JR2 a—£ E defined 
by a(n).x = a\(n)x\ +a2(n)x2 induces an isomorphism between the series (£n,&) and 
(Cn,fc); this notion, for which we now suggest a precise definition, bears some similarity 
with the one that has been introduced by the second named author when dealing with 
additive problems (cf. [1]). Let us first recall this notion. 

Let A and B be two finite subsets of two monoids (25, +) and (F, + ) , respectively, 
and let s be a positive integer. We denote by sums the map from Es to E defined 
by s u m s ( n i , . . . , ns) = rii 4- • * • + nsy and, since there is no fear of confusion, we use 
the same symbol to denote the sum of s elements of F. We let sA denote the set 
sums(As). The sets A and B are said to be s-isomorphic if there exist a bijection 
<p : A -» B and a bijection ipW : sA —> sB such that 

Vx G s A : sums o (p0s o sums 1({x}) {¥><•>(*)} 
Vy G sB : sum, o (<^_1)®s o sumj1({y}; №>)-4v)} 

A straightforward way to extend this definition to the ^-isomorphism of probability 
measures P and Q, supported respectively by A and P , is to request that A and B 
are s-isomorphic and that the image of P by ip is Q and the image of P*s by is 

For practical purposes, this definition is however too strong, as we shall show after 
stating a convenient definition of a weaker concept. We may use to our benefit the 
fact that we measure sets, by allowing the loss of some points in sA and sB with a 
total measure not exceeding some given 8, and allowing also the preservation of the 
measure by (p^ to be approximate, up to some given e. This leads to the following 
definition. 

Definition. — Let P and Q be two probability measures with finite supports A and 
B in monoids (25,+) and (F, + ) , respectively. Let s be a positive integer and S and 
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ON SERIES OF DISCRETE RANDOM VARIABLES, 1 421 

e be two non-negative real numbers. The measures P and Q are said to be (s,6,e)-
isomorphic if there exists a bijection (p : A —> B, two subsets C sA, B^ C sB 
and a bijection <pW : A^ —> B^ such that: 

(i) P*S(A^) >l-ô, Q*s (£<*>) >l-ô, 
(ii) Vx € A<<s> : sum.oVj®»o8um71({x}) = {<p<~s>(x)}, Vi, € ß(s) : sumso(op-M®so 

Sum71({2/}) = {(VW)-1(2/)}, 
(iii) Vx e A(s) : \P**({x}) - Q*s(Ws>(x)})\ < e. 

We first notice that when (ii) is satisfied, (iii) is equivalent to 

(iii') Vy € B « : \Q*°({y}) - P*s({(^s))-Hy)})\ < e, 
which implies that when P and Q are (s.8, e)-isomorphic, so are Q and P. 

When A and B are exactly the support of P and Q, the (s, 0,0)-isomorphism is exactly 
the strong isomorphism we introduced at first. 

As an example, we consider the case where E — E, F = E2, A = {0, l ,n},£? = 
{(0,0), (0,1), (1,0)} with uniform measures, which we denote by P and Q, respec
tively. The map <p : A -¥ B defined by cp(0) = (0,0), ^(1) = (0,l),<p(n) = (1,0) 
naturally extends to sA with 2 < s < n and defines an (s,0,0)-isomorphism from A 
to B . For s = n, one difficulty comes from the fact that n has n -f 1 representations 
in nA (namely, 1 + 1-1 h i and the n permutations of n + 0-I h 0), which corre
spond to the unique representation of (0, n) in nB and the n representations of (1,0) 
in nB. Of course, from the beginning we knew that there is non (n, 0,0)-isomorphism 
between A and B since nA and nB do not have the same cardinality; but we were 
not far from succeeding. 

There are indeed ways to build satisfactory approximate isomorphisms between A 
and B. One way is to consider A^ = nA\{n} and B^ = n P \ { ( 0 , n ) , (1,0)}; in this 

way, we get a (n, (n + l)3_n,0)-isomorphism. 

Another way to proceed is to keep the n representations of (1,0) in n B , and take 
I?(n) = nB\{ (0 ,n )} ; this implies that we have to keep n in nA, with its (n + 1) 
representations; we thus take A^ — nA. We are losing one representation on the 
£-side (local side), but winning n of them on the (5-side (global side), and finally obtain 

a ^n,3_n,3_n^-isomorphism. 

In general, the problem will be to find a trade between the 6 and e-sides, which 
play in opposite directions. For example, when dealing with sequences of probability 
measures (Pn) and (Qn), a natural choice will be to obtain (n,<L,£n)-isomorphisms 

such that <L -> 0 and en = c maxsup (Pln({x\), Qtn(ix})) 
X 

we now turn our attention to our main result. 
First, this notion of isomorphism helps us to understand that the conditions a\ — 0 

and (ai,d2) coprime induce no real restriction, since two random variables £ and £, 
taking respectively the integral values 

(«0,01,02) and (0, 
ai - a0 

gcd(ai — ao, «2 — oo) 
Ü2 — ao 

gcd(a\ — ao,a2 — a0) 
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with the same weights (po5Pi5P2)5 have laws which are (/i, 0,0)-isomorphic for any 
h>l. 

Second, in the case when a^ip^jy/n tends to infinity with n, we can indeed show 
that £n,i is (n,Jn,£n)-isomorphic to the two dimensional integral valued random vari
able rj taking the fixed values (0,0), (1,0), (0,1) with respective probabilities po5Pi5P2, 
for some Sn = o(l) and en = o ( ^ ) . This requires some explanation. We let 

A = {(0,0), (1,0), (0,1)}, B = {0,oi(n),a2(n)} 
Pn be the law of £n,i, Q be the law of rj , 
ip : A -> B such that <p(0,0) = 0, <p(l,0) = ai, <p(0,1) = a2 
A(n) = {(*i,fe): -a2/2 < fci — pin < a2/2, кл + ко < п Y 
f(n) A(n) • n B such that <p(fci, fc2) k1a1+k2a2 

5(n) = <p<n>(A(n)) , 

and we check that we have an isomorphism, 
(i) The set A^ contains 

{{ki,k2)/ - a2/2 < ki - pin < a2/2, - a 2 / 2 < k2 - p2n < a2/2} ; 

since a2(n)/yfn tends to infinity, we have p*n(^4(n)) _» l when n tends to 
infinity. Now let AT be in B^n\ By the definition of B^n\ there exists a triple 
(&o, ki,k2) such that (&i, fc2) is in A^n\ k\ai + fc2a2 = iV and k&-\-ki + k2 = n. 
The measure Q*n({N}) is the sum over all the triples (&o,&i,&2) such that 
kidi -f fc2a2 = N and &o + &i + k2 = n of the expression J^T^JJ^P^P^P^2] but 
this last expression is P*n({(fci, fc2)}). We thus have 

Q*n(#(n)) NEB(n) Q*n N '(*i,*2)€A(»: p*n {(fci.fca); 
P*n(.Aw) 

(y; 
and so we have Q*n(P^n') —> 1 when n —> oo. 
Let (fei, k2) be in .A^. The only way to write (fci, k2) as the sum of n elements 
of A is to take k\-times (1,0), fc2-times (0,1) and (n — k\— fc2)-times (0,0). This 
leads to sumn o ip®s o sum"1 ({(&i, k2)}) — {k\a\ 4- k2a2}. 

(iii) 

Now let N be in B^K By the definition of P w , there exists (fc1? k2) in A^ 
such that N = kiai -h k2a2. But there exists at most one pair (ki,k2) with 
N = fciai + &2a2 and —a2/2 < fci — p in < a2/2 (since a i ,a2 are coprime). This 
implies that sumn o (<^-1)0s o sum"1 ({AT}) consists of a single pair (fei, k2). 
The result of the theorem states precisely that for N in B^n\ written as kiai + 
k2a2 with (ki,k2) € A^n\ we have 

Q*n({N}] P*n (k1,k2) o 1 
n 

We may further notice, which is not asked in the definition, that when N is 
not in B^ we have Q*n({iV}) = o(^) and when (ki,k2) is not in A^n\ we have 
P*n({(kuk2)}) = o ( i ) , so that nA\A^ as well as nJ3\P<n> is not only globally 
small (condition (i)) but also locally small. 
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