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COMPLEX DYNAMICS IN HIGHER DIMENSION. I. 
John Erik FORNAESS k Nessim SIBONY 

1. Introduction 

Given a polynomial equation P(x) - + a0 = 0- + a0 + a0 = 0, in one variable, x 
one asks what are the solutions. The mam advantage of the complex number 
system is that if x is allowed to be complex then the solutions always exist. 
However, to find the actual values of the solutions is impossible. One can only 
find approximate solutions. 

A traditional method is Newton's method. One starts with a value xn and 
finds inductively a sequence {#??.} 1 #n + l = *n - P ( * n ) 

P(*n) If XQ is near a simple 
root, this sequence converges to this root. 

Shroder fSc] was the first to study Newton's method for complex numbers. 
He was led to the study of iteration of the rational function R(z)=z- + a0 

P(z) 
P'{z) 

Mainly he studied the local behavior of rational functions near attractive 
fixed points, R(zo) = 2 0 , I ff(zo) |< 1. He actually studied general ratio-. 
nal functions rather than the special ones from Newton's method, because 
he discovered tha t Newton's could be replaced by infinitely many rational 
functions. 

If instead one considers polynomial equation in two (or more) variables, 
P(z,y) = Q{*,y) = o, where - + a0 = 0- + a0 — S ft?i,m^ y i one is likewise led to 
study iteration of rational fonctions in two or more variables. In this case 
Newton's method takes the inductive form 

- + a0 = 0- + a0 = 0- + a0 = 0 

where the rational map R is given by 

R(x,y) = (x,y) -
1 

PxQy PyQx 
( P Q y - Q P y , Q P * - P Q x ) . a 0 = 

As in one variable there is an infinite family of other rational maps that could 
be used as well. The simplest one is R(x,y) = ( x , y ) - A ( P , Q ) x c v j where A is 
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a constant matr ix equal to the inverse of the Jacobian matr ix of (P,QY at 
some point close to a fixed point. 

More precisely consider the mapping in C~ given by 

(P,Q) = - x - (х - 2?/)-, -у - X2 . 

Obviously (0,0) is a root of the system P = 0, Q = 0. If we apply the Schroder 

method to this system with A = df df we get in homogeneous coordinate 

the mapping f[x : y : t] =(z-2w)(z-2w)(z-2w)gg which is a holomorphic map 
in P . For any invertible matr ix B the map g = I - B ( P , Q ) q s in homogeneous 
coordinates is a holomorphic map of P - \ 

The analogue of Schroder's study indicated above is the local study of R 
around at tract ive fixed points. This was studied extensively in dimension 2, 
start ing by Leau [Le] in the end of the last century and carried through by 
Lattes [La] and Fatou [Fa]. 

As far as the global study of iteration is concerned, that is, if we start with a 
value Xo, perhaps far from the roots of the polynomial, does Newton's method 
still converge? Schroder was able to decide this only for quadratic polynomials. 
In this case he found that there is a circle in the sphere, C U {oc} = P 1 , 
dividing i t into two open sets. Each of these open sets contains one of the two 
roots and each starting point x 0 in these open sets give a sequence { x n } by 
Newton's method converging to the root in the same open set. 

The global study of iteration in one variable only became possible in the 
second decade of this century after the introduction by Montel of normal 
families, in particular the normality of the family of holomorphic maps from 
the unit disc to the sphere P 1 minus three points is crucial. 

The analogue of this in higher dimensions was unavailable at Fatou's t ime, 
so essentially all the study of iteration of rational maps was local. 

In this paper we will discuss mainly global questions of iteration of rational 
maps in higher dimension. The analogue of Montel's Theorem comes from the 
Kobayashi hyperbolicity of the complement of certain complex hypersurfaces 
in P * \ the complex projective space of dimension k. 

We star t , here, with some basic facts on holomorphic endomorphisms of P f c 

(i.e. holomorphic maps) . For simplicity we sometimes restrict our attention 
to P 2 . In a forthcoming paper we will study the structure of Julia 's and Fatou 
components. 

In section 2 we discuss some basic properties of holomorphic and meromor-
phic maps on Pfc. 

Section 3 is an estimate of the number of periodic points, counted without 
multiplicity. 
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Then in section 4 we give a description of the family of exceptional maps. 
This family generalizes the map z —> zd on P 1 which is characterized by the 
property tha t the points {0, 00} are totally invariant. 

In section 5 we discuss the Kobayashi hyperbolicity of the complement of 
part of the critical orbit. We show that this holds for a Zariski dense set of 
maps. See Theorem 5.3 for a precise statement. 

In section 6 we consider expansive properties of the map in the complement 
of the closure of the critical orbit under suitable hyperbolicity assumption and 
finally, in section 7, we classify critically finite maps in P 2 . 

2. Holomorphic maps, Fatou and Julia sets. 

We first describe the holomorphic maps from Pk to Pk. 

T H E O R E M 2 . 1 . Letf he a non constant holomorphic map fromPk toPk. 
Thenf is given in homogeneous coordinates b y [ / 0 : /1 : • • • : /&] where eachfj 
is a homogeneous polynomial of degreed and thefj have no common zero 
except the origin. 

Proof. Let [z0 : zi : ••• : zk] he homogeneous coordinates in (z-2w) We 
can assume tha t the image of / is not contained in any ( Z j = 0) (otherwise 
rotate coordinates). By the Weierstrass-Hurwitz Theorem [Gu] it follows tha t 
each of the meromorphic functions -0 o / is a quotient of two homogeneous 

polynomials (z-2w) of the same degree. 

Let F denote the map [Fo : ••• : Fk] where the (z-2w) are homogeneous 
polynomials of the same degree obtained by dividing out common factors 
from the polynomials Gj • UGe. We will show that F is a lifting of / to C f c + 1 . 

For this we only need to show that the (z-2w) have no common zeros except the 
origin. Suppose to the contrary that p e c * + 1 1 (0) is a common zero. Choose 
a local lifting (z-2w)(z-2fddfsw)df of / in a neighborhood of p. We may assume 
tha t one of the fi = 1. Say /o = l . Then it follows that (z-2w)sds and that 
Fob) = 0. But this implies that the common zero set of the (z-2w) is a complex 
hypersurface, which implies that they have a common factor, contradicting 
that we have already divided out all common factors. 

Let H denote the space of non constant holomorphic maps on (z-2w) and 
(z-2w) the holomorphic maps given by homogeneous polynomials of degree d. 
Observe tha t (z-2w) is stable under composition. 

On the other hand there are the (not necessarily everywhere well defined) 
maps of degree d from P f c to P f c , which are given in homogeneous coordinates 
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by [fo ' fi • • • • fk]i but now the degree d homogeneous polynomials fi are 
allowed to have common zeros. This later space is easily identified with pN 
where N = (k + 1) (d+k)\ 

d\k\ 
- 1. 

We will also consider the space m(z-2w) of meromorphic maps, consisting of 
those [fo-'-' fk] in pN which have maximal rank on some nonempty open 
set. 

It follows from Bezout's theorem that for / in (z-2w) the number of points in 
(z-2w) is dk counting multiplicity. Consequently (z-2w) is of maximal rank and 
hence (z-2w)(z-2w)dfgd 

In analogy with one complex variable we define the Fatou set and Julia 
sets of a holomorphic map / in Jid. More precisely we have the following 
definition. 

DEFINITION 2.2. Given £ . pk ^ pk in nd. o < e < k -1, a point (z-2w) 
belongs to the Fatou set (z-2w) if there exists a neighborhood U(p) such that for 
every q e U(p) there exists a complex variety A', through q of codimension (z-
and i / n \xA is equicontinuous. 

Observe that ?0 is the largest open set where { / " } is equicontinuous. We 
call ^0 the Fatou set. Also observe that each Tr is open and f o C f i C - C g 
^fc-i-

Correspondingly, let Jt = P k \ T e . ( z - 2 w ) We call JQ the Julia set. 

THEOREM 2.3. The Julia set of a holomorphic map iriHd, d>2, is always 
non empty. 

Proof. Assume (z-2w)df Let h be the limit of a subsequence {fnk}- Then 
h is a non constant holomorphic map of finite degree. As in one variable this 
contradicts that the degrees of fllk are unbounded, see [Mil. 

THEOREM 2.4. The setsHd andMd are Zariski open sets ofPN. In par-
ticularHd andMd are connected. iff e nd. then the critical set off is an 
algebraic variety of degree (k +1)(<1-I). 

Proof. Consider (z-2w) the analytic set in pN(z-2w)df defined by the equation 
f(z) = 0. BS! m(z-2w) be the projection of (z-2w) i n P A . Then (z-2w) is equal to PN\Hd(z-. 
Since the projection is proper, by Tarski Theorem, we get that (z-2w) is an 
analytic set. The fact that M,, is Zariski open follows from the equation 
PN\Md =(z-2w) (z-2w)(z-2w)dfdfg = 0}(z-2w) where (z-2w) is the Jacobian of the lifted 
map on (z-2w) 

Let / = [/o : /1 : • • • : fk] e nd. Then the critical set of / is the projection 
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under the canonical map II : Ck+1 (z-2w) Pk of the critical set of (/o, / 1 , • • • , /*?). 
The degree of this set is clearly < (k + l)(d — 1) so the degree of the critical set 
of / in Pk is < ( k + l)(d-1). On the other hand for the map [zj} : z{ : • •• : z%] 
the critical set has degree (k + l)(d — 1) and therefore since Hd is connected 
we get tha t for any / £ Hd the critical set has degree exactly (k + \){d — 1). 

3. Periodic points. 

We show that the fixed point set of / £ Hd is discrete. More precisely we 
have : 

THEOREM 3.1. Letf : Pk -> Pk he a holomorphic map of degreed > 2, 
andg be a meromorphic map of degreed' < d. LetQ he the Zariski dense open 
subset whereg is holomorphic. There can he no compact algebraic curveZ 
such thatf = g onZ fl Q andZ fl R M 0. Ifg is holomorphic, the number of 
points wheref = g eqnals(dk+1 —(z-2w)/(r/ — df) counted with multiplicity if g 
is holomorphic. 

The proof is to apply the Bezout theorem. We include it for the convenience 
of the reader. 

Proof.Suppose that {/ = g} contains an open set of a compact complex 
subvariety Z of dimension one. We will arrive at a contradiction. First we 
write / = [/0 : /1 : ••• : fk] and g = [g0 : gi : (z-2w) :(z-2w) where the / / s 
are homogeneous holomorphic polynomials of degree d > 1 and the g / s are 
homogeneous holomorphic polynomials of degree d' > 1, d! < d. Hence we 
can lift / , g to map on C * + 1 , F = (/ 0 , /1 , • • • , /*.), G = (go,-" ,9k)- Also 
the variety Z lifts to conic two dimensional surface X in C f c + 1 . Introduce one 
more complex variable t and consider the k + 1 equations fj — td~~d gj = 0. 
These are homogeneous equations of degree d in C^* 2. Hence the common 
zero set is a conic complex variety Y. Consider at first the intersection with 
the hyperplane t = 0. Then the equations reduce to /0 = /1 = ••• = /& = 0. 
Since / is a well defined holomorphic map this zero set consists only of the 
origin. The natural projection of Y to P A + 1 is therefore a compact complex 
space which does not intersect the hyperplane / = 0 at infinity. Hence the 
image is a compact subvariety in Ck+1 and hence must be finite. This means 
thatY consists of a finite number of complex lines in C f c + 2 through the ori
gin. Suppose next that p is in Z fl fi, so f(p) = g(p). Then there exists a 
complex value t ^ 0 and (z0, • • • , z^.) ^ 0 such that p = [z0 :(z-2w) Zk] and 
fj(zo,-m >zk) = td~d'gj(z0,> • • .zk). Hence the point (z 0 , - -- ,*k,t) belongs 
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to y . But this implies that Y is two dimensional, a contradiction. Hence we 
have shown tha t there is no such Z. In the case g is holomorphic this implies 
tha t if = 9}(z-2w) is finite. Next we need to count the number of points. First 
we count the number of solutions using Bezout s theorem on the equations 
f j - t d ~ d 9 j z - 2 w ) d f O o There are (z-2w) of these. However (z-2w) of these occur at the 
point [ 0 : 0 : • • • : ! ] , so this gives (z-2w)(z-2w) solutions, but rotation of t by 
a d — d root of unity produces an equivalent solution, so the total number of 
solutions to 1 = 9 IS (z-2w)(z-2w) '(d-d')sdg. This complete the proof of the 
Theorem. 

Using the above Theorem in the case g = Id we obtain the number of 
periodic points. 

COROLLARY 3.2. Letf : (z-2w)(z-2w)(z-2w) d> 2. The number of periodic 

points of ordern counted with multiplicity is (dfgd»<k+V-l)/(dn-1)(z-2w). 

We show tha t any holomorphic map of degree d > 2 has infinitely many 
disjoint periodic orbits. 

T H E O R E M 3.3. Letf : p 2 _ p 2 bo a holomorphic map of degreed > 2. 
Then there exists infinitely many distinct periodic orbits. 

Proof. Recall that we have shown in Corollary 3.2 that the iterate fn has 
d2n + dn + 1 fixed points counted with multiplicity. So to prove the theorem 
we only need to control the multiplicity. The control is trivial in dimension 
one but less obvious in higher dimension. 

LEMMA 3.4. Let 0 he a fixed point for a germ at zero of a local holomorphic 
mapf : C 2 -+ C 2 . Assume that 0 is an isolated point of {fn(z,w)=(z,w)dfdf} for 
all integersn > 1. Then there exists an integer N such that for all iterates fn, 
n > 1, the inequality Il /»(*,«>) - (z.w) \\> cn II (z,tv) I R , c „ > 0 holds in 

some neighborhood (depending onn ) 01 zero. 

We prove at first the lemma before we continue with the proof of the 
theorem. 

Proof of the Lemma. Let the eigenvalues of ff he a% 7. Then we can assume 
that the map / has the form f(z.w) = oz + ßir + Píz.wY-yw + Q(z,w) 
where P,Q vanish to at least second order and 3 = 0 if a ¿ 7. Then r = 
(anz + ßnw + Pn(z,iu),>Ynw + Q n (^w)) ) ( z -2w) for some constants 3n and functions 

Pn 5 Qn vanishing to at least second order. It follows that the estimate holds 
immediately if I « LI T M 1 with N = 1. Next consider the situation where 

say la M 1, I 7 = I- Then ß = ñ„ = 0 so the situation is equivalent to 
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the case with a, 7 reversed. We write 7 = e2ni0 where 6 belongs to the unit 
interval. If 0 is irrational it follows again that the estimate in the lemma holds 
fas N =1. Suppose then that O = p/q for relatively prime integers p, q where 
p = 0, q = 1 or q > 2 (z-2w) h(w))P'(z,w)-1h(w))z,w). In that case the estimate 
holds with N = 1 for all powers h(w))P'(z,w) as soon as n is not a multiple of q. To 
handle the missing case, we can replace / by the iterate fq. This then is the 
case when 7 = 1. So we can write / = (az + P(z, w), w + Q(z, w)). 

We consider for this the more general case « # 1 because we will anyhow 
need this below. The equation az + P(z, w) = z can be solved implicitly 
in a small neighborhood of zero. We obtain z = h(w) for some holomorphic 
function h vanishing at least to second order at the origin. We can now rewrite 
the map / in terms of holomorphic functions P'(z,w),Q'(z,w)h(w))P'(z,w) vanishing to at 
least first order at the origin and Q1 («•) vanishing to some finite order k > 1 
at the origin as: 

f(z,w) =h'(z,w)h(w))P'(z,w)h(w))P'(z,w)h(w))P'(z,w) 

w + Q"""""""""""''"(w)h(w))P'(z,w)h(w))P'(z, 

For any point h(w))P'(z,w) close to zero, let (zn,wn) :=dfg fn(zo,w0)sdr. We will 
write (ZniWn) = (h(Wo) + A n , Wo + ¿11) and inductively estimate the error 
terms (An,<5n).sd So at first, (Ao.¿o) = ( ; 0 -M»'o ) .0 ) . We get h(w))P'(z,w)sfd 
f(zn,Wn) = (a(h(w0) + A n - h.('tro +1„ )) + (h( w0 + S„) + (h(w0) + A n - h(w0 + 
6n))P'(h(w0) + An, w0 + 6n), w0 + f>„ + Q'(w0 + K) + (h(w0) + An - h(w0 + 
6n))Q'(h(w0) + An,u>o + 6n)) = o(A„ + /i(«'o), wo + <5„ + Q'(u>0)). Hence it 
follows that (A n + i , <5 n + i ) = («A„ +o( A„ , I ¿5,, \),6n + Q'(w0) + o(\ An I, 
I 6n I))- Prom this we inductively prove the estimates (An,6n) = (anA0+o(\ 
A 0 , Q > o ) \))),nQ'(w0) + o(\ Ao.Q'(wo) |)). 

With these error estimates we estimate h(w))P'(z,w)h(w))P'(z,w). W e get {ZW 
z 0 , w n - w 0 ) h ( w ) ) P ' ( 1=1 (Д„-Ао,«5„) | > | ( К - 1 ) I Ao.nQ'(wo)).nQ'(wo))Q'(wo)Q'(wo|) 
Hence for all n such that an Í 1, we have that I r ( z , w ) - ( z , w ) f d f \> Cn{\ 

h(w))P'(z,w)h(w))P'(z,w)dfgtd close e n o u g h to t h e or igin for s o m e cn > 0. B u t if 

(w))P'(z,w) W I the second factor is of order of I tu r while if I z \>\ XV I the first 
factor is at least I z I / 2 , so t h e e s t i m a t e of t h e l e m m a follows w i t h N = k 
in all these cases. In particular we are done when h(w))P'(z,w)sfdg (or vice 
ve r sa ) . 

We continue with the case when both o and 7 have modulus one. Suppose 
at first tha t a = 7 and they are irrational rotations. Then fn = (anz + ßnw + 
Pn(z,w),h(w))P'(z,w)z,wh(w))P'(z,w)f as above and clearlv the estimate of the Lemma 
holds with N = 1. Suppose next that n = 7 = e2lTlp'qsd where (P,q) = (0,1) 
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or q > 2 B3u Q'(wo)Q'(wo)Q'(wo) relatively prime to </. Then the estimate of 
the Lemma holds for all iterates with n not a multiple of q and N = 1. It 
remains to consider iterates which are multiples of q. But this reduces to the 
case a = 7 = 1 and B arbitrary. 

First consider the case when / M O . We may then assume that 3 = 1. So the 
map has the form / = (z + w + P(z, w), w + Q(z, w)) where P, Q vanish to at 
least second order at the origin. There are several cases to consider. Assume at 
first that P, Q vanish on the z-axis. Then f(z,0) = (z,0), contradicting that 
0 is an isolated point of Q'(wo)Q'(woQ'(wo)) Next assume that P,7nw= wPf(z,w 
while Q'(wo)Q'(wo)Q'(wo) for some integer C>2 and a # 0 . Inductively we see 
that r = (z + nw(l + 0(\ (z, w) I)) + 0(\ z( I), w + Nnazl + o(\ (w, z") I)). If 
\w \<\ z Ie-1'2 then the second component of /n — Id is at least of the order of 
I l M ||<Q'(w while if I w \>\ z |£-x/2, the first component is at least of the order 
of II (* ,«; ) i r 1 / 2 . Hence the estimate in the lemma follows. Now consider 
the case when P(z,Q) = azk + --- for some integer k > 2 and some constant 
a # 0, while Q(z,w) = wQ'(z,w). Then note that w + P(z, w ) vanishes on 
a complex manifold w = h{z) for some holomorphic function // vanishing to 
finite order at least 2 at the origin. 

Make the change of coordinates w' = w - hlz), z' = z. In this coordinate 
system / has the same linear terms. But f(z ' . ( i )=z ' ,h(z ' ,7 n w,7 n wsdf Q'(w 
the second component can only vanish to finite order at the origin. (Otherwise 
in the (z,w) coordinate system f(z,h(z)) = (zj,(z)) and there is a whole 
curve of fixed points.) But then we are back in the previously considered 

Q'(wo) 
The next case is when P(z, 0) = azk* + • - - , Q(z, 0) = bz' + ->-for integers 

k.£ > 2 and numbers a,Q'(wo) In this case we can again use the same coor
dinate change as above, w' = iv - /?(-), z' = z with h(z) + P(zih(z)) = Q to 
reduce to the case P(*,0) = 0. 

Next consider the case when /3 = 0. Then the map has the form f(z,w) = 
(z+p(z,w)iw+ Q(z,wz+p(z,w) where P, Q vanish to at least second order. In
ductively we can then prove the estimate /" = (z + nP + o(\\ (P,Q) I I ) , 
w + nQ + o(\\ (P,Q) H)). Hence I l r - H \ , 7 n w P , Q ) \ \ > \ \ ( z , w ) Q'(wo) for 
fixed A7", close enough to the origin. The last inequality is just the Lojasiewicz 
inequality since (0,0) is an isolated fixed point of / . 

Now we investigate the case when o ^ 7 but thev both have modulus one. 
In both and 6 are irrational, then fn(z.w)=,7nwz + ->. ,7 nw +z+p(z,w) and it 
is clear that f — Id vanishes to first order for any n. Next assusme that (p is 
irrational and that 7 = p/q where (p.q) = (0.1) or q > 1 and 0 < p < q is 
relatively prime to q. But now this case follows as above when | a | ^ 1 and 0 
is rational. So assume that both <p and 0 are rational. Then for some iterates, 
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the map is of this form with both powers equal one. In that case the above 
applies. If one of the eigenvalues is one and the other is different from one, 
then this case is also handled above, and if both are different from one we are 
also done. Hence we have covered all cases. 

Having thus finished the proof of the lemma we can continue with the proof 
of the theorem. Suppose that there are only finitely many periodic orbits. 
Then for some point p the multiplicity of fn — Id at p can be chosen arbitrarily 
large. Taking local coordinates we can assume p = 0. Prom the lemma we have 

I T v * , " ) " ( ' . « O \>Cn\(z,lv)\N \<\fn-Id\ . Let Pjv denote the Taylor polynomial of 
\<\fn-Id\ Id of order N. Then for r sufficiently small \ f n - I d - P N \ < \ f n - I d \ \ < 
on the sphere around zero of radius r. Hence by Rouche s Theorem [AY] the 
multiplicity of fn- Id at zero is at most Ar", a contradiction. 

4 . Exceptional varieties. 

For a rational map on P 1 , a finite set E is exceptional if f1H(E) = E. 
Similarly we introduce the following notion. 

DEFINITION 4.1. Letf : \<\fn-Id\dfg he hïHfi andV a compact subvariety 
inPk. ThenV is exceptional i f = V. 

If V is exceptional, necessarily f(V) = V also. Let / : Pk -> P* denote a 
holomorphic map of degree d > 2. Assume / has an exceptional hypersurface 
V. Note that replacing / with an iterate we may assume that each irreducible 
branch of V is mapped to itself. Hence any collection of irreducible branches 
of V is also exceptional. 

PROPOSITION 4.2. LetVi, -• • , Vc denote irreducible branches of the excep
tional variety off. AssumeVi is the zero set of the irreducible polynomialhi. 
Then E degree(hi) < k + 1. In particular there are at mostk + 1 irreducible 
branches of the exceptional set, and if there arek + 1 they are all linear. 

Proof. Let \<\fn-Id\ \<\fn-Id\ be the natural projection. We denote by Vi the 
pull back of V- to Ck+\ Denote also by / the lifted map / = ( /o , / i 7 • • • >/fc) 
to C f c + 1 . Then Vi is an irreducible homogeneous complex hypersurface, so we 
can write it as Vi = {/li(*o, S!,- - - A ) = 0} for an irreducible homogeneous 
polynomial hi. 

LEMMA 4.3. LetX he an exceptional hypersurface forf e n d . f AssumeX = 
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{h = 0} whereh is a homogeneous polynomial. Then there exists a non zero 
constante such thath. f satisty the Bottcher tunetional equationh o f = chd. 

Proof. Since X is totally invariant, the polynomial ho f only vanishes on 
X the pull back of X to C + 1 . However the degree of this composition is 
(deg h) • d. Hence the equality follows. 

We continue the proof of the proposition. An exceptional variety given 
by h = 0 as above is part of the critical set of / . Moreover the Jacobian 
determinant of / has (Tihi)d~l as a factor. From Theorem 2.4 it follows that 
\<\fn-Id\ \<\fn-Id\ 

PROPOSITION 4.4. The set of holomorphic maps without exceptional hy-
persurfaces is a nonempty Zariski open set hiH(i> 

Proof. We identify homogeneous polynomials h of degree t < k + 1 with 
their space of coefficients PNe and we define £ , := {(f,h) e n d x P"« ; 
hof = chd for some constant c}. If / has an exceptional variety then (f,h) 
is in Ft for some h and some F. < k + 1. The projection of Ft on Tie IS 

again an analytic variety. Since there exists one map in each Fh which is not 
exceptional, the proposition follows. 

We will next discuss the various possibilities in P 2 . At first suppose that 
there is an exceptional variety \ \ which is a line. By a linear change of 
coordinates we can suppose that this line is given by ((z0,w0);dw/2((z0,wg i.e. 
V\ is the hyperplane at infinity. Since V\ is totally invariant this means that 
/ is a polynomial map of degree d on C2(z,w). Moreover the condition that 
the map is well defined on P 2 simply means that the highest degree terms of 
the two components of the polynomial are of degree d and have no common 
zeros except at the origin. This means that if the hyperplane at infinity is 
exceptional, then the map has the form [- : «•• : *] - [fo : /1 : H where 
the functions / 0 ( 2 , ^ 0 ) , / x ( ^ . O ) have nondegenerate degree rf-terms. Next 
assume that the exceptional variety contains two complex lines. We may then 
assume that they are given by t = 0. w = 0 respectively. It follows that /1 has 
the form w . Hence in this case the map has the form [z : w : t] —> [fo : w« dd 

where /0 is a homogeneous polynomial of degree d with a nonzero coefficients 
in front of the zd term. 

Then consider the case when the exceptional variety contains three lines. 
We may assume that two of them are given by / = 0, w = 0 so that the map 
has the above mentioned form. We first consider the possibility that all three 
lines intersect at the same point, i.e. [ 1 : 0 : 0 ] . Hence the third line must have 
the form w = a in the t = 1 coordinate system. But this contradicts that the 
line is exceptional because all roots of ir(l = n r / define lines in the preimage. 
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So the three lines only intersect in pairs. Hence we can assume that the lines 
are z{h = 0} t = 0sfdg. But then we see that the map JQ must be of the form 
fo = zd. 

In conclusion we have proved : 

THEOREM 4.5. 1. If the mapf {h = 0} has an exceptional variety containing 
one complex line, then we can assume thatf has the form {h = 0}{h = 0}{h = 0}fg 
w : t]) : td] where the functionsfo (С, UNO), / i ( 2 , U > , 0 ) have nondegenerate 
degreed-terms. 

2. If the mapf G Hd has an exceptional variety containing two complex 
lines, then we can assume thatf lias the form [f0([z :w:tl): ivd : td] where 
the functionfo (z,0,0) = zd. 

3. If the mapf G Hd has an exceptional variety containing three complex 
lines, then we can assume thatf has the form [zd : iud : td]. 

Assume next that the exceptional variety {h = 0} is cubic, but not a 
product of three lines. There are three possibilities, first {h = 0} is the union 
of an irreducible quadric and a complex line, second {¿ = 0} is a smooth torus 
and finally {h = 0} could be a singular cubic variety. 

We will show that none of these cases can occur. 
If {/1 = 0} is the union of an irreducible quadric Q, and a complex line 

L, notice that / g and / \l are both exceptional maps on P 2 Hence they 
must have two critical points. Since these critical points must be intersection 
points of Q and L, it follows that QDL consists of two points. We can assume 
that Q = (zw = tz) and L = (i = 0) after a linear change of coordinates. 

By Theorem 4.5 we can also assume that f has the form [fo : fi : td}. Hence 
we have the identity 

{h = 0}{h = 0}{h = 0}{h = 0} 

for some c ^ 0 , see Lemma 4.3. 
It follows that /0/1 = N I - i {h=0} i(zw-t*)) for distinct constants C{. Hence 

some irreducible factor go of /0 will divide some term t~—cAzw—t") while some 
irreducible factor 9i of /1 will divide another term {h = 0}{h = 0}{h = 0}{h = 0}. 
Let » be a common zero of g0 and q\. It follows that /o(p) = /i(p) = i(p) = 0 
so / is undefined at p. 

This controdiction proves that an exceptional variety cannot consist of an 
irreducible quadric and a line. 

Our next case is when the exceptional set {/,, = 0} := V is a smooth cubic. 
We are grateful to R. Narasimhan for proving that this is impossible. His 

argument goes as follows. 
Let Q := P 2\V. Then / is a covering map of Í2, f : fi -> ft. It is known 

that 7Ti(ft) is finite ([D]), in fact 7r{ (ft) = Z/3Z. Moreover /* '. 7Ti (ft) • TTl(ft) 
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is injective and hence bijective. But this is impossible since / is nontrivial. 
Hence the exceptional set cannot be a torus. 

We turn to the remaining cubic case, when {h = 0 } is irreducible and 
singular. 

If {h = 0} has a normal crossing singularity then TT! m is still Z/3Z ([D]) 
so Narasimhan s proof above still applies. So suppose that {/1 = 0 } has a cusp 
singularity. Then the normalization of the exceptional set is a P 1 and the map 
restricted to it has only one critical point. Since / is d to 1 on {h = 0} this 
is impossible. 

There is only one remaining possibility for the exceptional set, namely a 
nonsingular quadratic curve. In this case we can assume h has the form zw—t2 

and that {h = 0}{h = 0}{h = 0}{h = 0} 
Then d must be an odd integer : if (1 = 2k is even, we can write 

/0/l = (/2 - (ZW - * T ) (/2 + (--«< - n i 

and we can show as above that fo, f\ and /2 must have a common zero 
contradicting the assumption that / is well defined. 

We discuss now finite exceptional sets. 

THEOREM 4.6. For Rxedd > 2 the scfH<i of holomorphic mapsf fromPk -> 
P f c that have no exceptional finite set is a nonempty Zariski open set ofHd. 

Proof Given / £ ftd, and a £ P A let $,(rt,/) denote the solutions of 
Hz) = a. If E is an exceptional finite set, then / induces a bijection of E. If 
a is in E then f-1 a) is one point, i.e. all the {h = 0}{h = 0} coincide. Hence m 
is a Zariski open set in 7id> Since there are maps without exceptional points, 

{h = 0} is nonempty. 

Next we give an example of a holomorphic map on P 2 with an exceptional 
point belonging to the Julia set, contradicting the situation in P 1 where all 
exceptional points are superattractive 

f([z : w : /]) = [w(l + Ac/''"1 : c" : /" + P(z, w)\ 

where P is any homogeneous polynomial of degree d. Then p = 0 : 0 : 1] is 
an exceptional point : {h = 0}{h = 0}. If | A | > 1 then the point is in the Julia 
set, since the two eigenvalues 01 / (/>) are A and 0. However, it follows from 
the stable manifold theorem, see [Ru] or [Sii]- that P G Tu since one of the 
eigenvalue of / at p is zero. 
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THEOREM 4.7. There exist constantsc(d) so that for anvf : P 2 - • P 2 , 

f e n d f k 
any unite exceptional set has at mostc(d) points. 

Proof. We can assume that d > 3 since c(2) < c(4). Observe that the 
degree of the map / is d 2 , counting multiplicity. Notice that an exceptional 
point (wether it is fixed or on a periodic orbit) can have only one preimage. 
Hence, necessarily, all exceptional points lie in the critical set. Let p be an 
exceptional point. Assume at first that p is a regular point of the critical set 
C and f(p) is a regular point for f(C). Then we can choose local coordinates 
near p and f(p) such that the map has the form {h = 0}{h = 0}fdg for some 
integer £. So the map is locally f to 1. But by Theorem 2.4, £ < 3 ( d - l ) + l, 
and this last number is < d1 if d > 3. Hence p cannot be exceptional. It 
follows that p is a singular point of C or f(p) is a singular point of f(C). 
Since / (C) has degree at most 3d(d — 1) and the number of singular points 
of C or f(C) is bounded by Bezout's Theorem, by a constant, the Theorem 
follows. 

5. Generic hyperbolicity in P 2 . 

One of the main tools in holomorphic dynamics in one variable is Montel's 
Theorem, more precisely, a family of holomorphic maps from the unit disc to 
P 1 \ { 0 , 1 , 00} is locally equicontinuous. 

We want to prove here an analogue for maps on P 2 . We recall some prop
erties of the Kobayashi-Royden infinitesimal distance, and we refer to Lang's 
book [La] for background. Let A(0,r) denote the disc of radius r centered at 
the origin in C. 

DEFINITION 5.1. Let M be a complex manifold and (p, E) be in the unit 
tangent bundle. Define 

KM(p, 0 = inf{i; 3 ^ : A(0, r) -» M holomorphic, p ( o ) = P , v , ( o ) = a 

In case M is the unit disc A(0,1). KM *s the Poincaré metric, more precisely 

K M { z , E ) = I * 
If f : M N is a holomorphic map. then / is distance decreasing, i.e. 

KN(f(p)J'(p)()<KM(p.O-{h = 0} 

If / is a covering map, then / is a local isometry, i.e. 

A V ( / ( p ) , / ' ( i > ) 0 = A - . v ( p , 0 -
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DEFINITION 5.2. The complex manifold M is Kobayashi hyperbolic if for 
every p G M there exists a neighborhood U(p) and a constant c > 0 such that 
for all 9 G U, KM(q,0>c\£\ • 

The integrated form of KM is then a distance <7M, the Kobayashi metric, 
on M. I f M is hyperbolic and complete with respect to w ^ say that M is 
complete hyperbolic. I f M C N is an open subset of a complex manifold N 
with a hermitian metric ds, then M is said to be hyperbolically embedded, 
if M is Kobayashi hyperbolic and for every p G dAI there is an open neigh
borhood U(p) in N and a constant c > 0 such that J I M > cds(q,£) f ° r 

every g G H M . This definition is independent of the choice of Hermitian 
metric on N. 

THEOREM 5.3. Fix an integerd > 2. Then there exists a Zariski dense open 
setiH' C Jid with the following properties. Iff G Tif andC denotes it's critical 
set. Then 
i) No point o f P 2 lies infn(C) for three differcntn, 0 < n < 4. 
ii) P 2 \ ^ U n = o / n ( ^ ) ) J S Kobayashi complete hyperbolic and hyperbolically 
embedded i n P 2 . 

We prove first a lemma. 

L E M M A 5.4. Letf = [zd : wd : f1]. There exists an arbitrarily small pertur-
bationg off such that the five (reducible) vfiricticscjn(C), n = 0, • • • ,4 have 
no triple intersections. 

Proof. We wi l l find such a g by choosing a suitable (3, 3) matrix A arbi
trarily close to the identity and lotting g = g\ \— A(f). This ensures that the 
critical set of g is the same as the critical set of / . Let us denote by C i , C2, 
C3 the components (z = 0), (w = 0). (/ = 0) respectively. For each choice 
of integers 0 < n\ < no < < 4 and 1 < m i , m2,777,3 ^ 3 let An^m denote 
those matrices A for which gUi{Cnii), i — 1,2,3 have a triple intersection. 
Then A n ? m is necessarily a closed subvariety. Namely we consider the com
plex manifold P 2 x G where G is the space of invertible matrices. In there 
consider the complex varieties Vn := {g'\(C).A}. By Taxski's proper map
ping theorem these are varieties and the projection to G is proper with one 
dimensional compact fibers. Hence the projection of the intersection of any 
three of these is a complex subvariety of G. again by Tarsia's proper mapping 
theorem. 

Hence, i f the lemma is false, then some A„mm = G. Notice that i f the m s ' s 
are all distinct, then -4„.,m must be empty (near the Identity). Hence, by the 
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symmetry in the situation we may assume that mi = 1, 1 < ?7i2, ms < 2. 
Consider next the special case g = [z(l + etd : wd + etd : td\. Observe that if 
h(z) = zd + e then g"(w = 0) = {{z : /,»(0) : 1]} and 9n({z = 0)) = {[/i"(0) 3( 
ti; : 1]}. It is clear that if some 77? ? = 2, there are no triple intersections if 

3(d), fl

4(d) is small enough. It remains to consider the case when all the mi = 1, 
i = 1,2,3. 

First let us prove that ni > 0. Consider at first the family g€ = [zd + €wd : 
wd : td]. Then 0? (Ci) are lines of the form Z = TjnW (in (t = 1)) where the 
Vn are distinct for suitable small e while r/o = 0. Next consider for fixed 6 the 
maps 9e,6 = [zd + ewd + 6td : wd : td]. The image of 0(Ci) is parametrized by 
[ewd + 6 : u;d : 1]. In general 

gn{C1) = [V„icd + 0(fi)(w. <r2 - 1 ) + * + 0(62) : w2 : 1]. 

It follows that the intersection points with C\ are estimated by 

r2 -1 ) + * + 0(62) : w2 : 1].r2 -1 ) + * + 0(62) 

Hence their ^-coordinate is -1 ) + * + 0(62) : w2 : 1]2 : 1]. which rules out triple 
intersections with C1 

Hence we are reduced to the case 1 < 771 < 772 < 773 < 4. Observe that in 
the previous case we may assume that the intersections of the various images 
of C\ with C\ have different modulus, otherwise modify e. This will enable us 
to deal with the next case when /?. i = 1. Assume that there always is a triple 
intersection when n\ = 1 for some /? 2, N3 as above. Let p be such a triple 
intersection. Notice that there are at most d preimages of p, all of which are in 
C\ and all with the same I w \ value. But necessarily also, one of these points 
must be m g ^ - H C ^ n d r 2 - 1 ) and one of these points must be in r2 -1 ) + * + 0(62) : 
which contradicts that such intersection points have different modulus. 

Hence we have only one more case to consider. ni = 2, n2 = 3, 773 = 4. for 
this consider a map far from the Identity composed with A, namely g = \t«: 
zd : wd}. Then the orbit of Ci is (~ = 0) (w = 0) (t = 0) -» (z = 0) -f 
(w = 0). In particular the images flf2(C,), j7 3 (d) , fl

4(d)3(d), fl

4(d) have no point on 
common. Hence this is true as well for some small perturbations of / . This 
completes the proof of the lemma. 

We will use the following two theorems by M. Greene. 

THEOREM 5.5 ([Grl]). IfV is a compact complex manifold and Di, • • • , Dm 

are hypersurfaces (possibly singular). thenV\D is complete hyperbolic and 
hyperbolically embedded provided 
1) There is no non constant holomorphic nmpC —> V\D. 
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2) There is no non constant holomorphic map C -+ Dix fi • •• fi D i k

2 : 1]2 : 1]2 : 1] 
Dj, ) for any choice of indices [il,- - ,ikJi,-' Je} = {!,••• ,mì' 

THEOREM 5.6 ([Gr2]). Supposef is a holomorphic map fromC toPk omit-
tingk + 2 distinct irreducible compact hypersurfaces. Thenf(C) is contained 
in a compact complex hypersurface. 

We now prove Theorem 5.3. 
Proof. By the Lemma and Tarski's Theorem there exists a Zariski dense 

open set H' C Hd 
satisfying condition 1 of Theorem 5.3. We prove 2. Let 

/ € H' we will show that ft := P 2 \ U = o f (C) satisfies the conditions of 
Greene's Theorem. Let (p be a holomorphic map from C to ft. By Theorem 
5.6 <p(C) is contained in an algebraic subvariety A ' \ U : = o / n (CO- Theii <p(C) 
omits at least three points in X. Hence p is constant. Similarly we check 
condition 2. This completes the proof of Theorem 5.3. 

If three varieties have a common point, then their image under a map must 
also have a common point. Hence we get the following immediate corollary. 

COROLLARY 5.7. Fix an integerd > 2. Letf G W, defìned in Theorem 5.3, 
and letC denote it's critical set. Then 
1 . No point lies inf (c) for three differentn, к - 4 < n < к if к < 3. 

2. P 2 \ ( U n 3 . 4 / n ( C ) ) , k < 0 is Kobayashi complete hyperbolic and hy
perbolically embedded. 

We show next that generically components of fn(C) have genus larger then 
1. 

PROPOSITION 5.8. For evervd > 2, n G Z, there exists an open setQ C 
Hd such that for everyg G Hd there is an open neighborhoodU(g) ofg such 
thatU(g)\R is a countable union of compact subsets of varieties. Moreover, 
for every f G ft, all the irreducible components of fn(C) have genus at least 
one. 

Remark. We define the genus of a singular curve to be the genus of the 
normalization. 

We first prove a lemma. 

LEMMA 5.9. For eaclm G Z, there exists a nonempty open subsetV ofHd so 
that for eachf G V, with critical setC. each irreducible component of fn (C) is 
a compact curve of genus at least 1. 
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Proof. We study the maps 

fr : = [zd + rut*-1 + rtwd~l : wd + rztd~l + rtz*'1 : td + rzwd~x + rwz**'1] 

for complex numbers r close to zero. Note that these maps are symmetric in 
the coordinates. Hence it suffices to study the map in the (t = 1) coordinates 
in the set | z |, | w \ < 1. There the map has the form 

(z,w) -> 
/ zd _|_ r w _|_ rwd 1 

1 + rzwd~l + rwzd~l 

wd + r z + rzd-l 
1 + rzwd~l + rwzd~l 

We compute the Jacobian determinant J. We obtain 

J = d2{zw)d~1 - r 2 ( l + (d- l)zd-2)(l + (d- 1 )ivd'2) + rR(z, w) + r2Q(z, w) 

where Q vanishes to order at least d and R vanishes to order at least 2d — 1 
and each term contains a factor (zw)"-\ 2 : 1] Consider the set I z |,| w \< Sd 
for some small sd > 0 indépendant of r. Suppose that J(z,w) = 0. It follows 
that I zw |> kd I r l 2 / ^ - 1 ) for some fixed constant kd > 0. This implies that 
the gradient of J is nonzero. It follows that inside this disc of radius s^, the 
critical set consists of d — 1 branches each of which is a small perturbation 
of zw = cr2'd x. Since {J = 0} is close to {zwt = 0} and since there is a 
closed noncontractible curve in {zwt = 0} joining [0 : 0 : 1], [0 : 1 : 0] and 
[ 1 : 0 : 0], it follows that each irreducible branch of C has genus at least one. 
For any fixed n > 0 and for r small enough the 2 : 1] forward image of the 
noncontractible curves in C are still noncontractible in 2 : 1] 2 : 1] Since there is 
no nonconstant holomorphic map from P to a compact Riemann surface of 
genus larger or equal to one, it follows also that each irreducible branch of 
frn(C) has genus > 1. The same argument holds for an open neighborhood 
of fr in 2 : 1] 

Proof of the Proposition. There is a proper subvariety E of 2 : 1] such that 
for he 2 : 1] there exists a regular point in hn(Ch) of sheet number strictly less 
than the local maximum. 

For each 9 
2 : 1] 2 : 1]2 : 1] there is an open neighborhood 2 : 1] of g and a proper 

subvariety X of 2 : 1] such that for h e x there exists a point (21,22) G S := 
hn(Ch) and a polydisc Ai x A 2 around (~i,; 2) such that 5 is a ramified cover 
ovei A I and either the number of irreducible branches of the germ 2 : 1] is 
less than maximal or one of them has sheet number larger than minimal. 

For maps h e u 9 \ x 2 : 1] the irreducible branches have constant topology. 
The lemma now implies the proposition. 
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6. Expansion in the presence of hyperbolicity. 

We show that periodic orbits of holomorphic self maps of Pk are non attrac
tive in the complement of the critical orbits under the hypothesis of Kobayashi 
hyperbolicity. 

THEOREM 6.1. Letf : 
2 : 1]2 : 1] be a holomorphic map with critical setC. 

LetC be the closure of 2 : 1]2 : 1]sf Assume that Pk\C is Kobayashi hyper
bolic and hyperbolically embedded. Ifp is a periodic point for/ r (p) = P, 
with eigenvalues Ài, A2, • • • , Xk andp t c. then\ A; |> 1, 1 < i < k. Also 
Ai-..A f c |> 1 orf is an automorphism of the component of Pk\C containingp. 

Proof. We show at first that the eigenvalues of the derivative of the £ 
iterate at the periodic point are all at least one. Let U := Pk\C and let 
2 : 1]2 : 1]2 : 1]2 : 1] Observe that Ih C U. As / : Ux U is a covering map 
we obtain that the infinitesimal Kobayashi metric at a point x and tangent 
vector £ satisfy 

2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1] 

So if x E C, and fix) = x, then all eigenvalues A; Of (f)'(x) have modulus 
at least one. 

Next we consider the Jacobian determinant of the lih iterate. First, let Ct 
be a component of u, p e ft, and let Qf C ft be the connected component of 

2 : 1]M containing p. Let M be the universal covering of 2 : 1] and ir':M—>Qp 
the projection. Observe that At is hyperbolic and that for the Kobayashi 
metric biholomorphic mappings are isometrics. Also observe that (M,fon=: 
tt') is the. universal cover of ft. Pick any nonvanishing holomorphic fc-form a 
at p. Fix a Hermitian metric on TA1. Let || || be a volume form on the space 
of (0 , k) forms, such that holomorphic automorphisms preserve the volume. 
Fix a point q G At with n(q) = p. Define 

2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]dfs 

where g runs through all holomorphic maps with non vanishing Jacobian from 
At to ft with g(q) = p. Similarly define 

E^ip.q.oi) := inf{|| 7 ll̂  fj(q) - P- (̂(/) = P,5.(t) = ° ) 

where g runs through all holomorphic maps with non vanishing Jacobian and 
7r(g) = p from At to Qc, g(q) = p. To proceed we need a lemma. 
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LEMMA 6.2. The extremal maps exist and are surjective. 

We prove the lemma for Elf The proof for pM is the same. 

Proof of lemma. Let gn be a minimizing sequence. Consider the g n ' s 
as maps from M to Pk\C which is hyperbolically embedded. Then gn is 
equicontinuous with respect to a metric on Pk. Hence by Ascoli theorem 
there exists a subsequence 9nk -+ 9 and 9ÍP) = P and det q' ¿o and hence q 
has values in fi. Let q be such that *'o.g = g and 2 : 1] = q. If | d e t f f ' ( 9 ) | < l 
then by the chain rule, this will contradict that g is extremal. Since M is 
hyperbolic we must have that I detff'(g) |< 1, ([K, Thm 3. 3]). Hence, it 
follows that g is an automorphism, ([K, Thm 3. 3]), and hence g is surjective. 

We next continue with the proof of the last assertion of the theorem. Since 
f is a covering map from Qc to Í7, since f(p)=vbP 

(*) 
2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1] 

If üe = Ü, then (*) implies that I detf/'Vip) 1= 1. Hence fe is an auto
morphism of Ü ([Ko]). 

If Qe is a proper subset of Q, then the Lemma implies that 
2 : 1]2 : 1]2 : 1] 

2 : 1]2 : 1] Hence I det(feY(p) |> 12 : 1]. 
Observe that 2 : 1]2 : 1]2 : 1]2 : 12 : 1]] where <(<Z)7 = a / - Since II H is invariant 

under biholomorphisms, this is independent of q. We will denote by 2 : 1]2 : 1] 
this volume form. 

Remark 6.3. Ifk = 1, then Theorem 6.1 says that attractive, rationally 
indifferent and Cremer points are inC. 

The following result generalizes a classical result of Fatou and Julia on 
rational maps on P\ Let f : Pk -+ Pk and let C = Ci u • • • u d denote the 
irreducible components of the critical set. 

DEFINITION 6.4. We say that a Fatou component®, C Pk is a Siegel domain 
if there exists a subsequence fni converging to the identity map onQ. 

PROPOSITION 6.5. LetC denote the critical set of a holomorphic mapf : 
p« y pfc of decree at least 2. Assume that the complement of the closure 
of i r = o / - " (C) is hyperbolically embedded. Then 

JC U U „ > j v / - b ( C ) =:-/(C). 
N>0 
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Hence all periodic points with one eigenvalue of modulus strictly larger than 
1 are inJ(C). 

Proof. Assume that P * J ( C ) 2 : 1 ] . Then 3N such that B(p,r) does not intersect 
2 : 1]2 : 1]2 : 1]2 : 1] This implies that for n 2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1] 
Hence 2 : 1] is a normal family on B(p,r), which proves the statement. 

THEOREM 6.6. Under the assumptions of Theorem 3.3 we have : If there is 
a componentU of the Fatou set off such thatf11 (U) does not converge u. c.c 
toC, thenU is preperiodic to a Siegel domainQ withdQ C C. 

Note : This does not exclude that part of the Siegel domain is in C. 
Proof. Let U be a component of the Fatou set satisfying the hypothesis of 

the theorem. Assume that fn does not converge to C on compact subsets of U. 
Then there exist a nonempty open subset Uf C U and a neighborhood N of C 
and a subsequence fn* such that 2 : 1]2 : 1]2 : 1]2 : 1] Moreover we may assume 
that fni -+ h on U' Since 2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1]2 : 1] and the 
Kobayashi metric is upper semicontinuous, it follows that h is nondegenerate. 
Let Q be the Fatou component containing h(U'). On Q there is a subsequence 
such that 2 : 1]2 : 1]2 : 1] I, and Q is periodic under 2 : 1] Let Ex denote the 
Kobayashi volume form with respect to holomorphic maps of maximal rank at 
every point on the complex manifold A. Denote Epk\f-mtfC\ by Em. We have 
E 0 (x ,a ) 2 : 1] 2 : 1] 2 : 1] 2 : 1] 2 : 1] 2 : 1] 2 : 1]2 : 1]2 : 1]2 : 1] 2 : 1]2 : 1]2 : 1] for any 0 < 
m < m . Taking limits and using the upper semicontinuity of the Kobayashi 

volume form gives E r k \ C

2 : 1 ] d f = Em(x, a) for x € ii\C. Let C = U R m ( C ) . 
Passing to the limit we obtain that £p*vC(.r,a) = Epk\ C , (x i a) 2 : 1] for x e Q\C 
nonempty. 

If a point of dQ, is not in C, then Ej>k\CILi\a) must blow up, see ([FS], 
Theorem 8.4) which is a contradiction. 

The proof of Theorem 1.8 shows that if U is a Fatou component which is 
not preperiodic to a Siegel domain, then all limit functions are in C. 

We are going to prove the dual statement of Theorem 1.7 for non attractive 
fixed points. 

Remark 6.7. The same statement holds if instead ofC we consider an 
analytic varietyA such that the complement of the closure of l T = o / n (A) is 

hyperbolic, in which case J CN.v>o U „ > v J (A) := J(A). In general we 
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don't have J = J(A) : 
Exemple: z = aw) -*(Z (z = aw) -*(DZ( (z = aw) -*(Z (z = aw) -*(Z( 
and preimaees of lines are lines. The union or the closure ol U / " n C) equals 
P2- [z:w:t]^[[z:w:t]^[ 

COROLLARY 6.8. Assume that the complement of the closure of 
B и 

71 = 0 
/ - " ( C ) 

is hyperbolic and hyperbolically embedded. Then any Siegel domain is a 
Fatou component and a domain of holomorphy which is hyperbolic. 

Proof. Let M be a Siegel domain. It is clear that [z:w:t]^[[z:w:t]^[[z:w(C)(C) 
Hence is a component of Pk\J((C)C) which is clearly locally Stein. The domain 

M is hyperbolic since [z:w:t]^[[z:w:t]^[[z:w:t]^[ 
We describe more precisely the behavior of / at a fix point when some of 

the eigenvalues are of modulus 1. 

PROPOSITION 6.7. Letf : z = aw) -*(D be a holomorphic map inHd, d>2(C). 
Assume R := Pk\C is Kobayashi hyperbolic. 

Suppose p is a fix point for /, Hp) = p(C) and p e J\c. [z:w:t]^[ Ai, • • • , Afe be 
the eigenvalues of (z = aw) Assume \i = 1, 1 < i < s, Xj \> 1 for j > s. Then 
there exists a subvariety E through p such that /IE is linearizable. 

We first prove a Lemma. 

LEMMA 6.8. Letg be a holomorphic map fromCs toCs. Assumeg(0) = 0 
andgf(0) = A is unitary. If(gn) is a normal family in a neighborhood of 0, 
theng is linearizable. 

Proof. Observe first that (An) and (A n) are bounded. Define, as in one 
variable, 

<p(z) = lim 
N—+OG 

1_ 
N 

N-l 
E 
j=0 

A j o gj. 

The mapping <p is well defined in a neighborhood of 0 and (z = aw) -*(Z(C) 
We proceed to prove the proposition. 

Proof. We know that / is a local isometry from « i = P k \ r H c ) ( C ) to 
fi = P f c \ C . Let do denote the Kobavashi distance of fi, and let B(p,r) be the 
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ball of radius r and center p for cfo. Since z = aw) -*(Z (z = aw) -*(Z(z = aw) 
The Kobayashi distance induces the topology of Q, hence we can assume 
that / is invertible in a neighborhood of B(p,r) and let g = / 1 . We have 
g(B(p,r)) Cfl(p,r), and the family gn is normal. Let h = limp71* and define 
E := M^(p,r)). Clearly we have fl(E)cE w If we consider the sequence 
z = aw) - we can assume H S is identity. It follows that E is contained in 
the complex manifold S:= {qeB(p,r) h(q) = q\ mi E be the connected 
component of 5 through p. m is a complex manifold of dimension s, »IE IS 

normal hence by the Lemma aw) is linearizable around p, and the same result 
holds for / . 

Example. Let E= w2 + ct2 : z2 : w2 + ct2 : t2] [Xzt where I A 1=1 is such 
that Xz + zl is linearizable in a neighborhood of 0 in C. Let p = [0 : w0 : 1] 
where wn is such that f(p) = P- One easily check that if | c | » 1 then z = aw 
and that / is linearizable in a disc through p. 

In one dimension, it is well known that if the Julia set z = aw) -*(Z (z = aw is 
disjoint from the closure of the orbit of the critical set then J is hyperbolic in 
the dynamical sense, i.e. there exists an infinitesimal metric in a neighborhood 
of J such that R is expanding for that metric. 

We prove here a similar result in higher dimension. 

THEOREM 6.9. Letf e Ha, f : P* P*, d > 2. LetC = U n > 0 / n ( C ) . 
AssumeP f c\C is Kobayashi hyperbolic and hyperbolically embedded. LetX 
be a compact set in J, the Julia set off. Assumef(X) C X and w2 + ct2 :FF, 
then there exists a continuous volume formE in a neighborhood ofX, and a 
constantk > 1 such that 

E(fn(x),(fz = aw) -z = aw) -

Herea denotes a nonvanishing holomorphick-form. 

Proof. Let z = aw) -*(Z (z = aw) denote the components of U := P2\C inter
secting X. Define N = U =i «i Observe that for every j , the components of 
z = aw) -are contained in one of the RM 1 < s < L We claim that there is an N 
such no component of r * ( f i ) coincide with one of the fVs. Otherwise, since 
the number of components is finite, there are two integers ni,N2 such that 
say a component ot /-"•(no is equal to Qo and a component of z = aw) -
is equal to Qi and hence pi +n2 is an isometry of the Kobayashi hyperbolic 
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domain fii. As a consequence Q\ is a Siegel domain, contradicting that X is 
in the Julia set and intersects Q\. 

Let w2 + ct2 : w2 + ct2 : fN is a covering map from 12 to U. Denote by E(p, a) 
the volume form w2 + ct2 : constructed in the proof of Theorem 6.1. Observe 
that E(p, a) is continuous and that for all p in Qf 

w2 + ct2 : (/(p),/'(p)«) = £ # ( p , « ) w2 + ct2 :FGDH 

the inequality holds since no component of Q' coincide with a component of 
Q. The continuity of E implies the theorem. 

7. Classification of critically finite maps in P 2 . 

In the study of iteration of rational maps R! : P 1 P1 the case where 
every critical point is preperiodic or periodic is quite central, see ([Th]). Here 
we consider the corresponding problem in higher dimension. The question 
was raised by McMullen [B]. 

It is quite difficult to construct non trivial examples of critically finite maps 
in dimension 2. Some examples where studied in [FS]. It is proved in [FS] 
that the map g : P 2 —• P 2 defined by 

g[z:w:t}[{z-2w)2 w2 + ct2 : w2 + ct2 : 

has P 2 as Julia's set. It is probably an interesting question to study maps in 
Tid close to g as was done in one variable by M. Rees [Re]. 

DEFINITION. LetF : M2 M2 be a finite holomorphic self mapping of 
a compact complex manifold of dimension 2. Denote byC the critical set. 
LetCi be the irreducible components ofC. We assume that eachCi is periodic 
or preperiodic, 

d - F(d) - • • • - FLi(Ci) - • - • - Fe*n*(Ci) = F^{Ci) 

whereti > 0, n2- > 1 are (minimally chosen) integers. We then say thatF is 
critically finite. We say thatF is strictly critically finite if all the mapsFni : 
jpti+j jrU+j are critically finite self maps (on possibly singular Riemann 
surfaces). 

Observe that F is critically finite if V := U^=o Fn(C) is a closed complex 
hypersurface of M, in this case we define IF = F~l(V) which is a complex 
hypersurface containing V. 
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We recall the following result, see ([Su],[Th]). 

THEOREM 7.2. LetR : P 1 P 1 be a rational map of degreed > 2. Assume 
thatR is critically finite. Then the only Fatou components of R are preperiodic 
to suverattractive components. 

Recall that CI is a superattractive component if 3peft, 3e,R£(P)=3peft, and 
(Re)'(p) = 0. The theorem shows in particular that if R is critically finite and 
if every critical point is preperiodic that the Julia set of R is P . 

We give here a proof of Theorem 7.2 that does not use Sullivan's non 
wandering theorem nor the construction of an expanding metric. 

Proof. Let Q be a Fatou component for R. It follows from Theorem 6.6 
that Q is not preperiodic to a Siegel domain and that all the limits are in 
U ~ o ^ ' ( C ) which is finite. Replacing R by some iterate we can assume that 
all the possible limits a i , a 2 , • • • , a r 

are fix points for R. Let w2 + ct2 : w2 + ct2 : be 
neighborhoods of ai,do, • • • , a r , 2 by 2 disjoint and such that w2 + ct2 : are also 
2 by 2 disjoint. Let u CC fì. For n > N0, Rn(üj) C U =i Uj but since MVi) 
are disjoint there exists jo sueh that for n > N0, Rn(uj) C Ujo. Hence {Rn} 
converges to w

2 + ct2 : Let A := / ' (a ) , clearly A < 1 . 
Assume that I A |= 1, A = e z * t Q .D The map R cannot be linearizable near a 

since the corresponding Fatou component requires an infinite orbit of critical 
points. Similarly if a is rational or a Cremer point, see (MIL). FG I A |< 1 
but then if A 0 we still need an infinite orbit of critical points. So finally 
A = C and Q is preperiodic to a superattractive Fatou component. 

We will need to apply the above theorem to Riemann surfaces with singu
larities whose normalizations are biholomorphic to P 1 . More precisely, let X 
be an irreducible analytic set of dimension 1, let X denote it's normalization 
with covering map TT : X -> X. If / is a holomorphic map from X to X, we 
will denote by / the lifted map from X to .Y. We will say that a point p in X 
is critical for / if 7T~1(p) is critical for / . It is straightforward to verify that 
p is critical if and only if / restricted to a neighborhood of p is not injective. 
The terminology of Julia sets and Fatou components extends to this context. 

DEFINITION 7.3. LetX be a compact analytic set. Iff : X X is holo
morphic, we will say tha t / is critically finite ifX = P 1 and the orbit of the 
critical set is finite. 

Observe that this implies that / : P 1 —> P 1 is critically finite. If a is a fixed 
point in X, we will say that it has eigenvalue A if f'(a) = A where 7r(a) = a. 
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The following version of the above theorem is then clear. 

THEOREM 7.4. Letf : X —• X be ad to1 holomorphic map from an irre
ducible compact analytic set to itself. Assume thatX = P 1 . Iff is critically 
finite, then the only Fatou components forf are preperiodic to superattractive 
basins. 

Proof. We just apply the above theorem to f:X-+ X. 

We will need the following result which shows that if an algebraic curve X 
is invariant under / then / is not injective on X. 

PROPOSITION 7.5. LetX C P 2 be an algebraic curve of degreer. Letf : 
P 2 —• P 2 be a holomorphic map which isd2 to 1. Assume thatf(X) C X. Iff 
is ant to 1 map onX, theni > d. 

Proof. Let H be a generic complex plane such that the number of points 
in H fi X is r. Suppose that H = {z2 = 0}. Let fn = [/<? : fi : /?] in 
homogeneous coordinates. The number of points of x n {/," = 0} is r£n. 
So there exists a homogeneous polynomial FG of degree ERF vanishing on 
x n {/," = 0} but not identically. Let 7T : C

3 - P 2 be the canonical map, 
and denote X = n- l(X),3 Define $n=(nfS / f? ,h n f? / f? ,h n ) f? ,h n from X with 
values in C . The map is weakly holomorphic in X so there exists p such that 
for every 3peft, extend as a holomorphic map. bmce 4$n is homogeneous 
of degree p + r£n we can assume that the extension is also homogeneous of 
degree p + r£n. Let gn be this extension, on = fn on X. Then by Theorem 1.5 
we should have p + r£n > dn for every n< which implies £> d. 

COROLLARY 7.6. Iff(X) = Ar, and iff is holomorphic of degreed > 2 thenf 
does not induce an automorphism onX. 

THEOREM 7.7. Letf : P 2 -+ P 2 be a holomorphic map with critical setC. 
Assume thatf is strictly critically finite and that P2\C is hyperbolic. Then 
the only Fatou components off are (preperiodic or equal to) superattractive 
components. In particular if no critical point is periodic, then the Julia set 
off i sP 2 . 

Proof. Recall that 3peft, 3peft, 3peft, is a closed hypersurface of p 2 and 
that every irreducible component of V is preperiodic or periodic. Without 
lack of generality (replacing / by an iterate if necessary), we can assume 
that every component is preperiodic to some irreducible Vj which is invariant 
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under / . Let Vj denote the normalization of Vj. Observe first that Vj cannot 
be a hyperbolic Riemann surface since one of the iterates of / will be the 
identity on Vj and we have seen in Theorem 3.1 that this is not possible. So 
Vj can be P 1 or a torus T. Let A denote the singular set of V. Then A consists 
of intersections of different branches as well as self intersections and cusps. 
Note that A is a finite set, {ai,a 2 , • • • , a r } . We can assume all superattractive 
periodic points with respect to some Vj are fixed. 

Fix a Fatou component Q. Assume at first that the iterates fn \ Q converges 
u. c. c. to A. The argument is the same as in Theorem 5.2. Replacing / 
by an iterate we may assume that fn | fi converges u. c. c. to a\. We will 
show that this implies that a\ must be superattractive, completing the proof 
in this first case. For this, let Ai,A2 be the eigenvalues of / ' at a\. Since 
{ / n } is normal on Q it follows that necessarily I Ai | , | A 2 | < 1. Suppose that 
ai € Vi say. Then we exclude at first the possibility that V\ is a torus. If V\ 
is a torus, then if f?,f?,hn is not an automorphism, then this contradicts that a1 
is a nonrepelhng fixed point. So necessarily / I Vi is an automorphism. This 
is impossible bv Theorem 3.1. Hence we mav assume that V = P 1 . Since 
/ | V i is critically finite, the eigenvalue corresponding to / | V i at ai is zero. 

Assume at first that Vi has a cusp singularity at ai which is mapped 
to itself. In local coordinates we can parametrize this singularity as t -+ 
(** + *« + •••) for some integers 1 < P < 9, where q is not a multiple of p. 
If VF has a nonzero eigenvalue at 0, then we may assume that f?,f?,hn = (0( | 
z,w \2),aw + 0(\ z,w I2)) for some nonzero a. Clearly this contradicts that 
/ maps this singularity to itself. 

Hence a\ can be assumed to be a reducible singular point of V and all 
branches of V there, which are mapped to themselves by some iterate are 
nonsingular. If these branches are not all tangent to each other then both 
eigenvalues of / ' must be zero, so we are done. Assume next that there are 
two such irreducible branches that are tangent. We may assume these have 
the form w = 0 and w = azk + 0(\ z \k+1) for some integer k > 1 If there 
is a nonzero eigenvalue at a\ we may again assume that / has the form: 
( z , u ; ) - ( 0 ( | z,w \2),ßw + 0(\ z,(\ z,w\2))) for some nonzero p . This is again 
impossible. It remains to consider the case when there is one nonsingular 
branch, w = 0 which is mapped to itself and at least one more branch which 
is mapped to w = 0. So again we may assume that the other eigenvalue is 
nonzero and then that the map has the form f(z,w) = (0(w* I z,w I 2 ) , 
aw + w * 0 ( | z,w I ) for some nonzero a. Hence no other branches can be 
mapped into the z-axis. 

The second case to consider is when for some nonempty open subset u CC 
Q there exists some subsequence f?,hn converging to h with values in Vi\ 
(neighborhood of order e of A =: Ae). We first assume that Q intersects some 
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preimage of V. Then some forward orbit of Q intersects some Vj. Clearly this 
intersection must be with the Fatou set of the restriction map to Vj. But since 
this restriction is critically finite this implies that any such Fatou component 
is superattractive as a Fatou component of Vj for a superattractive fixed point 
p. It remains to show that this is a superattractive fixed point for / on P 2 

as well. If p G A this is as in the first part of the proof. So we may assume 
that » is a nonsinerular noint of V. So we mav assume that Vj = (w = 0) near 
the origin and that / has the form f(z,w) = (zk + 0(\ z \k+\w* I z,w I) , 
aw + w * 0(\ z, w \) for some k>l. Computine: the Jacobian we see hat this 
forces them to have a branch of the critical set through the axis, implying 
that p E A, a contradiction. Note that if we replace / by a high iterate, the 
set A may increase, but the argument in the first part still applies. So if some 
forward orbit of Q intersects V}, then this is a superattractive basin, and we 
are done. 

Hence we can assume that Q does not intersect any preimage of V. Since 
the Kobayashi infinitesimal metric of P 2 \ T r does not blow up in directions 
paralleli to Vi\A€, when we approach T'i, we find that h is nonconstant. 

We can assume that Vi = P 1 or a torus. Then the image of h cannot contain 
a repelling periodic point. Say if f(p)=p, f ( p ) \ > f ( p ) \ 1. Then f?,hnf?,hn will 
have some derivative blowing up in u. So Vi = P 1 and the image of h will be 
in a Fatou component of / I V\. Hence Q is preperiodic to a superattractive 
component. Indeed f?,f?,hn has a superattractive component since f?,f?,hn is 
critically finite, the same proof as above shows that the superattractive points 
with respect to / I Vi is superattractive. 

The only remaining case is when fn \ Q does not converge to V. But this 
cannot happen, by Theorem 6.6, because P 2 \ V is hyperbolic. 

We now consider some cases when we do not assume that for some iV, 
P 2 \ U t o fnf?,hn 

is hyperbolic. 

THEOREM 7.8. Assume that f : P 2 -» P 2 is strictly critically finite. Suppose 
that for some irreducible componentCo of the critical set we havef (Co) = Co. 
Then the only Fatou components are preperiodic to superattractive basins. 

We start at first with two lemmas of independent interest. 

LEMMA 7.9. Suppose thatg : P 2 —• P 2 is a holomorphic map of degreed and 
thatg maps a compact complex hypersurfaceZ to itself and thatZ is contained 
in the critical set ofg. Then we have the estimatedist(f(z), Z) = o(dist(z, Z)). 

Proof of the Lemma. We reduce this to a local statement in C 2 . Let X,Y 
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be one dimensional closed analytic subsets of the unit ball B containing zero. 
Suppose that f-.B^B,/(0)=0,fnc)(p)=o is a holomorphic map with / P O C Y 
such that the Jacobian of / vanishes on X. Moreover assume that 
Moreover assume that / is a finite map. Then for every constant c > 0 there 
exists a neighborhood V of 0 such that dist if(p).Y) > cdist (p, X) for all 
p G V. Note that we may assume that X,Y are irreducible at zero. After 
changes of coordinates we may assume that X can be parametrized by t —• 
f(p)\f(p)f(p)\ where 9(0) = 1 and 1 < P < q- Similarly Y can be parametrized 
by t-+{t',t* (s'(t))f(\ where g'(0) = l and 1 < P' < qf( Next observe that in 
a small enough neighborhood of 0, we can measure the distance to X paralleli 
to the u?-axis, i.e. dw := dist l(z o , w o ) , X n { ( z 0 , w ) e X } > f ( p ) \ dist ( ( z 0 j w 0 \ X ) > f ( 
2 ̂ w * To prove that, the left inequality is obvious. For the right inequality, 
observe at first that if we consider any smooth curve in X, then the total 
variation in w is less than e times the total variation in z. It follows that 
the bidisc A((z0,w0);dw/2) does not intersect X. Hence the right inequality 
follows. If the derivative dw vanishes, it follows from considering the image 
of lines paralleli to the w-axis that dist J(P),Y)S< cdist (P,X) for all p close 
enough to zero. Hence we are left with the case that dm ^ 0 at the origin. 
The image of lines parallell with the origin are therefore nonsingular curves 
(near 0). Note that since the Jacobian vanishes on X, necessarily these lines 
must hit Y tangentially except possibly at the origin. However this implies 
by continuity that an, 

dw 
f(p)\ and a/2 

dui 
= 0 at the origin, where we have written 

/ = (/ i , / 2 ) . Next consider a line L parallell to the tu-axis through (z0,w0). 
Inside L consider the straight line 7 of lenght r from (*o, wo) to the nearest 
point q in {{zQ,w)nX}. Consider the image /(7)- Then the horizontal length 
of this image is of order of magnitude r, while the vertical lenght is o(r) where 
the little o(r) refers to an expression bounded by an arbitrarily small multiple 
of r as the neighborhood shrinks. Also there must be a point on Y with the 
same z-coordmate as /(20,w 0 ) with a ^-coordinate differine; by o(r). But this 
shows that dist № 0 , «><>), y ) < cdist ((~-o.»'o).A-) as desired. 

LEMMA 7.10. Letf E H?f : P 2 - P 2 . f ( p ) \ If Co is a critical invariant compo
nent, then except for Siegel domains all limit functions for{fn\ in a Fatou 
component are in the closure of D7=onc) nc). 

Proof of the Lemma. By the previous lemma there exists a neighborhood 
U of Co such that f(U) CC U. It is easy to construct enough algebraic hy-
persurfaces contained in U and to show that P2\U is hyperbolic. 

Let fibea Fatou component for / , which is not a Siegel domain. If / W O ( N ) 
intersects U for some no, then all possible limits are in Co. Otherwise /«(fi) 
stays in the hyperbolic set P 2\J7 and the argument about Siegel domains 
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of Theorem 1.8 applies to show that Q is preperiodic to a Siegel domain, a 
contradiction. 

The proof of the theorem then follows the same lines as the previous the
orem. 

We give here an example of a critically finite map on P 2 where the Julia 
set has nonempty interior, but the Julia set is not all of P 2 . This contrasts 
with the one dimensional case where the Julia set is either everything or has 
empty interior. 

Define / : P 2 -+ P 2 , [z : w : /] -+ [(z - 2w)2 : z2 : t2]. Then the critical 

orbits are 
(* = 2w) (z = 0) (w = 0) -> (z = w) <-

(t = 0) - . 

First, observe that / is strictly critically finite. 

Note that inside (t = 0) the map is of the form ((z0,w0);dw/2 
(z-2)2 

which is strictly 
preperiodic. Hence the Julia set contains all of t = 0 . Since t = 0 is 
critical, there is, (Lemma 7.9) an open neighborhood U of (t = 0) such that 
fn(U) -> (t = 0). Hence if we restrict to any nonempty open subset of Î7, 
the iterates cannot be a normal family there, since there is no superattractive 
point on (t = 0). However the point [0 : 0 : 1] is an attractive fixed point, so 
has a nonempty open basin of attraction. Hence the Fatou set is nonempty 
as well. 

One can also give a direct proof. Note that / maps the space of lines to 
itself. (w = dz) (w = (1 - 2a)-£z) and high iterates of an open set of lines 
cover the space of all lines. One shows that the Fatou set is just the basm of 
attraction of [0 : 0 : 1]. It is Kobayashi hyperbolic since if || (z,w) \\ is large 
enough, then fk[z : w : 1] —• (t = 0). And on the dense set of periodic lines, 
the map is exceptional so has only two Fatou components. As in the end of 
the proof of Theorem 5.7 the derivatives of the iterates of / must blow up on 
any open set disjoint from the basin of attraction of [0 : 0 : 1]. Hence the Julia 
set has nonempty interior. However int J is not Kobayashi hyperbolic since it 
contains (t = 0). 

Note that if [P(z,w):Q(z,xu)] is any rational map on P 1 which is strictly 
preperiodic, critically finite, the same argument works to show that the map 
[P(z,w) : Q(z,w) : td) has nonempty Fatou set and Julia set with interior, 
d = deeP,Q. This is a class of examples where the complement of the closure 
of i r = 0 / n ( C ) is not Kobayashi hyperbolic for any rational map [P : Q]. 
Indeed 0 : 0 : 1 is superattractive. The action of / on (t = 0) has Julia set 
P 1 and / maps lines to lines. Hence the argument is as above. 
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