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ON RIEMANN ZETA-FUNCTION 
AND ALLIED QUESTIONS 

K. R A M A C H A N D R A 

TO PROFESSOR R. BALASUBRAMANIAN 
ON HIS FORTIETH BIRTHDAY 

§ 1. Introduction, I will divide my lecture as follows. 

§ 1. Introduction 

§ 2. Conjectures 1 and 2. 

§ 3. Conjecture 3 and a further question. 

§ 4. Balasubramanian-Ramachandra (sufficient) condition for the validity of 
Conjecture 3. 

§ 5. The Balasubramanian-Ramachandra condition is not always satisfied 
(Counterexample : a power of the Kahane series). 

§ 6. Progress towards Conjectures 1 and 2 (Titchmarsh Series-I, Weak Titch-
marsh Series, and Titchmarsh Series-II) 

§ 7. Applications of Theorems 1 to 4 of § 6. 

§ 8. Consequences of Conjectures 1 and 2 without Riemann Hypothesis. 

§ 9. Further Conjectures (which would follow from Conjectures 1 and 2 and 
Riemann Hypothesis). 

S. M. F. 
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K. RAMACHANDRA 

As will be seen in § 7 Conjectures 1 and 2 are more intimately connected 
with the Riemann zeta-function (and also with zeta and L-functions of al­
gebraic number fields, zeta-functions of ray class fields and so on). But we 
emphasise only on the Riemann zeta-function. 

§ 2. Conjectures 1 and 2. For all N H > 1000 and all N-tuples 
ai = 1, a2, • • •, ax of complex numbers prove (or disprove!) that 

Conjecture 1. 
1 

H Jo E 
'n<N 

it 
ann 

dt > I O " 1 0 0 0 , (1) 

Conjecture 2. 

1 
i: E 

]n<N 

i t 2 > (log H) -1000 
n<M 

K\2 (2) 

where M = H(loeH)-2. 

Remark 1. We can formulate conjectures where RHS in (1) and (2) are 
bigger than the present ones. For example we can replace RHS of (2) by 

DD E 
n<C2H 

DD 2 

where C\ > 0 and C2 > 0 are numerical constants (in fact with any C\ < 1). 

Remark 2. Let 1 = Ai < A 2 < A 3 < • • • be any sequence of real numbers 
with A n+i — A n bounded both above and below. Then we can formulate more 
general conjectures where 

n<N 
annlt is replaced by E n<N 

an. 

S 3. Coniecture 3 and a further question. Let d\ = Ai = 1, Ai < A2 < 
A3 < • • i < A n+i — A n < C {an\ In = 1,2,3,...) a sequence 01 complex 
numbers such that F(s) = 00 

n=l 
is convergent for some s = a + it in the 

complex plane and can be continued analytically in (a > f3,T < t < 2T) 
where B is a positive constant < \ and there the maximum of \F(s)\ < TA 

where A and C are positive constants > 1. Suppose E 
n<x 

\Q>n 
,2 > x1 £ for every 

e > 0 and every x > 1. Then prove (or disprove) the 

Conjecture 3. The number of zeros of F(s) in (a > B.T < t < 2T) is 

> T logsfsfsT. (3) 

Remark. A simple application of Jensen's Theorem (see [T]i, page 125) 
shows that the number of zeros of F(s) in (a > (/3+j)/2, T+D < t < 2T-D) 
i s < T logT, provided D is a large positive constant. Thus speaking roughly, 
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ON RIEMANN ZETA-FUNCTION AND ALLIED QUESTIONS 

the order of magnitude of the number of zeros in question is T log T (if the 
Conjecture 3 is true). 
A further question. Let /3(T) < l 

9 
and ß(T) 1 

2 as T —• oo Then study 
the lower bound for the number of zeros of F(s) in 

(a > ß(T), T <t< 2T). (4) 

§ 4. Balasubramanian-Ramachandra (sufficient) condition for the 
validity of Conjecture 3. 
Sufficient Condition. There should exist a positive constant 8 < l 

2 
ß such 

that 
1 
T 

AT 
F 

1 
2 

S + it I2 dt 
1 

d 
2T 

d 
1 

v2 
-6 + it) dt 

\2 
(5) 

Remark 1. We will show in this section that the condition (5) is sufficient for 
the validity of Conjecture 3. (Note that the inequality which is the opposite 
of (5) is always true). From our proof it will be plain that the condition 

/1 •2T 

'T 
\F 

1 
2 

-6 + it) \
gdt 

h '1 r2T 
IT 

F ,1 
l2 

S + it 
,h dt 

9 
(5') 

for some constants 5, h with 0 < h < g is also sufficient. 

Remark 2. A class of examples of F(s) satisfying the condition (5) were 
studied in [BR] 3 , [BR] 4 , [R 5 ] , and to some extent [BR] 5. We content here by 

saying that a simple example of F(s) satisfying (5) is CM + 
71=1 

(x(n)n- 5 ) 

where x(^) is any sequence of complex numbers with 
n<x 

An) • 0(1). For 

the series cw 4-
00 

71=1 
[\(n)n s) where X(n) O for some constant 

77 > 0 and further X\n) = 0{1) the lower bound for the number of zeros 
in (a > (1 - i7)/2 ,T < t < 2T) is > T f l o g T X l o g l o g r ) - 1 . Both these re­
sults have been generalised to generalised Dirichlet series of the form F(s) = 
00 

n = l 
( a n 6 n A n

5 ) where { a n } and {bn} are somewhat general sequences of com­

plex numbers and { A n } is a somewhat general sequence of real numbers (see 
[BR] 3, [BR] 4 , [R] 5 , [BR] 5 ,) . Less satisfactory results than Conjecture 3 were 
obtained in [R] 3 , and [R] 4 . 

Remark 3. For suitable /3(t) the lower bounds for the number of zeros 
in (4) of F(s) were studied in [R] 6 , [BR] 6, and [BR] 7. For example in [R] 6 ? 

it was shown in great generality that F(s) has > Tl~e zeros in (cr > \ -
C o ^ o g l o g T ) - 1 ^ < t < 2T). In [BR] 6, the functions mentioned in Remark 
2 were considered. For example it was proved that the number of zeros of 
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f{s) = as) + 
oo 

n = l 
( X ( n ) n - ) with i X(n) 0(1) and E 

n<x 
= 0 in 

(* > \ - C 0 ( l og logr ) l ( l o g r ) -5 , T < t < 2T) is > T(loglogr)- 1 . In [BR] 7, 
it was shown that (for ( l o g T ) c < H < T where C is a large constant) in 
W >\-Co{\og\ogT){\ogHrr)-\ T<bbt< T+H) C(s) has r> f^ log log logT)- 1 

zeros. The interesting fact was that only the Euler product and the an­
alytic continuation (in fact for the lower bound >• • • • the upper bound 
log \F(s)\ < ( l o g T ) c is enough) 

C(s) = 
1 

s - 1 

OO 

n=1 
n 

In U 
sdu ( * > 0 ) 5 

were used in the proof. Using these things only it is well known that we can 
prove that when H = T, the number of zeros is hfff(T < tj < 2T).dd 

We now resume the Remark 1. We will show that (5) implies that there are 
points < i , *2> '" yttf (where N T) with \tj — tj>\ bounded below whenever 
j ^ f and further 

IF 
,1 

S + itj (*>0)5 (T < tj < 2T). (6) 

After this we have only to apply Theorem 3 of § 4 in [BR] 3 to obtain the proof 
of Conjecture 3. To deduce (6) from (5) we write 

(*>0)5uo 

1 

T 
t2T 
IT 

E 
v2 - 6 + it)\dt. (7) 

Now RHS of (7) is 
1. 
T E (*>0)5 1 

v2 
-6 + it)\dt (8) 

where { / } is a division of [T, 2T] into disjoint (but abutting intervals I of equal 
length the length being both above and below). Plainly the expression (8) is 

< 
2 
T 

(*> F 1 
v2 

-6 + it)\dt (9) 

where the accent denotes the restriction of the sum to intervals I for which 
the integral is not less than e i>{T) for a small constant e > 0. Now 

(*>0)5 < 2' 
T 

J 
hf l 

ff - Ô + it)\dt 

< 2 
T E ' 

T 
1 

1 
2 E' 

T I 
I, \F 

1 
v 2 

•S + it)\dt 
ffh 1 2 

< 1 
T 

gj 
I 

l 
2 E 

1 

hd d 
dd 
m •6 + it)\2dt 

i 
i 2 
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ON RIEMANN ZETA-FUNCTION AND ALLIED QUESTIONS 

We now sum over all / in the last sum and use (5). We get 

V»(T) 
1 
T I 

D 
l 2 

[Tib2 1 
(2 

and this in turn gives 
ss 

Js 
1 > ss 

This gives (6) (which as we have already stated yields the conjecture), pro­
vided we prove that tp(T) » T^. By (5) and (7) it suffices to prove that 

1 
T 

2T 
JT 5 E 

•6 + it)rdt > (10) 
This will follow unconditionally from Theorem 2 of § 6 of the present paper. 

§ 5. The Balasubramanian-Ramachandra condition is not always 
satisfied (Counterexample : a power of the Kahane series). In this 
section we will show that a suitable (bounded) positive integral power of the 
"KAHANE SERIES" serves as a counterexample to (5). Kahane series are 
series of the form 

K(s) 
oo 

n-l 
(2n - 1 ) - - (2n)-3) (11) 

where en are arbitrary subject to e — ±1 . By an ingenious probabilistic ar­
gument J.-P. Kahane showed that there exists a sequence {en} for which the 
Lindelof function fi(a) equals 1 — a for 0 < a < 1. In particular given a fixed 
6 with 0 < 6 < \ there exists a sequence { £ n } with tn = tn(6) —• oo such that 

K(s) 1 
"2 

S + itn) K(s) K(s)gh (12) 

(For reference see Theorem 2.2 equation (30) on page 139 of [K]). It is not 
hard to show (whatever be the choice of en) that K(s) is analytic in a > e > 0 
and there it is 0(t). Also all the derivatives upto any fixed order are 0(t) (for 
instance by Cauchy's theorem). Moreover with some work it is not difficult 
to show (see for example Theorem 11 of [RL) that 

1 
T 

r2T 
JT 

K 
6 + i 

'2 
• 6 + it) 

,2 
dt 6 + i 6 + i (13) 

and so 
1 
T r 

JT 

\k 
1 
2 

• 6 + it)\dt<z:Ts. (14) 

By iterating (5) we obtain 

1 
T 

r2T 
IT \k 

1 
l2 

-6 + it)\ dt 
'1 r2T 

IT 
\K(--6 + it)\dt) (15) 
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for all fixed k = 2 m where m is an integer > 1. Now for \t — tn\ < t~1(= A say), 
we have \K{\ -6 + ft)I >«,£ t

s+2~£ since as remarked above the derivative of 
K{\ -6 +it) is 0(t). Hence 

•'<n-A 
K 

k2 
6 + ft dt (16) 

Thus if (15) is true we obtain for T = t n — 1 the estimate 

jrfc(é+ì-e)-2 1 
T 

2T 

• JT 
R 

v2 
6- it) < T f c 6 (17) 

which is false for k = 8. Thus (15) is false for k = 8 and so at some stage of 
iteration (5) is false i.e. (5) is false for F(s) = K(s),(K(s))2 or (K(s))4. We 
can prove that (5) is false for (K(s)) or (K(s))2 by a slight sharpening of the 
method above. 

Remark. The procedure adopted in this section resembles to some extent an 
argument on page 329 of [T ] 2 . 

§ 6. Progress towards Conjectures 1 and 2 (Titchmarsh Series-I, 
Weak Titchmarsh Series, and Titchmarsh Series-II) 

My paper [R] 7 contains a result which is sufficient for all practical applications. 
Here we mention six theorems which solved the conjectures proposed by me 
in [R] 7 . These six theorems form further progress towards the conjectures 1 
and 2 of § 2 of the present paper. We begin with a definition. 

Titchmarsh series. Let ai = Ai = 1, {an} (n = 1,2,3, — ^ a sequence 
of complex numbers, { A n } (n = 1,2,3, ••-) a sequence of real numbers with 
^ ^ A n+i — A n < C, where C (> 1) is a constant. Let H > 10 be a real 
parameter and \an\ < (nH)A for alln, where A is a positive integer constant. 

oo 
Suppose F(s) = S ( a n ^ n S ) > ( a ^ A + 2) can be continued analytically in 

71=1 
(a > 0, 0 < t < H). Such a function F(s) is called Titchmarsh series. 

Theorem 1. Put u = H* + 50(A + 2)loglog(ir + 1), where K > 30 and 
suppose that there exist T\ and T2 with 0 < T\ < J7, H — U < T2 < H such 
that the Titchmarsh series F(s) satisfies the inequality 

№ + »ri)| + |F((T + tr2)|<lir (18) 

uniformly in a for 0 < a < A + 2. Also let 

H > (3456000A 2C 3) 6 4 0 0 0 0^ + (240000A)20loglog(iif + 1). (19) 

Then, we have, 

fH\F(it)\dt >H- 8000A#« _ 240000A2loglog(tf + 1). (20) 
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Theorem 2. Suppose that (for some K > 30) there exist T\ and T2 with 
0 < Ti < Hi,H - < T2 < H, such that the Titchmarsh series F(s) 
satisfies the inequality 

\Р(а + т)\ + \Р(<т + Щ)\ <К (21) 

uniformly in a for 0 < a < A + 2. Also let 

H > ( 4 C ) 9 0 0 0 A + 520000A2 log log Kx (22) 

where Kx = (HC)12AK. Then, we have, 

fH \F(it)\2dt > Yl (H - (3C)1000AH* - lSOOOO^loglogif! - 100C2n) |an|2 

y° n<aH 
(23) 

where a = (200C 2 ) - 1 2" 8 A - 2 0 . 

Remark. These theorems are consequences of the second and the third main 
theorems of the paper [BR] 8 . We can get Theorem 1 above by putting e = |, 
r = 800A in the second main theorem. 

Our next two theorems deal with 

Weak Titchmarsh Series. Let 0 < e < 1,2? > 1,C > 1 and H > 10. Put 
R = He. Instead of \an\ < (nH)A suppose that 

(*>0)5 

\an\ < D(logXvv)R (24) 

holds for all X > 3C Then, for complex s = a + it,a > 0 we refer to 
F(s) 

n = l 
KAr) as a weak Titchmarsh series associated with the parameters 

occuring in this definition 
Theorem 3. For a weak Titchmarsh series F(s) with H > 36C 2 # £ , we have 

lim inf 
<7->0+ 

ffh 
JO 

F(a + it)\dtvnv>H- 36C2H£ - YICD. (25) 

Theorem 4. 
For a weak Titchmarsh series F{s) with logH > 4320C (1 — e) 5, we have 

lim inf 
<7->0+ 

H 
F(cr + it)\2dt xX 

n<M 
H 

H 
log H 

100C2n K\2 2D2 (26) 

where M = (36Cgjgg2)-1H1-e(\oeH)-'1. 

Remark. The four theorems mentioned above are enough for all applications 
in the present state of knowledge. For Theorems 3 and 4 see [R] 8. 
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The next two theorems represent a further progress towards conjectures 
1 and 2 although no new applications are possible in the present state of 
knowledge. These two theorems form the subject matter of the paper [BR] 9. 

Theorem 5. Let 0 < e < 1, C > 1, D > 1, E = y ^ , ax = 1 = Ai, 
^ < A n + i — A n < C (forn — 1,2,3, • • -) and for n > 2 (instead of\an\ < (nH)A) 

\an\ < Exv{(DHe - 100C - lgggg)lodg< Exv A n } 

where H > 10. Let F(s) fy 
oo 

n = l 
f+ iTx) (convergent absolutely in a > DHe, 

admit an analytic continuation in (cr > 0,0 < t < H). Assume that there exist 
Ti,T2 with 0 < 7\ < \H, iH <T2< H, such that, for some K > 30, 

{Fia + iTdgJl + lFia + itylKK 

holds uniformly in a > 0. Let finally 

H > max{100D \og\ogK)E, 100£>(100D£;)3£}. (27) 

Then 
500 /o \F{it)\dt > H. (28) 

Theorem 6. Let 0 < e < 1, C > 1, D > 2560C2, E l 
l - e ' 

Let {an} and 
{ A n } be as in Theorem 5, 

H > max{(256 D log log K)E, (24000 CeDE)3E}. (29) 

Suppose F(s) has the properties stated in Theorem 5 with K defined exactly 
as in Theorem 5. Then, we have, 

108 

H 'o \F(it)\cbc2dt E 
n<M\ 

K\2 (30) 

where Mx = [(SOOOdgdhhsq^D)-1vvcvvn^-']. 

§ 7. Applications of Theorems 1 to 4 of §6. Theorems 1 to 4 have a lot 
of applications. We mention only a few. 

Theorem 7. For all integers k>l and for all H satisfying C(fc)loglogT < 
H <T, we have, 

1 
H r 

IT 
C 

1 
,2 

+ it 
hf 

dt > C'k{ log k2 

l + O 
log logT 

H 
1 

logff 
(31) 

where C(k)(> 0) depends only on k and 

ch = (r(fc2 + 1 ) ) " ^ 
p 

(1 - v-1)* 
OO 

m=0' 

T(k + m) 
m\T(k) 

i2 -m 
P 
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Proof. In Theorem 2 take F(s) = (C(i + s + iT))K Theorem 2 shows that 
the LHS of (31) is 

> /log 
n<aH 

+ o 
/log logT 

H 
1 

log# . 
\dk(n)\2 

n 
(32) 

Using the well-known result that 
n<x 

{\dk(n)\2n->) C'k{\ogxf 1 + C i log#. 
we obtain Theorem 7. 
Remark 1. If C(k,e) <H< C(fc)loglogT the only result known is 

\t-to\<C(k,e) 

1 
2̂ 

it 
,2k 

dt 

Plainly we can make e a function of to (and k) which tends to zero as to —> co 
for fixed k. For this and other results see [BR] 1 0 . 

Remark 2. The result 

1 
H 

T+H 

IT 
S 
dt1 c 

1 
0 it d i » (log J5T)i*3+' 

was proved for positive integral A; in [R] 1 0 . (In [R] 9 a weaker result was proved; 
but it dealt with positive real k). The result 

1 
H 

rT+H 

IT c 
'1 
.2 4- it 

,2k 
dt > (logtf)* 

was proved for all positive rational constants k in [R] 1 2 by using an idea of 
D.R. Heath-Brown [H]. Later this was extended in [R] 1 3 for positive irrational 

constants k but with the lower bound ^> loeH 
log log if 

k2 

In [Rl 1 A this was sharp­
ened (the result involved the s.c.f. expansion of k). For example as a special 
case of a general result it was shown that 

1 
H 

rT+H 
IT c + it 

.2V2 
dt > ( log^J^loglogi f )" 1 . 

The general result contains as a special case the following result. Let k 
be any real number satisfying a < k < b where 0 < a < 6 < o o . It is easy 
to prove that there exist integers q with 1 < q < 10 log log H such that 
I* - f I < ( loglogtf)" 1 . For any such q we have for C loglogT <H <T, 

1 
H 

rT+H 

JT c (1 
2 

it 
.2* 

dt > D 
/ logiT J.2 

where C and D are certain positive constants depending only on a and b. 
When the s.c.f. expansion of k has bounded partial quotients, q can always 
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be chosen to lie between two constant multiples of (log log H)%. This leads to 
the special case mentioned above. All the results mentioned in this remark 
are subject to T > H ^> log log T. See the final remark at the end of the 
present paper. 

Remark 3. Results like 
1 

H 
rT+H -it -it 

,2 
\-it dt < ( lo g r) i + < 

proved in [ R ] n with H = T*+€ perhaps have some relavance here. It was also 
proved in [ R ] n that the same upper bound holds with H = T^e if we assume 
Riemann hypothesis. 

Theorem 8. For C 0 log log T < H <T, we have, 

max 
T<t<T+H G- -it) > Exp 

3 
4 

log H 
log log i f 

(33) 

where Co is an effective positive constant. 

Remark. Factors like ( log i J ) " 1 0 0 0 in place of | in (34) below are enough 
for application to prove Theorem 8. Such results were already available in 
[R] 1 ? [R] 7 . In fact we mentioned Theorem 8 in [R] 7 . All that was needed was 
the study of (RHS) as a function of k in 1 < k < log H which was done in [B] 
of course by an ingenious development of [ B R ] r In [BR]X a smaller constant 
than | was obtained. 

Proof. Put F(s) = (C(| + iT + s))k where k > 1 is an integer. Then \an\ < 
oo 

n2 £ (|aTO| m - 2 ) < n2(C(2))* < (nH)10 if k < log H. Note that in (a > 0, 0 < 
t<H)we have |F(s) | < T2k so that we can take K = T3k. We can take A = 2. 
Notice that for k < log IT we have log log Kx < 1000(loglog i f + log log T ) . 
This proves that 

1 
H 

rT+H 

'T c 
/1 

2 it 
,2k 

dt > 1 
Ln<*K 

( 4 ( n ) ) 2 n - J (34) 

provided 1 < k < log H. Here an asymptotic formula was obtained in [B] for 
the quantity max(log(RHS)2fc) the maximum being taken over 1 < k < log IT. 
In fact the quantity in question is asymptotic to Cs(log £T) 2 (log log H)~* 
where C 3 = 0.75 • • • > § . This proves Theorem 8. 

Theorem 9. Let \ < a < 1 and C 0 log log T <H<T. Then 

Tm^H\aa + it)\ > E x p ^ a o g ^ ^ a o g l o g ^ ) " 1 ) . (35) 
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Remark. Better inequalities, when we take the maximum over 1 < t < T 
in Theorem 9 are due to H.L. Montgomery (see [Ml) who proved in this case 

that the maximum > Exp l 
20 a l 

2) 
l 
2 (log T) l-<7 log log T \-<J In [RS] this 

was improved to Exp(C £ T(logT) 1- < 7(loglog T)~a) where Ca = CLl~°(1 - a)~\ 
C being a positive numerical constant and L = a — \ or 1 according as we do 
not or do assume Riemann hypothesis. The method was a sharpening of the 
arguments of [Ml. 

Proof. The proof is similar to that of Theorem 8. The study of 

max log 
l<Jb<log# 

1 

2 
E 

n<aH 

((dk(n))2n->°) 
1 

2k 

is much simpler. We find that this is > (log H)1 CT(log log H) x , by taking 
TIQ = 2.3 • • -pm < aH as large possible and ignoring terms with n ^ no. 

Remark. A theorem analogous to Theorems 8 and 9 for a = 1 can be proved 
but we will not state it here. As a corollary to Theorem 4 we prove Theorem 
10 which is a much more powerful theorem. 

Theorem 10. Let z = elB = C + iS (C not to be confused with a constant). 
Put 

f(H) = min max 
T>1 T<t<T+H 

l(C(i+ «))*!. 

and X(6) 

(36) 

d n 
dP 

sgsg where 

V<s>) = l 
l 

m 
l 

s 2 

ss 
c 
p 

-c 

Exp S Sin - î S 

tu 
(37) 

Then (for all H > HQ, a fixed numerical constant), we have, 

\f{H)e-^{\{e))-1 -loglogJTl < log log log # + 0(1) . (38) 

Remark. We give a rough sketch of the proof. For details see [R] 2 . The idea 
in (a) below can be traced to [ B R ] r 

Proof, (a) Lower bound for f(H). Put F(s) = (((1 + iT + s))z. The an's are 
multiplicative. To obtain a lower bound for 

max 
l<fc<log# 

1 

2 E 
n<x n 

2 l 
2k 

write an = a(n). We choose pi,P2> , , ,?P* (the first i primes) and exponents 
bii &2, • • •, 6̂  such that 
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|C(1 +gjfj t*,a)| dt > 
and where for each fixed Pj^bj are so chosen that 

(ii) Mpï)pJbi\ 
is maximum. This gives the lower bound for f(Hd)e~y(Xxxxx(0))~1. (For details 
see [BRS]). 

(b) Upper bound for f(H). For this we use the following Lemma from [BR] 2 

which is quoted in [R] 2 (page 29) and we quote it here. 

Lemma. LetT = Exp(( log#) 2 ) wh ere H exceeds a certain positive constant. 
Then there exists a sub-interval I o/[T, 2T] of length H + 2(logH)10 such that 
the rectangle (a > | , i £ / ) does not contain any zero of ((s) and moreover 

max: |log ( (a + it) \ 0(( log i ï )*( log logt f ) - i ) 

the maximum being taken over the rectangle referred to (and logC(s) is the 
branch for which log ((s) log 6 is real). 

From this lemma the upper bound for f(H) follows with some further 
arguments (for details see [R] 9 ) . 

(a) and (b) complete the sketch of the proof of Theorem 10. 

Theorem 11. Let ((s,a) 
oo 

n=0 
(n + a) 3 where 0 < a < 1 be the Hurwitz 

zeta-function in a > 1. Consider its analytic continuation in a > 1. Then, we 
have, 

min 
T>1 

rT+H 

|C(1 + t*,a)| dt > 
1 

a 
H + 0{H). (39) 

Proof. Follows from Theorem 3 of § 6. For reference see [R] 8 . 

§ 8. Consequences of Conjectures 1 and 2 without Riemann Hy­
pothesis. 

Theorem 12. We have, for C0 < H < T, 

1 

H 

rT+H 

JT 
\((a + it)\dt > C 4 , (40) 

where C4 is a positive numerical constant. 

Proof. We approximate to ((s) by 
00 

n= l 

( n - E x p ( - f ) ) where X is large and 

apply Conjecture 1. This gives Theorem 12. 

Theorem 13. In Theorems 7, 8 and 9 the condition on H can be relaxed to 
C(k) < H < T, Co < H < T and C0 < H < T respectively. The results are 
still valid. 

Proof. We approximate to (C(5))* by 
00 

71=1 
(d j f e (n)n- 5 Exp(-f ) ) where X (a 
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function of T) is chosen to be large enough. The rest of the proof is the same. 
We have simply to use Conjecture 2. 
§ 9. Further Conjectures which follow from Conjectures 1,2 and 
Riemann Hypothesis. 
Theorem 14. We have, with z = e%6 

max 
T<t<T+H 

c 
cnc 
,2 4- it 

k z I 
> Exp 

3 
4 

log H 
log log ff 

(41) 

provided Co < H < T. Also under the same conditions 

max 
T<t<T+H 

(C (* + «))* > Exp a -
(log tf)1-* 
log log H 

(42) 

w/iere a is fixed subject to \ < a <\. 

Remark 1. We interpret (C(5))z a s its analytic continuation from a > 2 
along lines parallel to the real axis which are free from zeros of C(5)-
Remark 2. For some unconditional (weaker) results in the direction of The­
orem 14 see [BRS], (to appear). 

Proof. Put F(s) = (£(f + iT + s))zk and proceed as in the proof of Theorem 
8. The investigations of [B] necessary for (41) are obviously valid. 

Theorem 15. Theorem 7 is valid for complex constants k with \(((\ + ^))*|2 

in place of |£(^ + it)\ , provided in (31) and also in the definition of C'k we 
replace k2 by |fc2| wherever k2 occurs. Moreover the condition on H can be 
relaxed to C(k) <H<T. 
Final remark. Most of the theorems published earlier depended on the con­
dition ( logT) £ < H < T, (see [I] in particular pages 231-249). But it is a 
routine matter to change the kernel Exp(z 4 a : + 2 ) to Exp((Sinz) 2) and obtain 
the same results in the wider range Co log log T < H <T. 
Postscript. The previous history of Theorem 7 is due to J.B. CONREY 
AND A. GHOSH who proved that if k > 0 is real then 

1 
T 

cc 
/0 c 

,1 
2 

•f it 
2k 

dt > (C'k +sg o(l))(logTf 

provided we assume Riemann hypothesis. (See p. 181 of [TJ2 or [CG]. It should 
be mentioned that C[ = 1 and C'2 = (47r 2) - 1 and that when k = 2, LHS ~ 
2C 2 ( l o g r ) 4 . 

Regarding the "further question" figuring after Conjecture 3, R. BALA-
SUBRAMANIAN and K. RAMACHANDRA have made considerable progress 
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after their paper [BRU. We can reach 0(T) c log logT 
logT 

ß(T) c log log log T 
logT 

and even (3(T) c ' logT without assuming an Euler product hypothesis. See the 
forthcoming papers [2?i?]n, [i?i?]i2 and [R]is. 

Actually the paper [BR]i2 deals also with the zeros of a class of generalised 
Dirichlet series in a > \ + 8 where S(> 0) is a constant. The proof of such 
results makes use of the result of the [BR]w 

Continuing the work [BR]12, myself and R. BALASUBRAMANIAN have 
recently succeeded in proving the following two theorems. 

Theorem 16. Let ¡1 be any constant satisfying 0 < /i < 1, and let a be any 
complex constant. Then there exists a constant 6 > 0 such that Ç(s) — a has 
> well-spaced zeros in(a>\ + 8, T < t <T + T») for all T exceeding a 
certain positive constant To. 

Remark. The term "well-spaced set of points" means, as usual, that the dif­
ferences taken positively, between the ordinates of any two points is bounded 
below by a positive constant. 

Theorem 17. Let S and \i be any two positive constant satisfying 0 < 6 < 1 
and 0 < µ < 1. Let a be any non-zero complex constant. Then Ç(s) — a has 
> T » well-spaced zeros in(a>l-6, T < t < T + T») for all T exceeding a 
certain positive constant To, 

Remark. The results in theorems 16 and 17 have actually been proved to 
hold good for more general Dirichlet series in place of C'(s) ~ a C(s) ~ a-
The references to these works are respectively [£i?]i4 and [J3i?]i5. 
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