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## $\mathcal{N u m d a m}^{\prime}$

# CONTINUOUS COHOMOLOGY AND REAL HOMOTOPY TYPE II 

Edgar H. Brown and Robert H. Szczarba

## Introduction.

In our earlier paper "Continuous Cohomology and Real Homotopy Type" [3], we studied localization of simplicial spaces at the reals and established an equivalence between the category of free nilpotent differential graded commutative algebras of finite type over the reals and nilpotent simplicial spaces of finite type localized at the reals. In this paper, we extend these results by eliminating the nilpotent condition on the algebraic side, thus proving a conjecture of Sullivan [8]. (See Theorem 1.2, Part (iv), below.) The main technical work consists in introducing local coefficients into continuous cohomology, continuous de Rham cohomology, the Serre Spectral Sequence, and the constructions involved in real homotopy type.

We also obtain information about secondary characteristic classes of $G$ foliations in the sense of Haefliger $[1,3,4,6]$, namely that when $G$ is compact, the continuous cohomology of the appropriate classifying space injects into the ordinary cohomology. This result is stated and proved at the end of Section 2. (See Proposition 2.5).

Our main results are stated in Section 1. The remainder of the paper is devoted to proving these results.

## 1. Statements of Results.

We begin by recalling some of the notation and definitions from [3].
Let $\mathcal{C} \mathcal{A}$ denote the category of differential (degree +1 ), graded, commutative (in the graded sense), locally convex topological algebras with unit over $R$ and $\Delta \mathcal{T}$ the category of compactly generated simplicial spaces. Let $\Omega_{q}^{p}$ denote the space of $C^{\infty}$ differential $p$-forms on the standard $q$-simplex $\Delta^{q}$ in the $C^{\infty}$ topology. Then $\Omega^{p}=\left\{\Omega_{q}^{p}\right\}$ is in $\Delta \mathcal{T}, \Omega_{q}=\left\{\Omega_{q}^{p}\right\}$ is in $\mathcal{C A}$, and $\Omega=\left\{\Omega_{q}^{p}\right\}$ is in $\Delta \mathcal{C A}$. Define contravariant functors $\Delta: \mathcal{C A} \longrightarrow \Delta \mathcal{T}$ and $\mathcal{A}: \Delta \mathcal{T} \longrightarrow \mathcal{C} \mathcal{A}$ by

[^0]$\Delta(A)_{q}=\left(A, \Omega_{q}\right)=$ the simplicial space of algebra mappings $A \rightarrow \Omega_{q}$,
$\mathcal{A}(X)^{p}=\left(X, \Omega^{p}\right)=$ the vector spaces of continuous simplicial mappings $X \rightarrow \Omega^{p}$.
The simplicial structure on $\Omega$ gives $\Delta(A)$ a simplicial structure and the algebra structure on $\Omega$ gives one on $\mathcal{A}(X)$. We view $\Delta(A)$ as the simplicial realization of $A$ and $\mathcal{A}(X)$ as the algebra of differential forms on $X$.

For $X \in \Delta \mathcal{T}$ and any topological abelian group $G$, let $C^{q}(X ; G)$ be the space of continuous mappings $u: X_{q} \rightarrow G$ with $u \circ s_{i}=0,0 \leq i \leq q-1$, and define $\delta: C^{q}(X ; G) \rightarrow C^{q+1}(X ; G)$ by

$$
\delta u=\sum_{j=0}^{q+1}(-1)^{j} u \circ \partial_{j}
$$

Here, $s_{i}, \partial_{j}$ denotes the face and degeneracy mappings of $X$. The continuous cohomology of $X$ with coefficients in $G$ is defined by

$$
H^{*}(X ; G)=H_{*}\left(C^{*}(X ; G) ; \delta\right)
$$

The usual deRham mapping defines an isomorphism

$$
\psi: H^{*}(\mathcal{A}(X) ; d) \longrightarrow H^{*}(X ; R)=H^{*}(X) .
$$

(See Theorem 2.4 of [3].)
We next describe homology of $A \in \mathcal{C} \mathcal{A}$ with local coefficients. Suppose $L$ is a finite dimensional Lie algebra which acts on a finite dimensional vector space $V$ via a Lie algebra homomorphism $\gamma: L \rightarrow g \ell(V)=\operatorname{Hom}(V, V)$. Let $C^{*}(L)$ denote the usual cochain algebra on $L$, that is, $C^{p}(L)$ is the space of alternating, multilinear functions

$$
u: L^{p}=L \times L \times \cdots \times L \rightarrow R
$$

with $d: C^{p}(L) \rightarrow C^{p+1}(L)$ given by

$$
d u\left(\ell_{1}, \ldots, \ell_{p+1}\right)=\sum_{i<j}(-1)^{i+j} u\left(\left[\ell_{i}, \ell_{j}\right], \ell_{1}, \ldots, \hat{\ell}_{i}, \ldots, \hat{\ell}_{j}, \ldots, \ell_{p+1}\right)
$$

For $A \in \mathcal{C A}$, we define $L$-local coefficients on $A$ as follows. Let $\ell_{1}, \ldots, \ell_{n}$ be a basis for $L, \ell_{1}^{*}, \ldots, \ell_{n}^{*}$ the dual basis for $L^{*}$, and suppose $\lambda: C^{*}(L) \rightarrow A$ is a $\mathcal{C} \mathcal{A}$ mapping. Define $d_{\lambda}: A \otimes V \rightarrow A \otimes V$ by

$$
d_{\lambda}(a \otimes v)=d a \otimes v+(-1)^{p} \sum_{i=1}^{n} a \lambda\left(\ell_{i}^{*}\right) \otimes \ell_{i} v
$$

where $\ell_{i} v=\gamma\left(\ell_{i}\right)(v)$. It is easy to check that $d_{\lambda}$ is independent of the choice of basis, that $d_{\lambda}^{2}=0$, and that $d_{\lambda}$ is functorial in both $A$ and $V$. Let $H_{*}\left(A ; V_{\lambda}\right)=$ $H_{*}\left(A \otimes V, d_{\lambda}\right)$.

Remark 1.1. If $A=C^{*}(L), \lambda=$ identity, $\gamma: L \rightarrow g \ell(V)$, and $J: C^{*}(L) \otimes V \rightarrow$ $C^{*}(L ; V)$ is the standard isomorphism, then $J d_{\lambda}=d_{\gamma} J$ where $d_{\gamma}: C^{p}(L ; V) \rightarrow$ $C^{p+1}(L ; V)$ is given by

$$
d_{\gamma} \omega=d \omega+\gamma \wedge \omega
$$

Here, $\gamma$ is considered as a $g \ell(V)$-valued 1 -form on $L$ and the wedge product $\gamma \wedge \omega$ is defined using the action of $g \ell(V)$ on $V$.

Suppose now that $A \in \mathcal{C A}$ is free and of finite type; that is, $A$ is the tensor product of a polynomial algebra on even dimensional generators with an exterior algebra on odd dimensional generators and each $A^{j}$ is a finite dimensional vector space, $j \geq 0$. According to Proposition 7.11 of [2], we can find a basis $t_{1}, \ldots, t_{n}$ for $A^{1}$ such that, for $1 \leq i \leq m$,

$$
d t_{i}=\sum_{\substack{1 \leq i<j \leq m \\ j<k}} a_{i}^{j k} t_{j} t_{k}
$$

and for $m<i \leq n, d t_{i}$ is a polynormal generator for $A$. One easily sees that, if $A$ and $B$ are free and of finite type, then $\Delta(A \otimes B)=\Delta(A) \times \Delta(B)$ and if $A=R[x, y]$ with $d x=y$, then $\Delta A$ is contractible in $\Delta \mathcal{T}$. Hence, up to homotopy type, $\Delta(A)$ is unchanged by dividing $A$ by the ideal generated by $\left\{t_{i}, d t_{i} \mid i>m\right\}$. Henceforth, we include the condition $n=m$ in the notion of free and of finite type.

Given $A$ as above, let $L$ be the dual vector space to $A^{1}$ and let $\alpha_{1}, \ldots, \alpha_{m}$ be the basis for $L$ dual to $t_{1}, \ldots, t_{m}$. Then $L$ is a Lie algebra with

$$
\left[\alpha_{j}, \alpha_{k}\right]=2 \sum_{i=1}^{m} a_{i}^{j k} \alpha_{i}
$$

The inclusion

$$
\lambda: C^{*}(L) \simeq R\left[t_{1}, \ldots, t_{m}\right] \subset A
$$

defines $L$-local coefficients on $A$. As in [3], we define $i: A \rightarrow \mathcal{A}(\Delta(A))$ by $i(a)(u)=$ $u(a)$. Then $i \lambda: C^{*}(L) \rightarrow \mathcal{A}(\Delta(A))$ defines $L$-local coefficients on $\mathcal{A}(\Delta(A))$. Finally, if $A^{(1)}$ denotes the subalgebra of $A$ generated by $t_{1}, \ldots, t_{m}$, then $C^{*}(L)$ is naturally isomorphic to $A^{(1)}$.

The following result is stated in [8] as "Theorem" 8.1.
Theorem 1.2. Suppose $A \in \mathcal{C A}$ is free of finite type, and that $A^{(1)}=C^{*}(L)$ as above.
(i) Let $G=G_{A}$ be the connected, simply connected Lie group with $L(G)=L$. Then

$$
\begin{aligned}
\pi_{i}\left(\Delta A^{(1)}\right) & \simeq G \quad \text { for } i=1 \\
& \simeq \pi_{i}(G) \quad \text { for } i>1
\end{aligned}
$$

(ii) Let $V$ be a finite dimensional vector space on which $L$ acts and $\lambda: C^{*}(L) \rightarrow A$ the inclusion map. Then the mapping $i: A^{(1)} \rightarrow \mathcal{A}\left(\Delta\left(A^{(1)}\right)\right)$ induces an isomorphism

$$
i_{*}: H_{*}\left(A^{(1)} ; V_{\lambda}\right) \rightarrow H_{*}\left(\mathcal{A}\left(\Delta\left(A^{(1)}\right)\right) ; V_{i \lambda}\right) \simeq H^{*}\left(\Delta A^{(1)} ; V_{i \lambda}\right)
$$

(iii) Let $\tilde{A}$ be the quotient algebra of $A$ by the ideal generated by $A^{(1)}$. Then $A^{(1)} \subset A$ induces a fibre map $\Delta(A) \rightarrow \Delta\left(A^{(1)}\right)$ with fibre $\Delta(\tilde{A}) \subset \Delta(A)$. (Note that $\tilde{A}$ is free, nilpotent, and of finite type and hence the homotopy type of $\Delta(\tilde{A})$ is described in [3].)
(iv) For any action of $L$ on $V$, the mapping $i: A \rightarrow \mathcal{A}(\Delta(A))$ induces isomorphisms

$$
i_{*}: H_{*}\left(A ; V_{\lambda}\right) \longrightarrow H_{*}\left(\mathcal{A}(\Delta(A)) ; V_{i \lambda}\right) \simeq H^{*}\left(\Delta(A) ; V_{i \lambda}\right) .
$$

In [8], Sullivan gives a very brief sketch of (i) and (iii) and, asserts that (ii) is "a reformulation of the theorem of Van Est". No proof is given for (iv). We give a detailed proof of (iv) in general and of (ii) when $G=G_{A}$ in the universal cover of a compact group. Actually (i) follows from Proposition 2.4 and (iii) follows from results of Section 5. In Section 2, we give an analysis of $\Delta\left(C^{\star}(L)\right)$ (see Theorem 2.3 and Proposition 2.4). Section 3 deals with local coefficients and the de Rham theorem. Proposition 2.4, the de Rham theorem with local coefficients, and an unpublished result of Graeme Segal are used in Section 4 to prove (ii) when $G$ is the universal cover of a compact group. The result of Segal is that the continuous cohomology and the ordinary cohomology of the singular complex of a $C W$ complex are isomorphic. We give Segals proof in Section 7.

The development of the proof of (iv) is as follows: Suppose $A \in \mathcal{C A}$ is free and of finite type. Then $A=U A^{(n)}$ where $A^{(0)}=R$ and $A^{(n)}=A^{(n-1)}\left[x_{1}^{(n)}, \ldots, x_{k}^{(n)}\right]$ and the $x_{i}^{(n)}$ have dimension $n$. We compute $H^{\star}\left(\Delta(A) ; V_{i \lambda}\right)$ by computing $H^{\star}\left(\Delta\left(A^{(n)}\right) ; V_{i \lambda}\right)$ using induction on $n$. In Section 6, we use Proposition 2.4 to prove Theorem 5.3, namely that

$$
\Delta\left(A\left[x_{1}, \ldots, x_{k}\right]\right) \rightarrow \Delta(A)
$$

is a fibration with fibre $\Delta\left(R\left[x_{1}, \ldots, x_{k}\right]\right)$. In Section 6 we develop the Serre Spectral Sequence for continuous cohomology with local coefficients and apply it to the above fibration to prove the inductive step in the proof of (iv).

Recall that, for $A, B \in \mathcal{C A}$, a function complex $\mathcal{F}(A, B) \in \Delta \mathcal{T}$ was defined in [3] (following [2]) by $\mathcal{F}(A, B)_{q}=\left(A, \Omega_{q} \otimes B\right)$, the space of continuous differential graded algebra mappings from $A$ to $\Omega_{q} \otimes B$. If $A$ and $B \in \mathcal{C A}$ are free and of finite type and $h: A^{(1)} \rightarrow B^{(1)}$ is a map in $\mathcal{C} \mathcal{A}$ define $\mathcal{F}(A, B ; h)$ to be the simplicial subspace of $\mathcal{F}(A, B)$ whose $q$ simplicies are maps $u: A \rightarrow \Omega_{q} \otimes B$ which give a commutative
diagram

where $i: A^{(1)} \rightarrow A$ is the inclusion and $j(b)=1 \otimes b$.
Similarly, for $X, Y \in \Delta \mathcal{T}, \mathcal{F}(X, Y) \in \Delta \mathcal{T}$ is given by $\mathcal{F}(X, Y)_{q}=(X \times \Delta[q], Y)$, the space of simplicial mappings from $X \times \Delta[q]$ to $Y$ where $\Delta[q]$ is the simplicial model for the standard $q$-simplex. If $h: A^{(1)} \rightarrow B^{(1)}$ is as above, let $\mathcal{F}(\Delta B, \Delta A ; \Delta(h))$ be the simplicial subspace of $\mathcal{F}(\Delta B, \Delta A)$ whose $q$-simplicies are mappings $f: \Delta[B] \times \Delta[q] \rightarrow$ $\Delta(A)$ for which the diagram

is commutative, where $\bar{j}(s, u)=u \mid \Delta\left(B^{(1)}\right)$. Just as in [3], Theorem 1.20, we prove Theorem 1.3. Suppose $A, B \in \mathcal{C A}$ are free and of finite type and $h: A^{(1)} \rightarrow B^{(1)}$ is a mapping in $\mathcal{C} \mathcal{A}$. Then $\Delta: \mathcal{F}(A, B) \rightarrow \mathcal{F}(\Delta B, \Delta A)$ defines a weak equivalence

$$
\Delta: \mathcal{F}(A, B ; h) \rightarrow \mathcal{F}(\Delta B, \Delta A ; \Delta h)
$$

The proof of this result is given at the end of Section 5.

## 2. The Simplicial Space $\Delta\left(C^{\star}(L)\right)$.

We give here an analysis of the simplicial space $\Delta\left(C^{\star}(L)\right)$ and prove an independence result for characteristic classes of $G$-foliations. Although the results of this section are stated for finite dimensional Lie groups, they do hold more generally for infinite dimensional Lie groups which are regular (in the sense of Milnor [7]) and for which the Lie algebra $L(G)$ is reflexive. In particular, they hold for $G=\operatorname{Diff}(M), M$ compact, where $L(G)$ is the Lie algebra of vector fields on $M$.

Let $X$ be a manifold, $G$ a Lie group, and let $(X, G)$ be the space of $C^{\infty}$ mappings $f: X \rightarrow G$. Let $G$ act on $(X, G)$ by $(g f)(x)=g f(x)$ and let $\hat{\Omega}^{1}(X ; L) \subset \Omega^{1}(X, L)$ be given by

$$
\hat{\Omega}^{1}(X ; L)=\left\{w \in \Omega^{1}(X ; L) \mid d w-w \wedge w=0\right\} .
$$

Define $\hat{\rho}:(X, G) \rightarrow \Omega^{1}(X ; L)$ by $\hat{\rho}(f)=-f^{-1} d f$ where

$$
\left(f^{-1} d f\right)(v)=d L_{f(x)}^{-1} d f(v) \in T G_{e}=L(G)
$$

for $v \in T X_{x}$. It is easily checked that $\hat{\rho}(g \cdot f)=\hat{\rho}(f)$ for any $f \in(X, G), g \in G$, and that $d(\hat{\rho}(f))-\hat{\rho}(f) \wedge \hat{\rho}(f)=0$. Thus, $\hat{\rho}$ defines

$$
\rho:(X, G) / G \rightarrow \hat{\Omega}^{1}(X ; L) .
$$

Similarly, we define $\tilde{\sigma}:(X, G) \rightarrow\left(C^{*}(L), \Omega^{*}(X)\right)$ by $\tilde{\sigma}(f)(\alpha)=f^{*}(\bar{\alpha})$ for $\alpha \in$ $C^{1}(L)=L^{*}$ where $\bar{\alpha} \in \Omega^{1}(G)$ is the invariant 1 -form defined by $\alpha$. Then $\tilde{\sigma}(g \cdot f)=$ $\tilde{\sigma}(f)$ so $\tilde{\sigma}$ defines

$$
\sigma:(X, G) / G \rightarrow\left(C^{*}(L), \Omega^{*}(X)\right)
$$

Finally, we define $\psi: \Omega^{1}(X, L) \rightarrow \operatorname{Hom}\left(L^{\star} ; \Omega^{1}(X)\right)$ by $\psi(w)(\alpha)(v)=\alpha(w(v))$. One easily checks (see [5]) that $\psi$ defines a bijection

$$
\psi: \tilde{\Omega}^{1}(X ; L) \rightarrow\left(C^{\star}(L), \Omega^{\star}(X)\right)
$$

Theorem 2.1. Suppose $X$ is simply connected. Then each of the mappings $\rho$ and $\sigma$ defined above are bijections and the diagram

is commutative where $\zeta(w)=\psi(-w)$.
Remark. If the spaces above are given the $C^{\infty}$ topologies, then each of the mappings in the diagram is a homeomorphism.

Proof: The fact that the diagram of Theorem 2.1 commutes is an immediate consequence of the definitions. Since $\psi: \tilde{\Omega}(X ; L) \rightarrow\left(C^{*}(L), \Omega^{*}(X)\right)$ is a bijection, it follows that $\zeta: \tilde{\Omega}(X ; L) \rightarrow\left(C^{*}(L), \Omega^{*}(X)\right)$ is a bijection so Theorem 2.1 will be proved if we can show that $\rho:(X, G) / G \rightarrow \hat{\Omega}^{1}(X ; L)$ is a bijection. This is an immediate consequence of the following.

Lemma 2.2. Let $U$ be a neighborhood of $x \in X$ and suppose $w \in \Omega^{1}(U, L)$ satisfies $d w=w \wedge w$. Then there is a neighborhood $U_{0} \subset U$ of $x$ and a unique $C^{\infty}$ function $f: U_{0} \rightarrow G$ such that $f(x)=e$ and $w=f^{-1} d f$.

For a proof of this lemma, see [9].
Let $\Delta G$ denote the simplicial space of $C^{\infty}$ singular simplices of $G$. Setting $X=$ $\Delta^{q}, q=0,1,2, \ldots$, in the previous discussion yields simplicial mappings

$$
\begin{aligned}
& \tilde{\sigma}: \Delta G \rightarrow \Delta C^{*}(L) \\
& \sigma: \Delta G / G \rightarrow \Delta C^{*}(L)
\end{aligned}
$$

As an immediate consequence of Theorem 2.1, we have

THEOREM 2.3. The mapping $\sigma: \Delta G / G \rightarrow \Delta C^{*}(L)$ is a simplicial homeomorphism.
The next result proves part (i) of Theorem 1.2.
Proposition 2.4. The mapping $\tilde{\sigma}: \Delta G \rightarrow \Delta C^{*}(L)$ is a twisted cartesian product with fibre and group $\tilde{G}$ where $\tilde{G}$ is the simplicial group with $\tilde{G}_{q}=G$ for all $q$ and with the identity as face and degeneracy mappings.

By Theorem 2.3, it is sufficient to show that the natural mapping $\pi: \Delta G \rightarrow$ $\Delta G / G$ is a twisted cartesian product with fibre and group $\tilde{G}$. To accomplish this, define $\tau: \Delta G / G \rightarrow \tilde{G}$ by $\tau([T])=T\left(v_{1}\right) T\left(v_{0}\right)^{-1}$ and $h: \Delta G \rightarrow(\Delta G / G) \times_{\tau} \tilde{G}$ by $h(T)=\left([T], T\left(v_{0}\right)\right)$ where $T \in(\Delta G / G)_{q}$ and $v_{0}, v_{1}, \ldots, v_{q}$ are the vertices of $\Delta^{q}$. Then $\tau$ is a twisting function and $h$ is a simplicial homeomorphism such that the diagram

is commutative.
We conclude this section with a result concerning characteristic classes of $G$ foliations (in the sense of [5]). According to Haefliger [5], if $L$ is the Lie algebra of a Lie group $G$, then $\Delta C^{*}(L)$ is a classifying space for $G$-foliations transverse to fibres of a product. The following can be interpreted as an independence statement for the continuous cohomology characteristic classes of these foliations.

Proposition 2.5. Let $G$ be a compact Lie group with Lie algebra $L$. Then the homomorphism $H^{*}\left(\Delta C^{*}(L)\right) \rightarrow H^{*}\left(\Delta C^{*}(L)^{\delta}\right)$ is injective.

Here, $\Delta C^{*}(L)^{\delta}$ is the simplicial space $\Delta C^{*}(L)$ in the discrete topology.
Proof: By Theorem 2.3, it is enough to prove that $i^{*}: H^{*}(\Delta G / G) \rightarrow H^{*}\left((\Delta G / G)^{\delta}\right)$ is injective. To do this, we consider the commutative diagram


The mapping $j$ is an isomorphism and $k$ is a homology isomorphism by Theorem 4.9. Using the Haar integral, we can construct a cochain mapping $r: C^{*}(\Delta G) \rightarrow$ $C^{*}(\Delta G)^{G}$ with $r \ell=i d$. (See Proposition 4.4.) It follows that the composite $k \ell j$ is injective on homology so $i^{*}$ is injective on homology.
Remark: The analogue of Proposition 2.5 with local coefficients can be proved using the techniques developed in Section 4.

## 3. Local Coefficients and the de Rham Theorem.

In this section, we describe local coefficients systems in several different ways. We also prove a local coefficient version of the continuous cohomology de Rham theorem.

Let $G$ be a Lie group with Lie algebra $L$ and let $V$ be a finite dimensional vector space. Suppose $G$ acts on $V$ via a representation $\Gamma: G \rightarrow G L(V)$ so that $L$ acts on $V$ via a representation $\gamma: L \rightarrow g \ell(V)$. In Section 1, we defined a local $L$ system on $A \in \mathcal{C A}$ to be a $\mathcal{C} \mathcal{A}$ map $\lambda: C^{*}(L) \rightarrow A$ and a differential

$$
d_{\lambda}: A^{p} \otimes V \rightarrow A^{p+1} \otimes V
$$

given by the formula

$$
d_{\lambda}(a \otimes v)=(d a) \otimes v+(-1)^{p} \sum_{i} a \lambda\left(\ell_{i}^{*}\right) \otimes \ell_{i} v
$$

where $\left\{\ell_{i}\right\}$ is a basis for $L,\left\{\ell_{i}^{*}\right\}$ the dual basis for $L^{*}, a \in A^{p}$ and $\ell_{i} v=\gamma\left(\ell_{i}\right)(v)$. We now translate this into a more familiar form.

Let $V$ be as above and define $\Omega(V)$ to be the simplicial topological differential graded vector space given by

$$
\Omega_{q}^{p}(V)=\Omega^{p}\left(\Delta^{q} ; V\right)
$$

the smooth differential $p$-forms on $\Delta^{q}$ with values in $V$. For $X \in \Delta \mathcal{T}$, let $\mathcal{A}(X, V)$ be the differential topological graded vector space with

$$
\mathcal{A}^{p}(X ; V)=\left(X, \Omega^{p}(V)\right)
$$

the space of simplicial mappings from $X$ to $\Omega^{p}(V)$. It is easy to see that $\mathcal{A}(X, V)=$ $\mathcal{A}(X) \otimes V$. Note that $\Delta C^{*}(L)$ can be considered to be contained in $\Omega^{1}(L)$.

Suppose $\lambda: C^{*}(L) \rightarrow \mathcal{A}(X)$ is an $\mathcal{C A}$ map and let $\phi=\phi_{\boldsymbol{\lambda}}$ be the composite

$$
X \xrightarrow{j} \Delta(\mathcal{A}(X)) \xrightarrow{\Delta(\lambda)} \Delta\left(C^{*}(L)\right) \subset \Omega^{1}(L)
$$

where $j(x)(u)=u(x)$. Then $\phi \in \mathcal{A}^{1}(X ; L)$ and one easily checks that $d \phi(x)+$ $\phi(x)_{\wedge} \phi(x)=0$ for all $x \in X_{q}$. We define $d_{\phi}: \mathcal{A}(X ; V) \rightarrow \mathcal{A}(X, V)$ by

$$
d_{\phi} \omega=d \omega+\phi_{\wedge} \omega .
$$

Then $d_{\phi}^{2}=0$ and we have

Proposition 3.1. Let $\iota: \mathcal{A}(X) \otimes V \rightarrow \mathcal{A}(X, V)$ be the isomorphism defined by $\iota(\omega \otimes v)(x)=\omega(x) v$. Then $\iota d_{\lambda}=d_{\phi} \iota$.
Proof: If $\omega \in \mathcal{A}^{p}(X), v \in V$, and $x \in X_{q}$, then

$$
\begin{aligned}
\iota d_{\lambda}(\omega \otimes v)(x) & =\iota\left((d \omega) \otimes v+(-1)^{p} \sum_{i} \omega \lambda\left(\ell_{i}^{*}\right) \otimes \ell_{i} v\right)(x) \\
& =(d \omega)(x) v+(-1)^{p} \sum_{i} \omega(x) \lambda\left(\ell_{i}^{*}\right)(x) \ell_{i} v \\
& =(d \omega)(x) v+(-1)^{p} \omega(x) \phi(x) \\
& =d_{\phi} \iota(\omega \otimes v)(x) .
\end{aligned}
$$

since $\phi(x)=\sum_{i} \lambda\left(\ell_{i}^{*}\right)(x) \ell_{i}$.
We next reformulate these notions into an equivariant setting. Let $\tilde{\lambda}$ be the composite

$$
X \xrightarrow{j} \Delta(\mathcal{A}(X)) \xrightarrow{\Delta(\lambda)} \Delta C^{*}(L)
$$

and let $\tilde{X}$ be the pullback

where $\tilde{\sigma}$ is defined in Section 2. Let $G$ act on $\mathcal{A}(\tilde{X}, V)$ by

$$
(g \omega)(x, T)=g \omega\left(x, g^{-1} T\right)
$$

where $x \in X_{q}, g \in G$, and $T \in(\Delta G)_{q}$ and let $H: \mathcal{A}(X, V) \rightarrow \mathcal{A}(\tilde{X}, V)$ be given by

$$
H(\omega)(x, T)=T \cdot \omega(x)
$$

for $\omega \in \mathcal{A}(X, V)$ and $(x, T) \in \tilde{X}$. Here

$$
T \cdot \omega(x)\left(w_{1}, \ldots, w_{p}\right)=(\Gamma T)(y) \cdot\left(\omega(x)\left(w_{1}, \ldots, w_{p}\right)\right)
$$

where $\Gamma: G \rightarrow G L(V)$ is the homomorphism defined by the action of $G$ on $V$, $y \in \Delta^{q}, w_{1}, \ldots, w_{p} \in T \Delta_{y}^{q}$, and $(\Gamma T)(y)$ acts on $\omega(x)\left(w_{1}, \ldots, w_{p}\right) \in V$.
Proposition 3.2. The map $H$ defines an isomorphism of $\mathcal{A}(X, V)$ onto $\mathcal{A}(\tilde{X}, V)^{G}$ with $H d_{\phi}=d H$.

Proof: The verification that $g H(\omega)=H(\omega)$ is straightforward. To see that $H$ is an isomorphism, let $\mathcal{O}: \Delta C^{*}(L) \rightarrow \Delta G$ be the composite

$$
\Delta C^{*}(L) \xrightarrow{\sigma^{-1}} \Delta G / G \xrightarrow{\beta} \Delta G
$$

where $\sigma: \Delta G / G \rightarrow \Delta C^{*}(L)$ is the simplicial homeomorphism defined in Section $2, \beta[T]=T\left(v_{0}\right)^{-1} T$, and $v_{0}$ is the initial vertex of $\Delta^{q}$. Then $H^{-1}: \mathcal{A}(\tilde{X}, V)^{G} \rightarrow$ $\mathcal{A}(X, V)$ is given by

$$
H^{-1}(\omega)(x)=\mathcal{O}(\tilde{\lambda}(x))^{-1} \omega(x, \mathcal{O}(\tilde{\lambda}(x)))
$$

In order to prove that $H d_{\phi}=d H$, we need the following, which will also be useful in the next section.

Lemma 3.3. Let $M$ be a manifold, $V$ a finite dimensional vector space, $f \in$ $\Omega^{0}(M ; G L(V))$
$\subset \Omega^{0}(M ; g \ell(V))$, and $\omega \in \Omega^{1}(M ; V)$. Define $\Delta f \in \Omega^{1}(M ; g \ell(V))$ by $\Delta f=f^{-1} d f$. Then

$$
d(f w)=f(d w+\Delta f \wedge w)
$$

The proof is straightforward.
To prove $H d_{\phi}=d H$, consider $\omega \in \mathcal{A}(X, V),(x, T) \in \tilde{X}_{q} \subset X_{q} \times \Delta G_{q}$, and let $f: \Delta^{q} \rightarrow G L(V)$ be the composite

$$
\Delta^{q} \xrightarrow{T} G \xrightarrow{\Gamma} G L(V) .
$$

Then $\phi(x)=\Delta f$ since $\tilde{\lambda}(x)=\sigma(T)=T^{-1} d T$ and we have

$$
\begin{aligned}
\left(H d_{\phi} \omega\right)(x, T) & =(\beta T) \cdot d_{\phi} \omega(x) \\
& =f \cdot(\cdot \omega(x)+\Delta f \wedge \omega(x)) \\
& =d(f \cdot \omega(x))=d H(\omega)(x, T)
\end{aligned}
$$

by Lemma 3.3.
We conclude this section by reviewing the usual definition of local coefficients.
Let $t: X_{1} \rightarrow G$ be a continuous function satisfying $t\left(\partial_{1} x\right)=t\left(\partial_{2} x\right) t\left(\partial_{0} x\right)$ for $x \in X_{2}$. Define $\delta_{t} \cdot C^{p}(X ; V) \rightarrow C^{p+1}(X ; V)$ by

$$
\left(\delta_{t} u\right)(x)=t\left(\partial_{2}^{p-1} x\right) u\left(\partial_{0} x\right)+\sum_{i=1}^{p+1}(-1)^{i} u\left(\partial_{j} x\right)
$$

for $x \in X_{p+1}$. Then $\delta_{t}^{2}=0$ and we define

$$
H^{*}\left(X ; V_{t}\right)=H_{*}\left(C^{*}(X ; V) ; \delta_{t}\right) .
$$

Suppose $\lambda: C^{*}(L) \rightarrow \mathcal{A}(X)$ with $\mathcal{O}, \phi$, and $\tilde{X}$ as above. Define $t=t_{\lambda}$ by

$$
t_{\lambda}(x)=\mathcal{O}(\phi(x))\left(v_{1}\right)
$$

where $v_{0}, v_{1}, \ldots, v_{q}$ are the vertices of $\Delta^{q}$ and let $G$ act on $C^{*}(\tilde{X} ; V)$ by

$$
(g u)(x, T)=g u\left(x, g^{-1} T\right)
$$

Define $K: C^{*}(X ; V) \rightarrow C^{*}(\tilde{X} ; V)$ by $K(u)(x, T)=T\left(v_{0}\right) u(x)$.

Proposition 3.4. The function $K$ maps $C^{*}(X, V)$ isomorphically onto $C^{*}(\tilde{X}, V)^{G}$ with $K d_{t}=d K$ where $t=t_{\lambda}$.

Proof: It is easy to see that $K^{-1}$ is given by

$$
K^{-1}(u)(x)=u(x, \mathcal{O}(\tilde{\lambda}(x)))
$$

The remainder of the proof is similar to the proof of Proposition 3.2 and we omit it.
Let $\tilde{\Psi}=\Psi \otimes$ id $: \mathcal{A}(X, V) \rightarrow C^{*}(X, V)$ where $\Psi: \mathcal{A}(X) \rightarrow C^{*}(X)$ is defined in [3]. We now have the following local coefficient version of the de Rham Theorem.

Theorem 3.5. The map $\tilde{\psi}$ induces an isomorphism

$$
\tilde{\psi}_{*}: H_{*}\left(\mathcal{A}(\tilde{X} ; V)^{G}\right) \rightarrow H_{*}\left(C^{*}(\tilde{X} ; V)^{G}\right)
$$

and hence an isomorphism

$$
\left(K^{-1} \tilde{\psi} H\right)_{*}: H_{*}\left(\mathcal{A}(X, V), d_{\phi}\right) \rightarrow H_{*}\left(C^{*}(X, V), d_{t}\right)
$$

where $\phi=\phi_{\lambda}$ and $t=t_{\lambda}$.
Proof: In the proof of Theorem 2.4 of [3], natural mappings $\phi: C^{*}(X) \rightarrow \mathcal{A}(X)$ and $\gamma: \mathcal{A}^{p}(X) \rightarrow \mathcal{A}^{p-1}(X)$ were constructed satisfying $\psi \phi=\mathrm{id}$ and $d \gamma+\gamma d=\phi \psi-\mathrm{id}$. Tensoring everything in sight with $V$ gives the desired result.

## 4. The Proof of Theorem 1.2 (ii).

We now prove part (ii) of Theorem 1.2 in the case where $G=G_{A}$ is compact.
Let $G$ be a connected, simply connected Lie group $G$ with Lie algebra $L$. Suppose $L$ acts on a finite dimensional vector space $V$ via a homomorphism $\gamma: L \rightarrow g \ell(V)$. Viewing $\gamma$ in $C^{1}(L ; g \ell V)$, define a differential $d_{\gamma}$ on $C^{*}(L ; V)$ by

$$
d_{\gamma}(\alpha)=d \alpha+\gamma_{\wedge} \alpha
$$

as in Remark 1.1. Similarly, we define a differential $d_{i \gamma}$ on $\mathcal{A}\left(\Delta C^{*}(L) ; V\right)$ by

$$
d_{i \gamma}(\omega)=d \omega+(i \gamma) \wedge \omega
$$

where $i: C^{\star}(L ; g \ell(V)) \rightarrow \mathcal{A}\left(\Delta\left(C^{\star}(L)\right) ; g \ell(V)\right)$ is the canonical map. The wedge product $(i \gamma) \wedge \omega$ is defined using the pairing

$$
\mathcal{A}\left(\Delta C^{*}(L) ; g \ell(V)\right) \otimes \mathcal{A}\left(\Delta C^{*}(L) ; V\right) \rightarrow \mathcal{A}\left(\Delta C^{*}(L) ; V\right)
$$

According to Remark 1.1, part (ii) of Theorem 1.2 is a consequence of the following.

Theorem 4.1. If $G$ is compact, then the mapping

$$
i:\left(C^{*}(L ; V) ; d_{\gamma}\right) \rightarrow\left(\mathcal{A}\left(\Delta C^{*}(L) ; V\right) ; d_{i \gamma}\right)
$$

induces an isomorphism on homology.
The remainder of this section will be devoted to proving this result.
Define $\tilde{F}: C^{*}(L ; V) \longrightarrow \mathcal{A}(\Delta G / G ; V)$ by $\tilde{F}(\alpha \otimes v)(T)=\left(T^{*} \bar{\alpha}\right) \otimes v$ where $v \in V$, $T \in \Delta G, \alpha \in C^{p}(L)$, and $\bar{\alpha} \in \Omega^{p}(G)$ is the left invariant $p$-form defined by $\alpha$. Define $\tilde{\gamma}=\tilde{F} \gamma \in \mathcal{A}^{1}(\Delta G / G ; g \ell(V))$ where $\tilde{F}$ is defined as above with $V$ replaced by $g \ell(V)$. Let

$$
d_{\tilde{\gamma}}: \mathcal{A}^{p}(\Delta G / G ; V) \rightarrow \mathcal{A}^{p+1}(\Delta G / G ; V)
$$

be given by $d_{\bar{\gamma}}(u)=d u+\tilde{\gamma} \wedge u$ where $d$ is the usual differential on $\mathcal{A}^{*}(\Delta G / G)$ and $\tilde{\gamma} \wedge v$ is the wedge product defined using the pairing

$$
\Omega^{*}\left(\Delta^{q} ; g \ell(V)\right) \otimes \Omega^{*}\left(\Delta^{q} ; V\right) \rightarrow \Omega^{*}\left(\Delta^{q} ; V\right) .
$$

Lemma 4.2. For any $\alpha \in C^{*}(L ; V), \tilde{F} d_{\gamma}(\alpha)=d_{\tilde{\gamma}} \tilde{F}(\alpha)$ and the diagram

commutes.
Proof: We first verify that the diagram commutes. It is enough to do this when $V=R$ in which case each of the mappings is an algebra homomorphism. Since $C^{*}(L)$ is generated by one dimensional elements, we need only show that $\sigma^{*} i(\alpha)=\tilde{F}(\alpha)$ for $\alpha \in L^{*}=C^{1}(L)$. If $T: \Delta^{q} \rightarrow G$, we have

$$
\begin{aligned}
\sigma^{*} i(\alpha)(T) & =i(\alpha)(\sigma(T)) \\
& =\sigma(T)(\alpha)=\alpha\left(T^{-1} d T\right)
\end{aligned}
$$

Now $T^{-1} d T$ is the $L$-valued 1-form on $\Delta^{q}$ given by $\left(T^{-1} d T\right)(u)=d L_{T(t)^{-1}} d T(u)$ where $u$ is a tangent vector to $\Delta^{q}$ at $t \in \Delta^{q}$ and $L_{T(t))^{-1}}: G \rightarrow G$ is left translation by $T(t)^{-1}$. Thus, $\alpha\left(d L_{T(t)^{-1}} d T(u)\right)=\bar{\alpha}(d T(u))$ so that $\alpha\left(T^{-1} d T\right)=T^{*}(\bar{\alpha})$ and the diagram commutes.

To prove $\tilde{F} d_{\gamma} \alpha=d_{\tilde{\gamma}} \tilde{F}(\alpha)$, we note that $d \tilde{F}=\tilde{F} d$ so it is enough to show that $\tilde{F}(\gamma \wedge \alpha)=\tilde{\gamma} \wedge \tilde{F}(\alpha)$. If $\gamma=\beta \otimes A$ as an element of $C^{1}(L) \otimes g \ell(V) \simeq C^{1}(L ; g \ell(V))$ and $\alpha=\alpha_{1} \otimes v$ as an element of $C *(L) \otimes V \simeq C^{*}(L ; V)$, then

$$
\begin{aligned}
\tilde{F}(\gamma \wedge \alpha)(T) & =\tilde{F}\left(\beta \wedge \alpha_{1} \otimes A(v)\right)(T) \\
& =T^{*}\left(\bar{\beta} \wedge \bar{\alpha}_{1}\right) \otimes A(v) \\
& =(\tilde{F}(\gamma) \wedge \tilde{F}(\alpha))(T)=\tilde{\gamma} \wedge \tilde{F}(\alpha)(T) .
\end{aligned}
$$

The general case now follows from the fact that any $\gamma \in C^{1}(L ; g \ell(V))$ and $\alpha \in$ $C^{*}(L ; V)$ are sums of elements of the form considered above.

Since $\sigma$ is a simplicial homeomorphism, $\sigma^{*}$ is an isomorphism of differential graded vector spaces and $i$ will be a homology isomorphism if and only if $\tilde{F}$ is a homology isomorphism. To prove $\tilde{F}$ a homology isomorphism, we will define mappings which give the following commutative diagram of differential graded vector spaces:

$$
\begin{array}{cc}
\left(C^{*}(L ; V) ; d_{\gamma}\right) \xrightarrow{\tilde{F}}\left(\mathcal{A}(\Delta G / G ; V) ; d_{\tilde{\gamma}}\right) \\
{ }^{\mu} \downarrow & \downarrow_{\tilde{\mu}} \\
\left(\Omega^{*}(G ; V)^{G} ; d\right) \xrightarrow{\bar{F}} & \left(\mathcal{A}(\Delta G ; V)^{G} ; d\right) \\
r\lceil j \\
\left(\Omega^{*}(G ; V) ; d\right) \xrightarrow{F}(\mathcal{A}(\Delta G ; V) ; d)
\end{array}
$$

Here, $j$ and $\tilde{j}$ are inclusion mappings.
Proposition 4.4. Suppose that, in the commutative diagram (4.3), $\mu$ and $\tilde{\mu}$ are isomorphisms, $F$ is a homology isomorphism, $r j=i d$, and $\tilde{r} \tilde{j}=i d$. Then $\tilde{F}$ is a homology isomorphism.

Proof: It is clearly enough to prove $\bar{F}$ a homology isomorphism. Now, $r j=i d$ implies that $j_{*}$ is injective. Thus $(F j)_{*}^{-1}(\tilde{j} \bar{F})_{*}$ is injective and it follows that $\bar{F}_{*}$ is injective. To prove $\bar{F}_{*}$ surjective, consider $u \in H_{*}\left(\mathcal{A}(\Delta G ; V)^{G} ; d\right)$ and let $v=$ $r_{*} F_{*}^{-1} \tilde{j}_{*} u$. Then $\bar{F}_{\star}(v)=u$ so $\bar{F}_{*}$ is surjective and thus an isomorphism.

We now proceed to define the mappings in diagram (4.3) and prove that the hypotheses of Proposition 4.4 are satisfied. We begin by defining an action of $G$ on $\Omega^{*}(G ; V)$ and on $\mathcal{A}(\Delta G ; V)$ which give the middle row of (4.3).

The Lie algebra homomorphism $\gamma: L \rightarrow g \ell(V)$ determines a unique Lie group homomorphism $\Gamma: G \rightarrow G L(V)$ with $\gamma=d \Gamma: L=T G_{e} \rightarrow T G L(V)_{e}=g \ell(V)$. (Recall that $G$ is assumed simply connected.) Define actions of $G$ on $\Omega^{*}(G ; V)$ and on $\mathcal{A}(\Delta G ; V)$ as follows. For $g \in G, w \in \Omega^{*}(G ; V)$, let $g w \in \Omega^{p}(G ; V)$ be given by $g w=\Gamma(g)\left(L_{g^{-1}}^{*} w\right)$. Similarly, for $u: \Delta G \rightarrow \Omega^{p}\left(\Delta^{q} ; V\right) \in \mathcal{A}^{p}(\Delta G ; V), g \in G$, and $T \in(\Delta G)_{q}$, let $g u$ be the element of $\mathcal{A}^{p}(\Delta G ; V)$ given by $(g u)(T)=\Gamma(g) u\left(g^{-1} T\right)$. Then $\Omega^{*}(G ; V)^{G}$ and $\mathcal{A}(\Delta G ; L)^{G}$ denote the cochain complexes of elements fixed
under the action of $G$ with the standard differential $d$. It is straightforward to show that $d(g u)=g(d u)$ for $u \in \Omega^{*}(G ; V)$ or $u \in \mathcal{A}(\Delta G ; V)$.

Define $F: \Omega^{*}(G ; V) \rightarrow \mathcal{A}(\Delta G ; V)$ by $F(w)(T)=T^{*} w$ for $w \in \Omega^{*}(G ; V), T \in \Delta G$. Then $F(d w)=d F(w)$ is immediate and

$$
\begin{aligned}
F(g w)(T) & =T^{*}(g w) \\
& =T^{*} \Gamma(g) L_{g^{-1}}^{*} w \\
& =(i d \otimes \Gamma(g))\left(T^{\star} \otimes i d\right) L_{g^{-1}}^{\star} w \\
& =\Gamma(g)\left(L_{g^{-1}} T\right)^{*} w=(g F(w))(T)
\end{aligned}
$$

Thus $F$ induces $\bar{F}:\left(\Omega^{*}(G, V)^{G}, d\right) \rightarrow\left(\mathcal{A}(\Delta G ; V)^{G}, d\right)$.
Define mappings

$$
r: \Omega^{*}(G ; V) \rightarrow \Omega^{*}(G ; V) \quad \tilde{r}: \mathcal{A}(\Delta G ; V) \rightarrow \mathcal{A}(\Delta G ; V)
$$

by

$$
r(w)=\int_{G} g w, \quad \tilde{r}(u)(T)=\int_{G}(g u)(T)
$$

for $w \in \Omega^{*}(G ; V), u \in \mathcal{A}(\Delta G ; V), T \in \Delta G$, and the integral is the Haar integral on $G$ normalized so that the volume of $G$ is one.
Proposition 4.5. For any $g \in G, w \in \Omega^{*}(G ; V), u \in \mathcal{A}^{1}(\Delta G ; V)$, we have $g(r(w))=$ $r(w)$ and $g(\tilde{r}(u))=\tilde{r}(u)$. Furthermore, $d r=r d, d \tilde{r}=\tilde{r} d$, and $\tilde{r} F=\bar{F} r$.

The proof of this proposition is straightforward. For example, to prove that $\bar{F} r=$ $\tilde{r} F$, we simply use the definitions:

$$
\begin{aligned}
(\bar{F} r(w))(T) & =T^{*} r(w) \\
& =T^{*} \int_{G} \Gamma(g) L_{g^{-1}}^{*} w \\
& =\int_{G} \Gamma(g) T^{*} L_{g^{-1}}^{*} w \\
& =\int_{G} \Gamma(g)\left(L_{g^{-1}} T\right)^{*} w \\
& =\int \Gamma(g) F(w)\left(L_{g^{-1}} T\right)=(\tilde{r} F(w))(T)
\end{aligned}
$$

It follows from Proposition 4.5 that

$$
r\left(\Omega^{*}(G ; V)\right) \subset \Omega^{*}(G ; V)^{G}, \quad \tilde{r}(\mathcal{A}(\Delta G ; V)) \subset \mathcal{A}(\Delta G ; V)^{G}
$$

Thus, we have established the existence of the lower rectangle of mappings in (4.3).

To obtain the upper rectangle in (4.3), we need first of all to define a second action of $G$ on $\Omega^{*}(G ; V)$ and $\mathcal{A}(\Delta G ; V)$. For $w \in \Omega^{*}(G, V)$ and $g \in G$, let $g * w$ be the element of $\Omega^{*}(G ; V)$ given by

$$
g * w=L_{g^{-1}}^{*} w
$$

Similarly, for $u \in(\Delta G ; V)$, let $g * u \in \mathcal{A}(\Delta G ; V)$ be defined by

$$
(g * u)(T)=u\left(g^{-1} T\right)
$$

for $T \in \Delta G$. Then $d(g * w)=g * d w$ for $w \in \Omega^{*}(G ; V)$ or $w \in \mathcal{A}(\Delta G ; V)$ and we let $\Omega^{\star}(G ; V)^{G *}$ and $\mathcal{A}(\Delta G ; V)^{G *}$ denote the subspaces of elements fixed under these actions of $G$. Of course, $C^{*}(L ; V)$ can be identified with $\Omega^{*}(G ; V)^{G *}$. The next result gives the corresponding identification for $\mathcal{A}(\Delta G ; V)$.

Lemma 4.6. The natural mapping $p: \Delta G \rightarrow \Delta G / G$ induces an isomorphism

$$
\left.p^{*}: \mathcal{A}(\Delta G / G ; V), d_{\tilde{\gamma}}\right) \rightarrow\left(\mathcal{A}(\Delta G ; V)^{G *}, d_{\tilde{\gamma}}\right)
$$

of differential graded vector spaces.
The proof is trivial.
In order to define the mappings $\mu$ and $\tilde{\mu}$ of diagram (4.3), we first define related mappings. Let

$$
\eta: \Omega^{*}(G ; V) \rightarrow \Omega^{*}(G ; V), \quad \tilde{\eta}: \mathcal{A}(\Delta G ; V) \rightarrow \mathcal{A}(\Delta G ; V)
$$

be defined by $\eta(\omega)=\Gamma \cdot \omega, \tilde{\eta}(u)(T)=(\Gamma \circ T) \cdot u(T)$.
Lemma 4.7. The mappings $\eta$ and $\tilde{\eta}$ are bijective. Furthermore, we have $\eta(g * \omega)=$ $g \eta(\omega)$ and $\tilde{\eta}(g * u)=g \tilde{\eta}(u)$ for any $g \in G, \omega \in \Omega^{*}(G ; V)$, and $u \in \mathcal{A}(\Delta G ; V)$.
Proof: The inverses to $\eta$ and $\tilde{\eta}$ are defined just as $\eta$ and $\tilde{\eta}$ are defined using $\Gamma^{-1}: G \rightarrow G L(V), \Gamma^{-1}(g)=\Gamma(g)^{-1}$, in place of $\Gamma$. The verification of the two equations of Lemma 4.7 are similar; we do only the second, leaving the first to the reader. Thus, for $g \in G, u \in \mathcal{A}(\Delta G ; V)$, and $T \in \Delta G$, we have

$$
\begin{aligned}
(g \tilde{\eta}(u))(T) & =\Gamma(g) \tilde{\eta}(u)\left(g^{-1} T\right) \\
& =\Gamma(g)\left(\Gamma \circ g^{-1} T\right) u\left(g^{-1} T\right) \\
& =\left(\Gamma(g) \Gamma\left(g^{-1}\right) \Gamma \circ T\right) u\left(g^{-1} T\right) \\
& =(\Gamma \circ T) u\left(g^{-1} T\right)=\tilde{\eta}(g * u)(T)
\end{aligned}
$$

As indicated above, any element $\alpha \in C^{*}(L ; V)$ can be considered as a left invariant form $\bar{\alpha} \in \Omega^{*}(G ; V)$. In particular, $\gamma \in C^{1}(L ; g \ell(V))$ determines $\bar{\gamma} \in \Omega^{1}(G ; g \ell(V))$ where $\gamma(X)=\gamma\left(d L_{g^{-1}} X\right)$ for $X \in T G_{g}$. Define

$$
d_{\bar{\gamma}}: \Omega^{*}(G ; V) \rightarrow \Omega^{*}(G ; V)
$$

by $d_{\bar{\gamma}} w=d w+\bar{\gamma} \wedge w$. Define $\tilde{\gamma} \in \mathcal{A}(\Delta G ; g \ell(V))$ by $\tilde{\gamma}=F \bar{\gamma}$ where $F: \Omega^{*}(G ; V) \rightarrow$ $\mathcal{A}(\Delta G ; V)$ is given by $F(w)(T)=T^{*} w$, (see Proposition 4.5), and let

$$
d_{\bar{\gamma}}: \mathcal{A}(\Delta G ; V) \rightarrow \mathcal{A}(\Delta G ; V)
$$

be defined by $d_{\tilde{\gamma}} u=d u+\tilde{\gamma} \wedge u$. Then $d_{\bar{\gamma}}^{2}=0$ and $d_{\tilde{\gamma}}^{2}=0$ and we have
Lemma 4.8. For $w \in \Omega^{*}(G ; V)$ and $u \in \mathcal{A}(\Delta G ; V)$, we have $d \eta(w)=\eta\left(d_{\bar{\gamma}} w\right)$ and $d \tilde{\eta}(u)=\tilde{\eta}\left(d_{\tilde{\gamma}} u\right)$

Proof: Again, the verifications of the two equations are similar so we carry out only the proof of the second equation. Thus,

$$
\begin{aligned}
(d \tilde{\eta}(u))(T) & =d(\tilde{\eta}(u)(T)) \\
& =d((\Gamma \circ T) u(T)) \\
& =\Gamma \circ T(d u(T)+\Delta(\Gamma \circ T) \wedge u(T))
\end{aligned}
$$

by Lemma 3.3. Now, if $X \in T \Delta_{t}^{q}$, we have $\Delta(\Gamma \circ T)(X)=d L_{\Gamma\left(T(t)^{-1}\right)} d \Gamma d T(X)$. Identifying $\gamma: L \rightarrow g \ell(V)$ with $d \Gamma: T G_{e} \rightarrow T G L(V)_{e}$, we have $d \Gamma=d L_{\Gamma(T(t))} \gamma d L_{T(t)-1}$ (since $\Gamma$ is a homomorphism) and

$$
\begin{aligned}
\Delta(\Gamma \circ T)(X) & =\gamma d L_{T(t)^{-1}} d T(X) \\
& =\bar{\gamma}(d T(X)) \\
& =F(\bar{\gamma})(X)=\tilde{\gamma}(X)
\end{aligned}
$$

Then

$$
\begin{aligned}
d(\tilde{\eta}(u))(T) & =(\Gamma \circ T)(d u(T)+\tilde{\gamma} \wedge u(T)) \\
& =\left(\tilde{\eta}\left(d_{\tilde{\gamma}}\right) u\right)(T)
\end{aligned}
$$

According to Lemmas 4.7 and 4.8, $\eta$ and $\tilde{\eta}$ induce isomorphisms

$$
\begin{gathered}
\eta:\left(\Omega^{*}(G ; V)^{G *} ; d_{\bar{\gamma}}\right) \rightarrow\left(\Omega^{*}(G ; V)^{G} ; d\right) \\
\tilde{\eta}:\left(\mathcal{A}(\Delta G ; V)^{G *} ; d_{\bar{\gamma}}\right) \rightarrow\left(\mathcal{A}(\Delta G ; V)^{G} ; d\right)
\end{gathered}
$$

of differential graded vector spaces. Let $\mu$ and $\tilde{\mu}$ be the composites

$$
\begin{aligned}
& \mu:\left(C^{*}(L ; V) ; d_{\gamma}\right) \simeq\left(\Omega^{*}(G ; V)^{G *} ; d_{\bar{\gamma}}\right) \xrightarrow{\eta}\left(\Omega^{*}(G ; V)^{G} ; d\right) \\
& \tilde{\mu}:\left(\mathcal{A}(\Delta G / G ; V) ; d_{\tilde{\gamma}}\right) \xrightarrow{p^{*}}\left(\mathcal{A}(\Delta G ; V)^{G *} ; d_{\bar{\gamma}}\right) \xrightarrow{\tilde{\eta}}\left(\mathcal{A}(\Delta G ; V)^{G} ; d\right)
\end{aligned}
$$

If $\bar{F}: \Omega^{*}(G ; V)^{G} \rightarrow \mathcal{A}(\Delta G ; V)^{G}$ is the restriction of $F: \Omega^{*}(G ; V) \rightarrow \mathcal{A}(\Delta G ; V)$, then diagram (4.3) is easily seen to be commutative.

We have now established the commutative diagram (4.3) of differential, graded vector spaces. Moreover, the mappings $\mu$ and $\tilde{\mu}$ are isomorphisms. Thus, according to Proposition 4.4, the proof of Theorem 1.2, part (ii), will be complete if we can show that $F$ is a homology isomorphism. For this we need the following.

Theorem 4.9. Let $X$ be a $C W$ complex, $\Delta X$ the singular complex of $X$ in the compact open topology, and $\Delta X^{\delta}$ the singular complex of $X$ in the discrete topology. Then the natural mapping $j: \Delta X^{\delta} \rightarrow \Delta X$ induces an isomorphism

$$
H^{*}(\Delta X) \xrightarrow{j^{*}} H^{*}\left(\Delta X^{\delta}\right)=H^{*}(X) .
$$

We are indebted to Graeme Segal for the proof of this result which we give in Section 7.

To see that $F: \Omega^{*}(G ; V) \rightarrow \mathcal{A}(\Delta G ; V)$ induces an isomorphism on homology, consider the following commutative diagram


Here all differentials are the ordinary untwisted differentials, $\psi$ is defined in [3], Section 5 , and $\tilde{\psi}$ is the usual deRham mapping. Now, $\psi$ is a homology isomorphism by Theorem 2.4 of [3], $j^{*}$ is a homology isomorphism by Theorem 4.9 above, and $\tilde{\psi}$ is well known to be a homology isomorphism. Thus $F$ is a homology isomorphism and Theorem 1.2, part (ii) follows from Proposition 4.4.

## 5. Fibrations.

Suppose $G$ is a connected, simply connected Lie group with Lie algebra $L, A \in \mathcal{C} \mathcal{A}$, and $\lambda: C^{*}(L) \rightarrow A$ is a map in $\mathcal{C A}$ Let $X$ be a graded vector space with basis $x_{1}, \ldots, x_{k}, \operatorname{deg} x_{j}=n, j=1, \ldots, n$, and let $\left\{\ell_{i}\right\}$ be a basis for $L$. Let $A[X]=$ $A\left[x_{1}, \ldots, x_{k}\right]$ be the free algebra over $A$ on $x_{1}, \ldots, x_{k}$ and suppose $A[X]$ has a differential $d$ with $d A \subset A$ and such that

$$
\begin{equation*}
d x_{i}=\sum b_{i}^{j m} \lambda\left(\ell_{j}^{*}\right) x_{m}+c_{i} \tag{5.1}
\end{equation*}
$$

where $b_{i}^{j m} \in R, c_{i} \in A^{n+1}$ and $\left\{\ell_{i}^{*}\right\}$ is the basis for $L^{*}$ dual to $\left\{\ell_{i}\right\}$. The relation $d^{2} x_{i}=0$ yields

$$
\begin{equation*}
d c_{i}=\sum b_{i}^{j m} \lambda\left(\ell_{j}^{*}\right) c_{m} \tag{5.2}
\end{equation*}
$$

Let $X^{*}$ be the dual space of $X,\left\{x_{i}^{*}\right\}$ the basis for $X^{*}$ dual to $\left\{x_{i}\right\}$, and define $\mu: L \otimes X^{*} \rightarrow X^{*}$ by

$$
\mu\left(\ell_{j} \otimes x_{m}^{*}\right)=\sum b_{i}^{j m} x_{i}^{*}
$$

The equation $d^{2}=0$ implies that $\mu$ defines an action of $L$ on $X^{*}$ as a Lie algebra. Therefore, we have a corresponding action of $G$ on $X^{*}$.

Let $\tilde{G} \in \Delta \mathcal{T}$ be given by $\tilde{G}_{q}=G, \delta_{i}=s_{i}=i d$ for all $q, i$ and set $P=\Delta R[X] \times \tilde{G}$. (Here, $R[X] \in \mathcal{C A}$ with $d X=0$.) We make $P$ into a simplicial topological group and define an action of $P$ on $\Delta(R[X])$ by

$$
\begin{aligned}
(v, g)\left(v^{\prime}, g^{\prime}\right) & =\left(v+g \cdot v^{\prime}, g g^{\prime}\right) \\
(v, g) \omega & =v+g \omega
\end{aligned}
$$

for $g, g^{\prime} \in \tilde{G}_{q}=G, v, v^{\prime}, \omega \in \Delta(R[X])_{q} \subset \Omega^{n}\left(\Delta^{q} ; X^{*}\right)$.
In [2], Section 5, we defined a map $\mu_{0}: \Omega^{p}\left(\Delta^{q}\right) \rightarrow \Omega^{p-1}\left(\Delta^{q}\right)$ satisfying $d \mu_{0}+\mu_{0} d=$ $i d, \mu_{0} s_{j}=s_{j} \mu_{0}$ for $j \geq 0$, and $\mu_{0} \partial_{i}=\partial_{i} \mu_{0}$ for $i>0$. We extend this map to a mapping

$$
\mu_{0}: \Omega^{p}\left(\Delta^{q} ; X^{*}\right) \rightarrow \Omega^{p-1}\left(\Delta^{q} ; X^{*}\right)
$$

with these same properties by $\mu_{0}(\omega \otimes x)=\mu_{0}(\omega) \otimes x$ and define $c: X \rightarrow A^{n+1}$ by $c\left(x_{i}\right)=c_{i}$.

Theorem 5.3. The simplicial space $\Delta(A[X])$ is a twisted cartesian product $\Delta(A) \times{ }_{\tau}$ $\Delta(R[X])$ with group $P$ and twisting function $\tau: \Delta A_{q} \rightarrow P_{q-1}$ given by

$$
\tau(u)=\left(\mathcal{O}(u \circ \lambda)\left(v_{1}\right)^{-1}\left(\left(\partial_{0} \mu_{0}-\mu_{0} \partial_{0}\right)(\mathcal{O}(u \circ \lambda) u \circ c), \mathcal{O}(u \circ \lambda)\left(v_{1}\right)^{-1}\right)\right.
$$

for $u \in \Delta A_{q}=\left(A, \Omega_{q}\right)$ and $v_{1}$ is the second vertex of $\Delta^{q}$. Here $\mathcal{O}$ is defined in Section 3 to be the composite $\Delta C^{*}(L) \xrightarrow{\sigma^{-1}} \Delta G / G \xrightarrow{\beta} \Delta G$ where $\beta(T)=T\left(v_{0}\right)^{-1} T$.

Proof: We identify ( $X, \Omega_{q}^{n}$ ), the space of linear mappings from $X$ to $\Omega_{q}^{n}$, with $\Omega^{n}\left(\Delta^{q} ; X^{*}\right)$ by $v \longmapsto \sum v\left(x_{i}\right) x_{i}^{*}, v: X \rightarrow \Omega_{q}^{n}$. If $u \in \Delta(A)_{q}$, then $u \circ c \in\left(X, \Omega_{q}^{n+1}\right)=$ $\Omega^{n+1}\left(\Delta^{q} ; X^{*}\right)$ and $u \circ \lambda \in \Delta\left(C^{*}(L)\right) \subset \Omega^{1}\left(\Delta^{q} ; L\right)$. Thus

$$
\begin{aligned}
\Delta(A[X])_{q} & =\left(A[X], \Omega_{q}\right) \\
& =\left\{(u, v) \in \Delta(A)_{q} \times\left(X, \Omega_{q}^{n}\right) \mid d v\left(x_{i}\right)=\Sigma b_{i}^{j m}\left(u \circ \lambda\left(\ell_{j}^{*}\right)\right) v\left(x_{m}\right)+u\left(c_{i}\right)\right\} \\
& =\left\{(u, v) \in \Delta(A)_{q} \times \Omega^{n}\left(\Delta^{q} ; X^{*}\right) \mid d v=(u \circ \lambda) \wedge v+u \circ c\right\}
\end{aligned}
$$

Note that

$$
\begin{aligned}
\Delta(R[X])_{q} & =\left(R[X], \Omega_{q}\right) \\
& =\left\{v: X \rightarrow \Omega_{q} \mid d v=0\right\} \\
& =\left\{v \in \Omega^{n}\left(\Delta^{q} ; X^{*}\right) \mid d v=0\right\}
\end{aligned}
$$

Define $f: \Delta(A)_{q} \times \Delta(R[X])_{q} \rightarrow \Delta(A[X])_{q}$ by $f(u, v)=\left(u, v^{\prime}\right)$ where

$$
v^{\prime}=\mathcal{O}(u \circ \lambda)^{-1}\left(\mu_{0}(\mathcal{O}(u \circ \lambda) u \circ c)+v\right)
$$

where $\beta([T])=T\left(v_{0}\right)^{-1} T$. In order to insure that $\left(u, v^{\prime}\right) \in \Delta(A[X])_{q}$, we need to show that $d v^{\prime}=(u \circ \lambda) \wedge v^{\prime}+u \circ c$. If $\mathcal{O}_{0}=\mathcal{O}(u \circ \lambda) \in\left(\Delta G_{q}\right.$, then

$$
\begin{aligned}
d v^{\prime} & =d \mathcal{O}_{0}^{-1} \cdot\left(\mu_{0}\left(\mathcal{O}_{0} \cdot u \circ c\right)+v\right)+\mathcal{O}_{0}^{-1} \cdot\left(d \mu_{0}\left(\mathcal{O}_{0} \cdot u \circ c\right)+d v\right) \\
& =-\mathcal{O}_{0}^{-1} \cdot d \mathcal{O}_{0} \cdot \mathcal{O}_{0}^{-1}\left(\mu_{0}(\mathcal{O} \cdot u \circ c)+v\right)+\mathcal{O}_{0}^{-1} \cdot\left(\mathcal{O}_{0} \cdot u \cdot c-\mu_{0}\left(d\left(\mathcal{O}_{0} \cdot u \circ c\right)\right)\right) \\
& =-\mathcal{O}_{0}^{-1} d \mathcal{O}_{0} \wedge v^{\prime}+u \circ c-\mathcal{O}_{0}^{-1} \cdot \mu_{0}\left(d\left(\mathcal{O}_{0} \cdot u \circ c\right)\right)
\end{aligned}
$$

since $d \mathcal{O}_{0}^{-1}=-\mathcal{O}_{0}^{-1} d \mathcal{O}_{0} \mathcal{O}_{0}^{-1}$.
We now need the following results.
If $u \circ \lambda \in \Delta C^{*}(L)_{q}$ is considered an element of $\Omega_{q}^{1}(L)$ (as in the discussion following Theorem 2.10), we have

Lemma 5.4. $d \mathcal{O}_{0}=-\mathcal{O}_{0} \cdot u \circ \lambda$.
Proof: Identifying $\Delta C^{*}(L)_{q}$ with $\hat{\Omega}^{1}\left(\Delta^{q} ; L\right)$, we have

$$
\begin{aligned}
-\mathcal{O}_{0}^{-1} d \mathcal{O} & =\rho\left(\mathcal{O}_{0}\right) \\
& =\rho(\mathcal{O}(u \circ \lambda))=u \circ \lambda
\end{aligned}
$$

by the definition of the mappings involved.
Corollary. $\mathcal{O}_{0}^{-1} d \mathcal{O}_{0}=-u \circ \lambda$.
Lemma 5.5. $d(u \circ c)=u \circ \lambda \wedge u \circ c$.
Proof: The element in $\Omega^{n+1}\left(\Delta^{q} ; X^{*}\right)$ corresponding to $u \circ c$ is $\Sigma(u \circ c)\left(x_{i}\right) x_{i}^{*}=$ $\Sigma u\left(c_{i}\right) x_{i}^{*}$. Thus

$$
\begin{aligned}
d(u \circ c) & =d \Sigma u\left(c_{i}\right) x_{i}^{*} \\
& =\Sigma u\left(d c_{i}\right) x_{i}^{*} \\
& =\Sigma b_{i}^{j m} u \circ \lambda\left(\ell_{j}^{*}\right) u\left(c_{m}\right) x_{i}^{*} \\
& =\left(\Sigma u \circ \lambda\left(\ell_{j}^{*}\right) \ell_{j}\right)\left(\Sigma u \circ c\left(x_{m}\right) x_{m}^{*}\right) \\
& =u \circ \lambda \wedge u \circ c .
\end{aligned}
$$

Corollary. $d\left(\mathcal{O}_{0} \cdot u \circ c\right)=0$.
Proof:

$$
\begin{aligned}
d\left(\mathcal{O}_{0} \cdot u \circ c\right) & =\left(d \mathcal{O}_{0}\right) \wedge u \circ c+\mathcal{O}_{0} \cdot d u \circ c \\
& =-\mathcal{O}_{0} \cdot u \circ \lambda \wedge u \circ c+\mathcal{O}_{0} \cdot u \circ \lambda \wedge u \circ c=0 .
\end{aligned}
$$

It follows from the two corollaries above that $d v^{\prime}$ has the required form.

Define $f^{-1}: \Delta(A[X])_{q} \rightarrow \Delta(A)_{q} \times \Delta R[X]_{q}$ by $f^{-1}\left(u, v^{\prime}\right)=(u, v)$ where

$$
v=\mathcal{O}(u \circ \lambda) v^{\prime}-\mu_{0}(\mathcal{O}(u \circ \lambda) \cdot u \circ c)
$$

It is easy to check that $f^{-1}$ is actually an inverse for $f$. We now determine the twisting function $\tau$.

For $(u, v) \in \Delta A_{q} \times \Delta R[X]_{q}$, set $\partial_{0}(u, v)=\left(\partial_{0} u, \bar{v}\right)$. Then $f\left(\partial_{0}(u, v)\right)=\left(\partial_{0} u, \bar{v}^{\prime}\right)$ where

$$
\bar{v}^{\prime}=\mathcal{O}\left(\partial_{0}(u \circ \lambda)\right)^{-1}\left(\mu_{0}\left(\mathcal{O}\left(\partial_{0}(u \circ \lambda)\right) \cdot \partial_{0}(u \circ c)\right)+\bar{v}\right)
$$

Furthermore, $\partial_{0} f(u, v)=\left(\partial_{0} u, \partial_{0} v^{\prime}\right)$ where

$$
\partial_{0} v^{\prime}=\partial_{0} \mathcal{O}(u \circ \lambda)^{-1}\left(\partial_{0} \mu_{0}(\mathcal{O}(u \circ \lambda) \cdot u \circ c)+\partial_{0} v\right)
$$

Thus, if $\partial_{0} v^{\prime}=\bar{v}$, we have
$\bar{v}=\mathcal{O}\left(\partial_{0}(u \circ \lambda)\right) \cdot \partial_{0} \mathcal{O}(u \circ \lambda)^{-1}\left(\partial_{0} \mu_{0}(\mathcal{O}(u \circ \lambda) \cdot u \circ c)+\partial_{0} v\right)-\mu_{0}\left(\mathcal{O}\left(\partial_{0}(u \circ \lambda)\right) \cdot \partial_{0}(u \circ c)\right)$
It is easy to see that $g \cdot \mu_{0}(\omega)=\mu_{0}(g \cdot \omega)$ and $\mathcal{O}\left(\partial_{0} \alpha\right)=\mathcal{O}(\alpha)\left(v_{1}\right)^{-1} \partial_{0} \mathcal{O}(\alpha)$ for $g \in G$, $\omega \in \Omega^{*}\left(\Delta^{q} ; X^{*}\right)$, and $\alpha \in \Delta C^{*}(L)$. It follows that

$$
\bar{v}=\mathcal{O}(u \circ \lambda)\left(v_{1}\right)^{-1}\left(\left(\partial_{0} \mu_{0}-\mu_{0} \partial_{0}\right)(\mathcal{O}(u \circ \lambda) \cdot u \circ c)+\mathcal{O}(u \circ \lambda)\left(v_{1}\right)^{-1} \partial_{0} v\right)
$$

so that

$$
\tau(u)=\left(\mathcal{O}(u \circ \lambda)\left(v_{1}\right)^{-1}\left(\left(\partial_{0} \mu_{0}-\mu_{0} \partial_{0}\right)(\mathcal{O}(u \circ \lambda) \cdot u \circ c), \mathcal{O}(u \circ \lambda)\left(v_{1}\right)^{-1}\right)\right.
$$

The verification that $\partial_{i} f=f \partial_{i}$ for $i>0$ and $s_{i} f=f s_{i}$ is routine and left to the reader.

We conclude this section with a proof of Theorem 1.3. The proof of Theorem 5.3 of this paper can easily be extended to show that

$$
\begin{equation*}
\mathcal{F}(R[X], B) \rightarrow \mathcal{F}(A[X], B) \rightarrow \mathcal{F}(A, B) \tag{5.6}
\end{equation*}
$$

is a twisted cartesian product and hence a fibration in $\Delta \mathcal{T}$. (Theorem 5.3 corresponds to the case $B=R$.) For example, identifying $\left(X, \Omega_{q} \otimes B\right)$ with $\left.\Omega\left(\Delta^{q} ; X^{*}\right) \otimes B\right)^{n}$, we have

$$
\mathcal{F}\left(A[X, B)_{q}=\left\{(u, v) \in \mathcal{F}(A[X], B) \times\left(\Omega\left(\Delta^{q} ; X^{*}\right) \otimes B\right)^{n} \mid d v=u \lambda v+u c\right\}\right.
$$

The pullback of (5.6) to $\mathcal{F}(A, B ; h) \subset \mathcal{F}(A, B)$ yields a fibration and a commutative diagram


If we write $A=\cup A_{n}$, then induction, the diagram above, and the fact that $\Delta_{1}$ is a weak equivalence gives the theorem for $A=A_{n}$. A limit argument as in the proof of Theorem 2.20 of [3] yields the desired result.

## 6. The Continuous Cohomology Serre Spectral Sequence with Local Coefficients

Suppose that $E=B \times{ }_{\tau} F$ is a twisted cartesian product in $\Delta \mathcal{T}$ with group $P$ and suppose $\pi_{0}(P)=P_{0}$. In [3], Section 8, we constructed a local system $\tau=\tau \mid B_{1} \rightarrow P_{0}$, on action of $P_{0}$ on $C^{*}(F ; R)$, and a map

$$
\Delta^{*}: C^{*}\left(B ; C^{*}(F ; R)\right) \rightarrow C^{*}\left(B \times_{\tau} F ; R\right)
$$

which was filtration preserving with respect to the obvious filtrations. In general, $\Delta^{*}$ is not a cochain mapping (relative to the usual differential $\delta$ on $C^{*}\left(B \times_{\tau} F ; R\right)$ and the twisted differential $\delta_{\tau}$ on $\left.C^{*}\left(B ; C^{*}(F ; R)\right)\right)$ but it does in fact induce an isomorphism on $E_{r}^{p, q}$ for $r \leq 2$. (See [3], Section 8.) Furthermore, if $F$ is splittable, this map gives an isomorphism

$$
E_{2}^{p, q}\left(B \times_{\tau} F\right) \simeq H^{*}\left(B ; H^{*}(F ; R)\right)
$$

Suppose now that $L, G$, and $V$ are as in Section 3 and $t: B_{1} \rightarrow G$ is a local system. If, in the above paragraph, one replaces $R$ by $V, \delta$ on $C^{*}(E ; V)$ by $\delta_{t p}, p: E \rightarrow B$, and $\delta_{\tau}$ by $\delta_{\bar{\tau}}, \bar{\tau}: B_{1} \rightarrow P_{0} \times G, \bar{\tau}(b)=(\tau(b), t(b))$, then the statements remain true with the same proofs as in Section 8 of [3]. Hence we have

Theorem 6.1. If $F$ is splittable, then the Serre spectral sequence for $H^{*}\left(B \times{ }_{\tau}\right.$ $\left.F ; V_{t p}\right)$ converges in the usual way and $\Delta^{*}$ induces an isomorphism

$$
E_{2}^{p, q} \simeq H^{p}\left(B ; H^{q}(F ; V)_{\bar{\tau}}\right)
$$

We next apply Theorem 6.1 to $\Delta(A[X])=\Delta(A) \times_{\tau} \Delta(R[X])$. Let $\lambda$ : $C^{*}(L) \rightarrow A$ be a map in $\mathcal{C A}$ and recall that

$$
i=i_{A}: A \otimes V \rightarrow(\Delta(A)) \otimes V
$$

is given by $i(a \otimes v)=i(a) \otimes v$ where $i(a)(f)=f(a)$.
Lemma 6.2. If $i_{A}$ induces an isomorphism

$$
i_{A}: H_{*}\left(A \otimes V, d_{\lambda}\right) \xrightarrow{\simeq} H_{*}\left(\mathcal{A}(\Delta(A)), d_{\phi}\right) ;
$$

then the same is true for $i_{A[X]}: A[X] \otimes V \rightarrow \mathcal{A}^{*}(\Delta(A[X])) \otimes V$.
Proof: Let $\bar{\psi}=K^{-1} \tilde{\psi} H: \mathcal{A}(\Delta(A) ; V) \rightarrow C^{*}(\Delta A ; V)$ be the mapping defined in Section 3 (see Theorem 3.5) and let

$$
\bar{i}=\bar{\psi} i: A \otimes V \rightarrow C^{*}(\Delta A ; V)
$$

It is sufficient to prove Lemma 6.2 with $i$ replaced by $\bar{i}$ and $d_{\phi}$ by $d_{t}$. Define a filtration on $A[X] \otimes V=A \otimes R[X] \otimes V$ by

$$
F^{p}=\{a \otimes w \otimes v \mid \operatorname{dim} a \geq p\} .
$$

Exactly as in [3], Lemma 9.4, one checks that $\bar{i}$ is filtration preserving and hence induces a mapping of the corresponding spectral sequences.

We prove Lemma 6.2 by showing that $\bar{i}$ for $A[X]$ induces an isomorphism at the $E_{2}$ level. As in [3], Section 9, the $\hat{E}_{1}$ term for $A \otimes R[X] \otimes V$ is

$$
\hat{E}_{1}^{p, q}=A^{p} \otimes R[X]^{q} \otimes V
$$

and for $\Delta(A[X])$,

$$
E_{1}^{p, q}=C^{p}\left(\Delta(A), H^{q}(\Delta(R[X] ; V))\right) .
$$

In both cases, $d_{2}$ is the appropriate local coefficient differential. Furthermore,

$$
\bar{i}: R[X] \otimes V \rightarrow C^{*}(\Delta(R[X]) ; V)
$$

induces an isomorphism on homology, this being the untwisted version of our theorem which we proved as Proposition 2.8 in [3]. By hypothesis

$$
\bar{i}_{R[X]} \otimes \bar{i}_{A}: \hat{E}_{2} \rightarrow E_{2}
$$

induces an isomorphism. Thus we must show that $\bar{i}_{A[X]}$ induces this map. The map induced by $\bar{i}_{A[X]}$ is the composition

$$
\begin{aligned}
A[X] \otimes V & \xrightarrow{\bar{i}} C^{*}(\Delta(A[X]), V) \xrightarrow{f^{*}} C^{*}\left(\Delta(A) \times_{\tau} \Delta(R[X])\right) \\
& \xrightarrow{\eta} \sum C^{p}\left(\Delta(A), C^{*-p}(\Delta(R[X]), V)\right)
\end{aligned}
$$

where $\eta$ is induced by the usual Eilenberg-Zilber map $C_{p}(X) \otimes C_{q}(X) \rightarrow$ $C_{p+q}(X)$ involving shuffles of degeneracy maps.

For any $X, x \in X$, and $w \in \Omega^{n}(X ; V)$,

$$
\begin{aligned}
\bar{\psi} \omega(x) & =K^{-1} \mathcal{O} \psi H \omega(x) \\
& =\tilde{\psi} H \omega(x, \mathcal{O}(\phi(x))) \\
& =\int_{\Delta^{n}} H \omega(x, \mathcal{O}(\phi(x))) \\
& =\int_{\Delta^{n}} \mathcal{O}(\phi(x) \omega(x))
\end{aligned}
$$

For $u \in \Delta^{n}(A), v \in \Delta_{q}(R[X])$, and $(\alpha, \beta)$ a $(p, q)$ shuffle,

$$
f\left(s_{\alpha} u, s_{\beta} v\right)=\left(s_{\alpha} u, s_{\alpha}\left(\mathcal{O}(u \lambda)^{-1} \mu_{0} \mathcal{O}(u \lambda) u w\right)+s_{\alpha} \mathcal{O}(u \lambda)^{-1} s_{\beta} v\right.
$$

The first terms in each factor are $s_{\alpha}$ degenerate, thus will be $s_{\alpha}$ degenerate when evaluated on an element of $A[X] \otimes V$ and hence will drop out when we integrate. Suppose $a \in A^{p}, e \in R[X]^{q}$ and $z \in V$. Then

$$
\begin{aligned}
& \bar{i} f^{*} \eta(a \otimes e \otimes z)(u)(v)=\sum_{\alpha, \beta} \pm \int_{\Delta^{p+q}} s_{\alpha} \mathcal{O}(u \lambda)\left(s_{\alpha} u(a)\left(s_{\alpha} \mathcal{O}(u \lambda)^{-1} s_{\beta} \hat{v}(e)\right) z\right. \\
& \quad=\int_{\Delta^{p}} \mathcal{O}(u \lambda)(z) u(a) \mathcal{O}(u \lambda)^{-1} \int_{\Delta^{q}} \hat{v}(e)
\end{aligned}
$$

where $\hat{v} \in(R[X], \Omega)$ is defined by $v \in \mathcal{A}\left(\Delta_{q} ; X\right)$. Similarly

$$
i \bar{\psi} i_{A}: A \otimes R[X] \otimes V \rightarrow C^{*}\left(\Delta(A), C^{*}(\Delta R[X], V)\right)
$$

is given as follows: Note first that the group in question is $\pi_{0}(G \times P)=G \times G$ which acts on $R[X] \otimes V$ by

$$
\left(g_{1}, g_{2}\right)(e \otimes z)=\left(e g_{2}, g_{1} z\right)
$$

Since $G$ acts on the left of $X^{*}$, it acts on the right of $R[X]$ and on the left of $\Delta(R[X])$. For $u \in \Delta(A)$ the $\mathcal{O}$ in this case is $\left(\mathcal{O}(u \lambda), \mathcal{O}(u \lambda)^{-1}\right)$ (see Section 5). Hence

$$
\bar{\psi} i_{A}(a \otimes e \otimes z)(u)=\int_{\Delta^{p}} e \mathcal{O}(u \lambda)^{-1} \otimes \mathcal{O}(u \lambda) u(a) z
$$

and

$$
i \bar{\psi} i_{A}(a \otimes e \otimes z)(u)(v)=\int_{\Delta^{q}} \int_{\Delta^{p}}\left(\mathcal{O}(u \lambda)^{-1} v\right)(e) \mathcal{O}(u \lambda) u(a) z
$$

where $\mathcal{O}(u \lambda) \in \Omega^{0}\left(\Delta^{p} ; G\right), u(a) \in \Omega^{p}\left(\Delta^{p}\right), v(e) \in \Omega^{q}\left(\Delta^{q}\right)$. Comparing this with
$\bar{i} f^{*} \eta(a \otimes e \otimes z)(u)(v)$ we see they are equal and the lemma is proved.

We conclude this section with a proof of Theorem 1.2, (iv). Let $A \in \mathcal{C} \mathcal{A}$ be free and finite type so that $A=\cup A^{(n)}, A^{(n)}=A^{(n-1)}\left[X_{n}\right], A_{0}=R$. By Theorem 1.2, (ii), $i$ induces an isomorphism

$$
H_{*}\left(A^{(1)} ; V_{\lambda}\right) \simeq H_{*}\left(\mathcal{A}\left(\Delta\left(A^{(1)}\right) \otimes V_{i \lambda}\right)\right.
$$

By Lemma 6.2 and induction on $n, i$ induces an isomorphism

$$
H_{*}\left(A^{(n)} \otimes V, d_{\lambda}\right) \approx H_{*}\left(\mathcal{A}\left(\Delta\left(A^{(n)}\right)\right) \otimes V, d_{\lambda}\right)
$$

and hence the same holds for $A$.

## 7. The Proof of Theorem 4.9.

We give here the proof of Theorem 4.9 which was communicated to us by G. Segal.

Let $X$ be a paracompact space and $\Delta(X)$ the singular complex of $X$ in the compact open topology. Thus, $H^{*}(\Delta X)$ is the continuous cohomology of the simplicial space $\Delta(X)$ and $H^{*}\left(\Delta(X)^{\delta}\right)$ is the singular cohomology of $X$. Let $\mathcal{U}$ be a covering of $X$ which has a partition of unity $\left\{\lambda_{U} ; U \in \mathcal{U}\right\}$ subordinate to it. Let $\Delta(X, \mathcal{U}) \subset \Delta(X)$ be the simplicial subspace consisting of those $T: \Delta^{q} \rightarrow X$ with $T\left(\Delta^{q}\right) \subset U$ for some $U \in \mathcal{U}$.

Lemma 7.1. The inclusion mapping $\Delta(X, \mathcal{U}) \subset \Delta(X)$ induces an isomorphism

$$
H^{*}(\Delta(X, \mathcal{U})) \xrightarrow{\simeq} H^{*}(\Delta(X))
$$

on continuous cohomology.
Proof: Let $C_{q}(X)$ be the singular chains on $X$ with integer coefficients, $s d: C_{q}(X) \rightarrow C_{q}(X)$ be the usual subdivision mapping, and $D: C_{q}(X) \rightarrow$ $C_{q+1}(X)$ the chain homotopy with $\partial D+D \partial=s d-i d$. The maps $s d$ and $D$ are natural and obtained from the first barycentric subdivision of $\Delta^{q}$. Let $s d^{n}$ be the $n^{\text {th }}$ iterate of $s d, i d_{q}: \Delta^{q} \rightarrow \Delta^{q}$ the identity map considered as an element of $\Delta_{q}\left(\Delta^{q}\right)$, and write

$$
s d^{n}\left(i d_{q}\right)=\sum_{i} \pm \tau_{i}^{n}
$$

where $\tau_{i}^{n} \in \Delta_{q}\left(\Delta^{q}\right)$. Note that the diameter of $\tau_{i}^{n}\left(\Delta^{q}\right)$ approaches 0 as $n$ approaches infinity.

Let $\rho: R \rightarrow R$ be a smooth non decreasing function with $\rho(x)=0$ for $x \leq 0$ and $\rho(x)=1$ for $x \geq \frac{1}{2}$. Define continuous functions $\varphi^{n}: \Delta(X) \rightarrow R$ by

$$
\varphi^{n}(T)=\rho\left(\min _{i} \sum_{U \in \mathcal{U}} \min _{t \in \Delta^{q}}\left(\lambda_{U}\left(T\left(\tau_{i}^{n}(t)\right)\right)\right)\right)
$$

The following may be verified by inspection.

Lemma 7.2. The functions $\varphi^{n}: \Delta(X) \rightarrow R$ satisfy the following.
(i) $\varphi^{n}$ is continuous.
(ii) For each $T \in \Delta(X)$, there is an integer $N=N_{T}$ with $\varphi^{n}(T)=1$ for $n \geq N$.
(iii) If $\varphi^{n}(T) \neq 0$, then there is a $U \in \mathcal{U}$ with

$$
T\left(\tau_{i}^{n}\left(\Delta^{q}\right)\right) \subset \operatorname{supp} \lambda_{U} \subset U
$$

for all $i$.
Remark. The functions $\psi_{n}=\varphi_{i}-\varphi_{n-1}, \psi_{0}=\varphi_{0}$, define a partition of unity subordinate to the covering $\left\{\Delta^{n}(X, \mathcal{U}), n \geq 0\right\}$ where

$$
\Delta^{n}(X, \mathcal{U})=\left\{T \in \Delta(X) \mid s d^{n} T \in C_{q}(\Delta(X, \mathcal{U}))\right\}
$$

Let $s d^{*}: C^{q}(\Delta(X)) \rightarrow C^{q}(\Delta(X))$ and $D^{*}: C^{q}(\Delta(X)) \rightarrow C^{q-1}(\Delta(X))$ be induced by $s d$ and $D$. We show $H^{q}(\Delta(X)) \approx H^{q}(\Delta(X ; \mathcal{U}))$. Suppose $u \in C^{q}(\Delta(X)), \delta u=0$ and $v \in C^{q-1}(\Delta(X ; \mathcal{U}))$ with $\delta v=u$ on $\Delta(X ; \mathcal{U})$. We define $v_{n} \in C^{q-1}\left(\Delta^{n}(X ; \mathcal{U})\right)$ with $\delta v_{n}=u$ on $\Delta^{n}(X ; \mathcal{U})$ by induction on $n$. Let $v_{0}=v$ and define

$$
v_{n+1}=s d^{*} v_{n}-D^{*} u
$$

Then, if $\delta v_{n}=u$,

$$
\begin{aligned}
\delta v_{n+1} & =s d^{*} u-\left(s d^{*} u-u-D^{*} \delta u\right) \\
& =u
\end{aligned}
$$

We modify the $v_{n}$ so that they fit together to give an element of $C^{q-1}(\Delta(X))$. If $w \in C^{q}\left(\Delta^{n}(X ; \mathcal{U})\right.$ ), define $\varphi^{n} w$ by $\left(\varphi^{n} w\right)(T)=\varphi^{n}(T) w(T)$. Since $\sup \varphi^{n} \subset$ $\Delta^{n}(X, \mathcal{U})$, we have $\varphi^{n} w \in C^{q}(\Delta(X))$. Let $t \in C^{q-1}(\Delta(X))$ be defined by

$$
t \mid \Delta^{n}(X ; \mathcal{U})=t_{n}=v_{n}-\delta\left(\sum_{i<n} \varphi^{i} D^{*} v_{i}-\sum_{i \geq n}\left(1-\varphi^{i}\right) D^{*} v_{i}\right)
$$

Since $\varphi^{i}(T)=1$ for $i$ large, the above sum makes sense. Note that $\delta t_{n}=u$ and that

$$
\begin{aligned}
\delta D^{*} v_{i} & =s d v_{i}-v_{i}-D^{*} U \\
& =v_{i+1}-v_{i}
\end{aligned}
$$

Hence, for $T \in \Delta^{n}(X ; \mathcal{U})$ and $N$ large,

$$
t_{n}(T)=\left(v_{N+1}+\delta \sum_{i \leq N} \varphi^{i} D^{*} v_{i}\right)(T)
$$

It follows that $t_{n+1}(T)=t_{n}(T), t$ is well defined and $\delta t=0$.
Suppose $v \in C^{q}(\Delta(X ; \mathcal{U}))$ and $\delta v=0$. Let $U \in C^{q}(\Delta(X))$ be defined by

$$
u \mid \Delta^{n}(X, \mathcal{U})=u_{n}=s d^{n} v-\delta\left(\sum_{i<n} \varphi^{i} D^{*} s d^{i} v-\sum_{i \geq n}\left(1-\varphi^{i}\right) D s d^{i} v\right)
$$

Then for $T \in \Delta^{n}(X, \mathcal{U})$ and $N$ large

$$
u_{n}(T)=s d^{N+1} v-\delta\left(\sum_{i \leq N} \varphi^{i} D^{*} s d^{i} v\right)
$$

Thus $u$ is well defined and $u=u_{0}=v-\delta z$ on $\Delta(X ; \mathcal{U})$. This completes the proof of Lemma 7.1.
Proof of Theorem 4.9: We verify that $H^{*}(\Delta(X))$ satisfies additivity and the
Eilenberg-Steenrod axioms on pairs of $C W$ complexes. Homotopy, additivity and the dimension axiom are obvious. Excision follows from Lemma 7.1. To verify exactness one needs to show that if $(X, A)$ is a $C W$ pair, then $u \in C^{q}(\Delta(A))$ can be extended to $v \in C^{q}(\Delta(A))$. Let $U$ be a neighborhood of $A, r: U \rightarrow A$ a retraction, and $\sigma: X \rightarrow[0,1]$ a mapping with support in $U$ and with $f(a)=1$ for $a \in A$. Define $v \in C^{q}(\Delta(X))$ by

$$
v(T)=\left(\min _{y \in \Delta^{q}} \sigma(T(s))\right) u(r \otimes T)
$$

This completes the proof of Theorem 4.9.
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