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T. SHOJI 

INTRODUCTION 

As is well-known, irreducible characters of the symmetric group of 
degree n are in 1-1 correspondence with unipotent conjugacy classes 
of GLn? both of them are parametrized by partitions of n. Of 
course, this is nothing more than a level of parametrization. More 
conceptual description may be found in the work of Green [12] 
concerning with Green polynomials arising from the representation 
theory of GL (F ), where F is a finite field of q-elements. n q q 

In 1976, Springer [39] succeeded in generalizing the above 
result to the case of connected reductive groups, i.e., he obtained a 
general relationship between unipotent conjugacy classes of a reduct
ive group and irreducible characters of its Weyl group. Before 
stating his result more precisely, we prepare some notations. Let G 
be a connected reductive algebraic group defined over an algebraica
lly closed field k of characteristic p > 0 and W be a Weyl 
group of G. Let B be the variety of Borel subgroups of G, and 
for each g e G we denote by B the subvariety of B consisting 
of Borel subgroups which contain g. Let u be a unipotent element 
in G. Springer constructed in [loc.cit.] the so-called Springer 
representations of W on £-adic cohomologies H1(^ / C L ) . Here £ is  1 u j£ 
a prime number not equal to p. Let (u) be the quotient of the 

G 0 centralizer Z^(u) of u by its connected centralizer Z^(u). Then 
AG(u) acts naturally on H1(z?u,Q^) commuting with the action of W. 
We shall consider the top cohomology group Htop(B , ) . It is 
decomposed as W x A (u)-modules. 

Htop(B ,). Htop(B ,). Htop(B ,). 
Htop(B ,). Htop(B ,). Htop(B ,). 

where p runs over all elements in A_(u)A, the set of irreducible 
representations of A (u) (up to conjugacy), and V is the 

Kj U , p 
W-module corresponding to p. Let N be the set of pairs (u , p ) , 
where u runs over a set of representatives of unipotent classes in 
G and p e A^(u)A. Springer has proved that V is irreducible G u, p 
if it is non-zero, and that the map (u ,p) -> V induces a 

u, p 
bijection (the Springer correspondence). 

{ ( u , p ) e N I Vn _ * 0} WA , u, p 

where WA is the set of isomorphism classes of irreducible represen-
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tations of W. 

Springer's original construction relies on a Lie algebra argume
nt in positive characteristic. In particular, it involves the Artin-
Schreier covering of k. Thus it works neither for the case where G 
is defined over C nor for the case p is too small. However, in 
[23], Lusztig gave a more elegant construction of Springer represen
tations by making use of the theory of perverse sheaves ([3]), 
which works simultaneously for G and its Lie algebra c[, and still 
makes sense in the characteristic 0 case by replacing &-adic 
cohomologies by classical cohomologies with (C-coefficients. We shall 
see briefly his construction. Let G = {(g,B) e G x B| g e B} and 
let TT: Q ->- G be the first projection. Let K = rII*Ql be the complex 
in the derived category ^c^'^£^ °^ certain £-adic sheaves on G, 
obtained as the direct image of the constant sheaf Qlon G. We 
denote by PIG the category of perverse sheaves on G, which is a 
full subcategory of Dbc (G,Ql) an<3 forms an abelian category (see §3). 
Lusztig showed that K turns out to be a semisimple object in PIG up 
to shift, and that the endomorphism algebra End K in PIG is 

_ _i isomorphic to the group algebra Q0 [W] of W. Since TT (g) * B , 
I g 

the induced action of W on the stalk ^g(K) at g e G of i-th 
cohomology sheaf of K induces an action of W on H 1 ^ ^ , ^ ) . This 
is Lusztig's construction. 

In the above setting, the Springer correspondence may be 
formulated as follows. K is decomposed into simple objects through 
W-action as 

K -
EeW 

E S> K 

where K_ is a simple object in PIG (up to shift) corresponding to E. hi 
Let G . be the set of unipotent elements in G. Borho-MacPherson uni 
[6] showed that the restriction KE |IGuni of KE on Guni . is 

E1 uni E _uni 
isomorphic to a simple object in PIG of the form IC(C,<£) (extended 
by 0 on G - C ) up to shift, where IC(C,£) is the intersection 
cohomology complex on C associated with (C,£) (see §3). Here C 
is a unipotent class in G and C is its Zariski closure in G, and 
£ is an irreducible G-equivariant local system on C. Since the set 
of such pairs (C,£) is naturally in 1-1 correspondence with N , we 

G 

have a map WA + N , which is shown to be injective by [6]. This 
is nothing but the Springer correspondence. 
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It should be noticed that the above map WA -> N is not 
necessarily surjective in general, and there exist some pairs (C,£) 
which do not correspond to any E e WA. In order to understand 
these missing pairs (C,£), Lusztig [25] introduced the notion of 
cuspidal complexes and that of induction of such complexes from 
Levi subgroups, (analogue of Harish-Chandra1s philosophy on cuspidal 
representations and parabolic inductions of reductive groups over 
iR or (F^). Thus by decomposing various induced complexes 
he obtained a certain class of G-equivariant simple perverse sheaves 
A ( G ) ., whose elements are called (unipotent) admissible complexes uni' ^ 
on G . He showed that, for each A z A ( G ) . the restriction A | G 

_' uni 1 uni 
is isomorphic to IC(C,£) up to shift for some (C,£) e N , and 
that the map A -»- (C,£) gives rise to a bijection A^G^uni ~ ^Q' (the 
generalized Springer correspondence). Note that ^ ^ u n i Parame~ 
trized by a disjoint union of irreducible characters of various 
Coxeter groups, and among them the Springer correspondence plays a 
role of principal series representations. 

The theory of generalized Springer correspondence may be extend
ed to the Lie algebras g_ without difficulty replacing unipotent 
classes by nilpotent orbits, whenever p is large enough. One of the 
advantages in the Lie algebra setting is the existence of Fourier 
transforms of Cj^-sheaves introduced by Deligne. Let 7 be such a 
Fourier transform on and let /7g_ be the category of perverse 
sheaves on c[. It is known by Laumon [19] that 7 induces an 
equivalence of categories 7: flg_ ->> flcj_m The significance of the 
restriction G -> Gun^ appearing in the generalized Springer corresp
ondence may be understood naturally from a view point of Fourier 
transforms. Springer's original work [39] is already related to the 
Fourier transform, even though it is implicit there. Inspired by an 
idea of Kashiwara [16] concerning with a z)-module approach to the 
Springer correspondence, Brylinski [7] formulated Borho-MacPherson1s 
theorem in terms of Fourier transforms, i.e., he showed that for each 

(simple object in flg similar to e PIG as before), 7K is L L h, 
isomorphic to IC(D,£), up to shift, for some (0,£) in N , (the 
analogous set for g_ to Ng with respect to nilpotent orbits in c[) . 
This result was strengthened by Lusztig [28] to the following form, 
including the case of generalized Springer correspondence for c[. He 
defined as an analogy of the case of G , a certain class of G-equiva
riant simple perverse sheaves A(£), called admissible complexes on 
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c[, and its subset ^S-^nil' nilP°tent admissible complexes. We shall 
say a G-equivariant simple perverse sheaf on c[ is orbital if it is 
of the form IC(0,£), up to shift, extended by 0 on £ - 0, where 
0 is an arbitrary G-orbit in c£ and £ is an irreducible 
G-equivariant local system on 0. He showed that A(g_) and the set 
of orbital objects in Mg are in 1-1 correspondence through 7. In 
particular, 7 induces a bijection between A(3.)n-j^ an<^ ^ • 

After Springer's pioneer work, various kind of approaches have 
been done for the construction of Springer representations in the 
case of k = C, e.g., the approach given by Slodowy [35] as the 
monodromy representations associated with the transversal slices of 
nilpotent orbits in c[, the one given by Kazhdan-Lusztig [22] from a 
topological point of view. As mentioned before, Hotta-Kashiwara [16] 
constructed Springer representations by making use of the theory of 
Z)-modules, which is closely related to the representation theory of 
Lie groups. Joseph [18] also constructed them (the ones correspond
ing to (u,1) e Nn) by applying his Goldie rank represenations of W 
in connection with the theory of primitive ideals of the enveloping 
algebra of c[. In fact, it became to notice, through their works, 
that Springer representations are closely related with the theory of 
primitive ideals, the geometry of nilpotent orbits and the character
istic classes associated with certain bundles on B. See Borho [5] 
for details, and also Ginsburg [11]. 

The aim of these notes is to give an exposition of the theory of 
the generalized Springer correspondence and their relations with 
Fourier transforms as mentioned in the earlier part. Hence, in these 
notes we concentrate ourselves to the positive characteristic case. 
Although much part of the discussion on the Springer correspondence 
is contained in that of the generalized Springer correspondence, we 
treated the Springer correspondence separately because of its 
importance. Also we added a chapter concerning generalized Green 
functions associated with a reductive group over a finite field, 
which leads to the determination of local intersection cohomologies 
/^( IC( C, £) ) . Although results of these notes are closely related 
to the theory of character sheaves developed by Lusztig [26], we do 
not discuss it here except a brief remark. The reader may consult 
the report of Mars and Springer on character sheaves in this volume. 
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I GEOMETRY OF ORBITS 

§ 1 . Geometry of 3^ 

1.1. Let G be a connected reductive algebraic group defined over 
an algebraically closed field k of characteristic p ^ 0, and let 
3 be the variety of Borel subgroups of G. We fix B = UT in 3, 

where U is the unipotent radical of B and T is a maximal torus 
of G contained in B. Let W = N_(T)/T be the Weyl group of G 

G 

with respect to T. We denote by Gun± tne set °f unipotent elements 
in G. For each g e G, put 

B = {B e B | g e B } 

It is a closed subvariety of B. The variety 3^ has been studied 
extensively, in connection with the study of conjugacy classes of G 
(or G-orbits of the Lie algebra g_ of G) by many authors. In p a r t i 
cular, B^ is of pure dimension (Spaltenstein [ 3 6 ] ) , and 3^ is 
connected if g is unipotent (Steinberg [ 4 2 ] ) . 

We now consider the following varieties. 

Z = {(g, B1, B2) e G x 3 x 3 | g E B1 O B } , 

Z' = {(g, B1, B2) G 
uni 

x £ x B | g e B 1 O B 2 } . 

Let vG be the number of positive roots in G, hence vG = dim 3. 

We have the following result due to Springer, Steinberg and Spalten
stein (see, eg., Spaltenstein [ 3 6 ] ) . 

1.2. Theorem. (i) Let C be a conjugacy class of G containing g. 
Then dim 3 = v„ - 4- dim C.  g KJ z 

(ii) Let C be a unipotent class. Then dim (Cfl U) = j dim C. 

(iii) All the irreducible components of Z (resp. Z1) are para
metrized by W. The variety Z (resp. Z') is of pure dimension with 
dim Z = dim G (resp. dim Z1 = 2 v G ) , respectively. 

Proof. Although all of these results are well-known now, we give 
the proof below for the sake of completeness. First we show ( i i i ) . 
Let p: Z' -v 3 x B be the projection on the second and third factors. 
G acts diagonally on 3 x B by conjugation action so that those 
G-orbits are parametrized by W (Bruhat d e c o m p o s i t i o n ) . Let 0^ be 
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the G-orbit corresponding to w e W, i.e., the G-orbit of (B,wBw 1) 
in B x ßm put Z1 = p 1(0 ). We have a partition Z1 = 

weW 
Z' . 
w 

Now, Z' is a vector bundle over G/(BAwBw ) - 0 with fibre w . w 
isomorphic to U f| wUw~ . Hence Z^ is irreducible and 

dim Z' 
w 

= dim 0 + dim (UAwUw 1) w 
= dim G - dim T 
UAwUwUAwUw 

Since all the pieces Z' have the same dimension 2vn, we see that 
W G 

dim Z1 = 2vG and that {Z^ | w e W} gives all the irreducible 
components of Z', where Z1 is the Zariski closure of Z' in Z1. 

w w 
This proves (iii) for Z1. The case of Z is proved in a similar way. 
In particular, if we define Z as the inverse image of 0 under 

w ^ w 
the projection Z + B x B, Z^ -> 0^ has a locally trivial fibration 
with fibre isomorphic to BOwBw"1 . Hence {Z^ | w e W} gives all 
the irreducible components of Z. 

Nextly, we shall show (i). Let g = su = us be the Jordan 
decomposition of g, where s is semisimple and u is unipotent, 
and let H = Z^(s). Then B is isomorphic to the disjoint union of 

H ^ 
finitely many copies of B^, where the last variety is the similar 
one as B^ with respect to the reductive group H and a unipotent 
element u in H. Thus the proof of (i) is reduced to the case 
where g is unipotent. We assume that g is unipotent and let C 
be the class containing g. The following inequality, which is 
crucial for our arguments in subsequent sections, was proved by 
Springer and Steinberg ([42]), independently. (1 .2.1 ) aim D s v -Q G 

1 
2 dim C 

We show (1.2.1). Let Y1 : Z' -> Gun^ be the first projection. Then 
each fibre of I|K on C is isomorphic to B x B . and so, i g g ' 

dim \JJ -1 , 1 (C) = dim C + 2 dim /3 

Since dim ^ ( C ) ^ dim Z' = 2vQ by (iii), we get (1.2.1). 

To complete the proof of (i), it is enough to show the following 
property, which was verified essentially using the classification of 
unipotent classes of G by Bala-Carter [8, 5.9.6, 5.10.1] in the 
case where char(k) = 0 or large enough, and by Spaltenstein 
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(e.g., [36]) in small characteristic cases. 

(1.2.2) For each unipotent class C in G, there exists w £ W such 
-1 -1 that Cfl (UAwUw ) is open dense in U n w U w 

Finally, we show (ii). Consider the variety 
V = {(x,B1) £ C x B | x e B1}. The projection on the first factor 
yields dim V = dim C + dim B as each fibre is isomorphic to B . 
1 g g 
On the other hand, the second projection yields dim V = dim B + 
dim (CO U) since C is a unipotent class. Thus, it follows from 
(i) that dim (CAU) = dim C + dim B - v„ = dim C. 

g (j z 
This proves (ii). 
1.3. Theorem 1.2 was generalized by Lusztig to the case of parabolic 
subgroups. Let P be a parabolic subgroup of G with Levi decompo
sition P = LUp, where L is a Levi subgroup of P and Up is the 
unipotent radical of P. We assume given a conjugacy class C^ in L 
and put I = Z°(L)C^ where Z^(L) is the connected center of L. 
Set 

Z = {(g, xP, x'P) e G x G/P x G/P _1 
g e x(IUp)x x'(IUp)x' 1} 

Z' = {(g, xP, x'P) e G x G/P x G/P g e x(C1Up)x 1f\ g e x(C1Up)xg e 

We also assume given a conjugacy class C in G. The following 
result was first proved by Springer [40] with some restriction on p, 
and by Lusztig in the general case extending the argument used in 
the proof of Theorem 1.2. In the special case where L = T, it is 
reduced to the preceding theorem. Note, in the following theorem, 
the equality fails in general (for example, C = regular unipotent 
class , C. = {1 } ) . 

1.4. Theorem (Lusztig [25]). (i) Given g £ C, we have 

dim {xP £ G/P | x 1gx £ C-U } ^ ( v - dim C) 1 
- (VL " "2 dim C1 ) ' 

where vT is the number of positive roots in L. 

(ii) Given g £ C^, we have 

dim (C n gUp) < 1 2 !dim C - dim C^ ) . 

(iii) dim Z ^ 2v„ 
G 

- 2v + dim Z 

(iv) dim Z" ^ 2v^ 
G 

- 2v + dim C. L I 
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1.5. Returning to the case of Borel subgroups, we shall deduce 
several properties of B as corollaries of Theorem 1.2. Let I(B ) 

g g 
be the set of irreducible components of B^m All the irreducible components of B have the same dimension (cf. 1.1). Let A_(g) be g G 
the quotient of the centralizer Z_(g) by its connected centralizer 
0 Z~(g). The conjugation action of Z„(g) on B induces an action \j g 

of A_(g) on I{B ). We denote by (I(B ) x i(B ))/A^(g) the set VJ g g g G 
of A (g)-orbits in I(B ) x i(B ) under the diagonal action of 
A (g ) . Then we have 

1.6. Corollary (Steinberg [43]). 

u 
(I ( B ) x i ( B ) ) /AQ(u) = W 

where u runs over all the representatives of unipotent classes 
in G. 

Proof. Let \p : Z1 -> Gun^ be as in the proof of theorem 1.2. Then 
for each unipotent class C containing u, ^ ^ ( C ) is isomorphic to 

Z (u) 
G x (B^ x B^) . Thus, all the irreducible components of il̂  (C) 
come from the components of G x (B x B ) , and two components of 
G x (B x B ) give the same component of vp^(C) if and only if 
they are in the same Z_(u)-orbit. Hence the set of irreducible 

-1 
components of il̂  (C) are in 1-1 correspondence with the set of 
A_(u)-orbits in I(B ) x I(B ). Now it follows from Theorem 1.2 that 
G U U ^ 

all the irreducible components of \\)~ (C) have the same dimension 
2v^ = dim Z1. So, the left hand side of Corollary 1.6 corresponds 
bijectively to the set of irreducible components of Z1, which is 
parametrized by W by Theorem 1.2 (iii). 
1.7. Corollary. 

(i) For any i > 0, dim {x e G| dim B z 2 } < dim G - i , 

( ii) For any i £ 0, dim {x e G .I dim B ^ ' L uni ' X 
_i 
2 } , 2vG - i . 

Proof. First consider (i). Assume that (i) fails for some i > 0. 
Put V = (x e G| dim $x £ i/2} for this i. V is closed in G. 
Consider the variety Z defined in 1.1 and let v|>: Z G be the 
first projection. Then by our assumption, the dimension of the 

_1 
inverse image i) (V) of V is at least (dim G - i) + i = dim G. 

_1 
Since dim Z = dim G by Theorem 1.2 (iii), (V) contains an 
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irreducible component of Z, which is necessarily of the form Z^ 

for some w e W by (the proof of) Theorem 1.2. Hence ij;-1 (V) 

contains a set 

{(g, xB, xwB) e G x G/B x G/B| x 1gx C T } 
reg J 

where T is the set of regular semisimple elements in T, i.e., reg ^ 

the set of t e T such that zç(t) = T* Then we have Treg ̂  v-

But this implies a contradiction since dim B^ = 0 for a regular 

elemnt x. 

Next we show (ii). Assume that (ii) fails for some i ^ 0, and 

put V" = {x e G . I dim B > i/2} for this i. Let ip • Z ' -v G 
uni! x _^ 1 uni 

be as before. Then by our assumption, dim (V) > 2vG = dim Z'. 

This is a contradiction. 

§2. Some partition of G 

2.1. In this section, we shall construct a partition of G into 

irreducible, locally closed, smooth pieces stable by conjugation by G. 

This partition will play a fundamental role in Chapter III. 

For each g e G, let g be its semisimple part. An element g e G 
s 0 

is said to be isolated if Z_(g ) is not contained in any Levi sub-
KJ S 

group of a proper parabolic subgroup of G. Its class is called an 

isolated class. Note, if G is semisimple, there exist only 

finitely many isolated classes. Let L be a Levi subgroup of a 

parabolic subgroup of G and Z be the inverse image of an isolated 

class in L/Z^(L) under the natural map L -> L/Z^(L). Put 

and 

Z 
req 

{x e I Z 0 
G( 
:x_) c l} 

Y 
(L,Z) = 

geG 

x_) c l} 
x_) c l}  

-1 

Then we have 

2.2. Proposition. G = _[_[ Y, n (disjoint union) , 

(L,Z) {ij,L) 

where (L,Z) runs over all such pairs up to G-conj ugacy. Each piece 

Y^L £j is irreducible, locally closed, smooth and stable by conjuga

tion by G. Moreover, 

dlm Y(L,Z) 
= dim G - dim L + dim Z 
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In fact, if we define H _ ( g ) , for each g z G, as a Levi subgroup 
of some parabolic subgroup of G which is the smallest closed sub
group containing Z^(g ) , then we see that H (g)c L and Z = 

G s (j reg 
{g z Z | H^(g) = L } . Hence Z is open dense in Z and so, Y , Y . 

\j reg \ L F ZJ , 

is irreducible. By making use of the Steinberg map a: G T/W, it 
is verified that Y / T V V is locally closed. The map g H^(g) 

( L i L ) G 
defines a locally trivial fibration Y(L,Z) the variety of all 
conjugates or L, whose fibres are isomorphic to 

neN (L)/L 
n(Z )n 1. 

rea 

Since this last variety is a finitely many copies of ^reg' we see 
that Y , v. is smooth. The dimension of Y / v. is also deter-

v L , L ) ( L r L ) 
mined from this. Conversely, for any g z G, if we put L = H^(g) 

0 G and Z = Z (L)C1 , where C1 is the class of L containing g, then 0 Z is isolated modulo Z (L) and g z Y , V . . Hence these Y / T VX ( L t h ) \ L f L ) 
form a partition of G. 

2.3. Let Y = Y (L,Z) be as in 2.1. Let us define 

? = f(g, xL) £ G x G/L I -1 
x gx z regJ ' 

and 
X = {(g, xP) z G x G/P x gx e ZU } r 

where P = LUp is a parabolic subgroup cntaining L and Z is the 
closure of Z in L. Let TT: X -> G be the projection onto the first 
factor. TT is G-equivariant with respect to a G-action on X given 
B Y 9-] : (g/XP) (g^jgg-j , g 1 x P ) , and the conjugation action of G on 
G. Then we have 

2.4. Lemma. (i) X is irreducible, and dim X = dim Y . 

(ii) IT is proper and T T ( X ) = Y (the closure of Y in G ) . 
(iii) The map (g,xL) -> (g,xP) gives an isomorphism ? ^ tt ( Y ) C X 

Proof. We show only (i) and ( i i ) . For the proof of ( i i i ) , see [25, 
4 . 3 ] . The second projection X + G/P is G-equivariant and each 
fibre is isomorphic to ZUp. Hence X is irreducible, and 

dim X = dim G/P + dim Z + dim Up = dim Y . 

This proves ( i ) . 
For ( i i ) , let X 1 = {(g,xP) | x gx z P } . Then it is easily 

verified that X is a closed subvariety of X ' . Since the first 
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projection X 1 •> G is proper, the map TT: X •+ G is also proper and 
so T T ( X ) is closed in G. Since Y cz T T ( X ) , we have Y c T T ( X ) . N O W 

dim T T ( X ) ^ dim X = dim Y by (i) . Hence Y = T T ( X ) as both sets are 
irreducible of the same dimension. This proves ( i i ) . 

2.5. Corollary. Assume Z n L . * <j>. Let Y . = Y A G and 
_<\ _ _ uni uni uni 

X . = TT (Y . ) . Then Y . and X . are (non-empty and) uni uni uni uni c—L 
irreducible. 

Proof. Since Z r» L .*<!># Z A L . = C. : a unipotent class in L.  _ _ uni ' uni 1 
Then E H L . = C1 (the closure of C1 in L) and 

X . 
uni 

{(g, X P ) e G . uni x G/P | x 1gx e ZUp} 

= {(g, xP) e G x G/P — 1 — x gx e C-|Up} / 

which is irreducible by the similar proof as in Lemma 2.4 ( i ) . Thus 
Y . = T T ( X . ) is also irreducible, uni uni 

II SPRINGER CORRESPONDENCE 

From now on, throughout the paper, we assume k = (F^, the algebraic 
closure of a finite field of characteristic p. 

§3 . Generalities on perverse sheaves 

3.1. In this section, we review briefly the fundamental results on 
perverse sheaves which will be used later. For the general reference 
on the theory of perverse sheaves, see Beilinson, Bernstein and 
Deligne [ 3 ] . 

Let X be an algebraic variety over k. We fix a prime number 
I (& * p) and let be the algebraic closure of il-adic number 
field. A 5^-sheaf 7 on X is called a ( C ^ - ) local system if 7 is 
locally constant and each stalk 7^ at x e X is a finite dimensio
nal Q^-vector space. A sheaf 7 on X is said to be constructible 
if there exists a filtration Xnc X. c ... c X = X by closed subsets 

0 1 n 
such that the restriction 7\(X^- X±_1) of 7 on X i - X±_1 is a 
local system for each i. 

Let D{X) = D(X,<&^) be the derived category of complexes of Q^-
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sheaves on X. For a complex K in D(X) , /ẑ K will denote the i-th 

cohomology sheaf of K. We denote by D^(X) = D^{X,Ql) the full sub

category of D(X) consisting of bounded complexes K such that H K 

are constructible for any i. For K e Dc(X), K[i] means the i-th 

shift, so that /^(KfjJ) = H±+^Km In the following, we regard a 

constructible sheaf £ on X as a complex in ^ ^ x ) concentrated 

to the degree 0• 

3.2. Let D : L 
C 
(X) D b c (X) be the Verdier dual operator. K e L b 

c 
( X I 

is called a perverse sheaf if 

(3.2.1 ) (i) dim supp tí^K ú -i , 

(ii) dim supp HXDK ^ -i for any i. 

Let flX be the full subcategory of ^c^x) consisting of perverse 

sheaves. It is known that flX is an abelian category [3, 2.14, 

1.3.6]. It is artinian and noetherian, hence all objects have finite 

length [3, 4.3.1]. 

3.3. Let Yc X be a locally closed smooth irreducible subvariety of 

dimension d of X and L be a local system on Y. Let Y be 

the algebraic closure of Y in X. Following Goresky-MacPherson 

[13] and Deligne, one can associate to L, an intersection cohomology 

complex IC(Y,£), which is an object in D^(Y). K = IC(Y,£)[d] is 

characterized by the following properties. 

(3.3.1 ) (i) HLK = 0 if i < -d 4 

(ii) /TdK I Y = L , 

(iii) dim supp /ẑ K < -i if i > -d , 

(iV) dim supp /i^DK < -i if i > -d . 

Thus K is a perverse sheaf. If L is an irreducible local system 

on Y, K is a simple object in /7Y and the direct image i^K is a 

simple object in fix, where i : Y -»- X is an inclusion. Moreover by 

[3,4.3.1], all the simple objects in flX are obtained in this way 

from some pair (Y,.£) as above. Note that i^K is a complex obtained 

from K by extending by 0 outside of Y. So, we regard, by abbre

viation, an object in PÌY as an object in flX by applying i^. 

3.4. Let K = IC(Y,>£)[dim Y] be a simple object in /7X. K is call

ed a perverse sheaf with finite monodromy if there exists a finite 
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étale covering TT: ? Y such that TT L is a constant sheaf. For 
example if Y is smooth, the constant sheaf Q0 is a simple perverse 

b 
sheaf with finite monodromy thanks to 3.3. A complex in ^c(x) i-s 
said to be semisimple if it is a direct sum of J3^[n^], where is 
a simple perverse sheaf and n^ is a shift. We have the following 
deep result due to Beilinson, Bernstein, Deligne and Gabber. 

Decomposition theorem ([3, 6.2.5]) 
Let f : X -»• Y be a proper morphism and let K be a simple perverse  
sheaf with finite monodromy. Then the direct image f^K e D^iY) is  
semisimple. In particular, if f^K is a perverse sheaf, it is a  
semisimple object in PTI. 

3.5. If f : X Y is a smooth morphism with connected fibre of 
* dimension d, then for each K e PIY, f K[d] is a perverse sheaf on 

X. Let H be a connected group acting on a variety X. K e PIX is 
said to be H-equivariant if there exists an isomorphism between two 

* * 
perverse sheaves m K[dim H] and p K[dim H] on H x x , where 
m: H x x X is the action of H on X and p: H x x X is the 
second projection. The notion of H-equivariance of perverse sheaves 
is compatible with the direct image and the inverse image functors in 
an appropriate sense. Moreover, 

(3.5.1) ( [26, (1 .9.1 ) ] ) If K e PIX is H-equivariant, then any 
subquotient K ' e PÎX of K is also H-equivariant. 

The similar definition of H-equivariance can be applied to the case 
of local systems on X, i.e., a local system il on X is said to be 
H-equivariant if m L - p L, Assume H acts transitively on X and 
let H^ be the isotropy subgroup of H at x in X. Let L be an 
H-equivariant local system on X. Then the component group A(x) = 
Hx/H^ acts naturally on the stalk of L, which gives rise to a 
Ë^-representaton of A(x). Conversely, if p is an irreducible 
representation of A(x), we obtain an irreducible H-equivariant local 
system L by decomposing A(x) -equivariant local system fî fL I i«e«, 

P _ o ^ 
L = Horn,. ,(P,TT^(Q0). Here TT: H/H •> H/H - X is a finite étale 

P A \ X ) Ai X X 

covering with group A(x). A(x) acts on the stalk (̂  )v at x as 
the dual representation p of p. The above procedure defines a 1-1 
correspondence between H-equivariant local systems on X and finite 
dimensional representations of A(x) on Q « . 
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§4. Construction of Springer representations 

4.1. Returning to the situation in Chapter I with char(k) = p > 0, we 

consider a reductive group G and the variety B for g £ G. 

Following Lusztig [23], we shall construct Weyl group representations 

on £-adic cohomology groups H1(B ,QQ ). Our starting point is the 
g 3c 

Grothendieck-Springer map TT: S G, where 
S = {(g,xB) £ G x G/B I x gx e B} 

and TT is the projection onto the first factor. The map TT enjoys 

several nice properties as follows: 

— the second projection 6 G/B has a locally trivial fibration 

each of whose fibre is isomorphic to B, hence Q is smooth. 

— the map TT is proper since & is closed in G x G/B. 

— TT (Guni) ^s a vector bundle over G/B with fibre isomorphic 

to U, via the second projection. Hence (G .) is smooth. 
uni 

In fact the restriction of TT to TT ̂  (G . ) is the resolution of 
uni 

singularity of Guni an<̂  ^s tne so-called "Springer resolution" of 

Guni-

Let Greg be the set or regular semisimple elements of G. 
0 

(Note g £ G is said to be regular semisimple if Z^(g) is a maximal 
G 

torus). G is open dense in G and in fact coincides with Y, 
reg (L r L) 

with (L,I) = (T,T) in 2.1. Hence TT: X -> G in 2.3 coincides with 

our map TT: Ö G. Put 

E = {<g,*T> E G x G/T I — 1 
x gx £ T } 

^ reqJ 

where Treg = TnGreg- xt follows from Lemma 2.4 (iii) (and is 

verified easily), that 

(4.1.1) G ^ TT (G ) 
reg reg 

via (g,xT) (g,xB). 

Let TT - TT 1 (G ) G be the restriction of TT to 
^ 0 reg reg 

TT- (G ). W acts on Ô from the right by w: (g,xT) •> (g,xwT) 
reg _̂  reg ^ ^' ^' 

and so acts on TT (G ). Then TTA is W-equivariant with respect 
reg 0 _<] 

to the trivial W-action on G , and in fact, TT« : TT (G ) -> G 
reg' ' 0 reg reg 

turns out to be an unramified covering with Galois group W. Thus 
the direct image sheaf L - ( T T ^ ) ^ Q ^ (= R ( TT̂  ) ^<D^ ) of the constant 
sheaf Qn on TT ̂  ( G ) is a local system on G with W-action, I reg 2 reg ' 
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(w acts from the left as sheaf automorphisms on L). 

We now consider the intersection cohomology complex IC(G,£) on 
G = G associated with L. Since IC is a fully faithful functor reg 
from the category of local systems on Greg to Mg UP to shift, it 
induces an action of W on IC(G,£)[dim G] z AG. On the other hand, 
one can consider the direct image T T £ z)c(G) of the constant sheaf 

Ql on G under the map TT. The following result is crucial for our 
construction of Weyl group representations. 

4 . 2 . Proposition (Lusztig [ 2 3 ] ) . Let n = dim G. Then 

IC(G,£)[n] - T T ^ [ n ] in № . 

Proof. Put K = TT^Q^tn]. It is enough to verify the statement 
corresponding to ( 3 . 3 . 1 ) for K. Note that Z/1 ( TT̂ £)£ ) - R1^©^. Thus 
(i) follows from the fact that the stalk (R Tr^^^)x at x e G is 
isomorphic to H"*" ( TT ^ ( X ) , © ^ ) . (ii) is immediate from the proper base 
change theorem for TT: <2 •> G and for G G. We have to show 

reg 
(iii) and (iV). Since S is smooth of dimension n, we have 
D (C^[n]) - S^[n]. This implies that DK - K since the Verdier dual 
operator commutes with the direct image for a proper map. Hence it 
is enough to show (iii). Since TT ( X ) - B^ for each x e G, the 
condition (r1tt*^£^x x 0 implies that H"L^X'^£) * 0 and so 
i ^ 2 dim B^. Thus supp //"'"(TT^Q^)^ is contained in a set 
(x e G | i ^ 2 dim B }m Now it follows frim Corollary 1 .7 (i) that 
dim supp /^(TT^C^) < n - i if i > 0 . This proves (iii). 

4 . 3 . From the argument in 4 . 1 , we know already that W acts on the 
complex IC(G,£). Hence W acts on 7R*G^ by Proposition 4 . 2 and so 
on each stalk /^(TT^Q^) at x e G of its cohomology sheaf. Thus we 
have an action of W on ^ ^ x ' ^ l ^ ~ ^x^77*^^ " lT~ is called the 
"Springer representations" of W. As mentioned in Introduction, this 
kind of representations were first constructed by Springer [ 3 9 ] by a 
different method under some restriction on p, rather for the varie
ties B associated to a nilpotent element A in the Lie algebra g_ 
of G. Note the above construction works for every p ^ 0 and also 
makes sense for the Lie algebra case (see §5). 

4 . 4 Remark. The arguments used to prove Proposition 4 . 2 is summari
zed as follows. Let f: X -* Y be a proper map of irreducible 
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varieties of the same dimension, say n. We assume that X is 
smooth. Following Goresky-MacPherson [13], we say that f is small 
if dim {y e Y | 2 dim f (y) ^ i} < n-i for i > 0, and semismall 
if the last inequality is replaced by ^ n-i. Let L be a local 
system on X. Since X is smooth, we have D(L[n]) - LV[n], where 
l7 is the dual local system of L on X. Now the similar argument 
as in the proof of Proposition 4.2 implies that f^.£[n] is a 
perverse sheaf on Y if f is semismall, and f^I[n] satisfies the 
property (i), (iii) and (iV) in (3.3.1) if f is small. 

§5. The action of W on H*(^#Q^) 

5.1. We have an action of W on H1(^,^^) as a special case g = 1 
of Springer representations on H (B which we call the Springer 

g x, 
action of W. On the other hand, we have another action of W on 
H^iB,®^) defined as follows. Consider the natural map G/T -* G/B. 
Then G/T is a vector bundle over G/B with fibre isomorphic to U, 
and so H1(G/T,Q^) is isomorphic to H 1 ( G / B , ) . Hence the right 
action of W on G/T given by w: gT -> gwT gives rise to a left 
action of W on H1(^,Q^) via the above isomorphism. We call this 
the classical action of W. In fact, much is known about the classi
cal action of W. In particular, we have the following fact ([39]). 
Let V be a finite dimensional Q^-space on which W acts as the 
reflection representation, and let S(V) be the symmetric algebra on 
V. W acts naturally on S(V). Let I be the ideal of S(V) 
generated by non-constant homogeneous W-invariant elements of S(V). 
Then S(V)/I - 6^[W] as W-modules. It turns out that H1(^,C£) = 0 
if i is odd and that H (B,Q^) is isomorphic to S(V)/l as graded modules. 

5.2. The purpose of this section is to prove the coincidence of 
* _ 

these two Weyl group representations on H (B,Q^). In order to do 
this, we shall pass to the Lie algebra situation for a while and 
consider an analogous construction of Springer representations. 
Let = ^ie G and £Lreg ^e the set of regular semisimple elements 
of g i.e., the set of X e g such that Z^(X) is a maximal torus. 
We assume p large enough so that SLreQ is open dense in c[. Let 

g = f(X,gB) e £ x G/B Ad(g )X e Lie B } 
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_ 1 

5 . 3 . Assume, for a while, that G = G- x GN x ... x G, , where G. 
' 1 2 kf i 

is either GLn or a simply connected almost simple group not of type 

A, and also assume that p is good for each G^. Then, by Bardsley-

Richardson [2], there exists a logarithm map log: G -> g. satisfying 

the following properties; log is G-equivariant with respect to the 

adjoint action of G, log (1 ) = 0, the differential dflog)^: g; -> c[ is 

the identity map, the restriction of log on G . gives rise to an 
^ uni ^ 

isomorphism Gun± ^ ̂ nil' wnere ^nil "*~s trie se*" nilpotent 

elements in c[. Moreover, it is easily checked from the construction 

of log, that dim Z„(x) = dim Zr,(log x) and that log x e a is 
G G 

semisimple if x e G is semisimple. Let TT: 0 G and TT' : g SI be as before, and consider the 

comple> TT*Ç D c ( G ) and 
b 
c (g). 

Applying the proper base 

change theorem to G - £ x^ G (fibre product), we see that 

log ( TT^Q^ ) - TT^C^. Moreover, it follows from the properties of log, 

that log-1(g ) = G . This implies that the two actions of W ^ % e g reg ^ 
on TT . Q„ , one is obtained from G , and the other is obtained from 

* * reg' 

cj-reg via log , coincide each other. In particular, we see that the 

Springer representations of W on h1^x'^£^ coincides with those 

on H 1 ( ^ X , Q ^ ) , where X = log x. This conclusion is still true for 

a reductive group G in general in an appropriate sense, since the 

variety depends only on x mod Z(G) and the Springer represen

tation is independent of an isogeny of groups. 

Returning to the previous setting, we consider a reductive group 

G in general. We shall prove the following fact, which was noticed 

by Borho-MacPherson in the case k = C , and was proved by 

Spaltenstein for k of arbitrary characteristic. 

5 . 4 . Proposition (Borho-MacPherson [ 6 ] , Spaltenstein [ 3 8 ] ) . 

The Springer action of W on H1(5 , Q ^ ) coincides with the classical 

action. 
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is isomorphic to z?x = {B^ e B \ X e Lie B^ } . The argument employed 

in § 4 can be applied without change to this case. In particular, W 

acts on the direct image ^ifi^ on 2 / and we have an induced W-action 
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Proof, We shall prove this only for the case p is large enough. 

See the remark below for the general case. In view of the discussion 

in 5.3, we may consider the Lie algebra case. For a subvariety X 

of g_, we have a canonical isomorphism H1 ( X , TT^Q^ ) * H1 ( TT ' ~ ( X ) F Q ^ ) . 

The action of W on ^L&i induces the action of W on H (X,T\+Q^) , 

and so on H^CTT1 1 ( X ) ) (we omit the constant sheaf Ql to simplify 

the notation). If X C Y are subvarieties of q_, the natural map 

HI ( TT1 ( Y ) ) H i ( T r ' ~ 1 ( X ) ) is W-equivariant with respect to these 

W-actions. 

Now assume, for simplicity, that there exists a strongly regular 

semisimple element £ in t = Lie T (i.e., Z_(£) = T ) . This is 

certainly the case if p is large enough. Let 0 be the G-orbit of 
-1 

£ in g_ and consider the second projection p: TT 1 (0) •+ B, Then 

(5.4.1) The induced map p : H1 (¿0 + H1 ( TT 1 (0)) is W-equivariant 

with respect to the Springer action of W. 

In fact, this is shown as follows. Note that p is factorized as 

-1 ~ - ~ 

p = p.i, where i: TT ' (0) c+ g_, and p: g_ B is the second projec

tion. Since i is W-equivariant, we have only to show that p is 

W-equivariant. First we note that, if we write T: B =v ̂ '"^(Ojc^ cf / 

then p»i = id^. On the other hand, since g_ is a vector bundle 

over B with fibre isomorphic to Lie B, p : H1(z?) H1 (c[) is an 

isomorphism. Hence p = (i ) is W-equivariant as asserted. 

Let c 
-rea 

be the variety similar to ti 
rea1 

and let D be the 

subvariety of g. 
reg 

corresponding to TT 1 (0) under the isomorphisn 
(Ad(g (g)C x 

^req 
(analogue of (4.1.1)), note that 0 C g ) . 

^req 
Hence 

Ü = [<Ad<gK, gwT) £ q x G/T I q Z G, w Z W} 

W acts on D by w: (Ad(g)C, gvT) -* (Ad(g)Ç, gvwT), which is the 

restriction of the action of W on g reg considered before. Thus 
i -1 r i 

the induced action of W on H ( TT 1 (0)) ^ H (D) is nothing but the . 

Springer action of W on it. Let p: D •+ G/T be the second projec

tion. Then p is W-equivariant with respect to the natural action 

of W on G/T considered before, and we have the following commuta

tive diagram. 
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T TT' 1 (0) 

P P 

G/T • G/B * B 

where G/T -> G/B is the natural map. Since the classical action of 
W comes from the W-action on G/T, we see that p : H1(z?) 
H1(TTI (0)) is W-equivariant with respect to the classical action of 
W on H1(^) also. Hence, to complete the proof, it is enough to 
show that p is injective, or equivalently p : H1(G/T) H1(D) is 
injective. The latter is shown as follows. For each w e W, let 

D 
w 

{(Ad(q)E. qwT) z g x G/T g E G } 

Then D = J _ L D (disjoint union), and 0 are irreducible components 
weW w w 

of Dm Moreover, the second projection p^: 0^ -»- G/T gives rise to 
an isomorphism between two varieties. Hence, Hi (D) ^ (J)WeW H (D ) 

and p = i • p , where i : u um This implies that p is *w w ^ w w ^ 
injective, and we get the proposition. 

5.5. Corollary. H (B,QZ) Qn [W] as W-modules. 

5.6. Remark. The argument given in 5.4 works as well to G itself 
except one step. In the case of groups, the projection p: S -> B is 
no longer a vector bundle. So we can not know whether H1(z?) is 
isomorphic to H 1 ( S ) or not, and the proof of the counterpart of 
(5.4.1) for the group case breaks here. However, Spaltenstein [38] 
proved (5.4.1) directly for the group case, i.e., he showed that 
* i i -1 p : H {B) -> H ( TT (C)) is W-equivariant for arbitrary 

characteristic, where C is the conjugacy class containing a 
strongly regular element t in T. Thus the proposition holds 
without restriction on p. 

§6. Borho-MacPherson1 s theorem 

6.1. In this section, we want to prove the Borho-MacPherson1 s 
theorem, which describes the restriction of 7T*̂ £ to GUni anc^ â -so 
gives the Springer correspondence mentioned in Introduction. Before 
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stating the theorem, we prepare some notations. Let NG be the set 

of all pairs (C,£), where C is a unipotent class in G and <£ is 

a G-equivariant irreducible local system on C. In view of 3.5, NG 

can be regarded as the set of pairs (u,p), up to G-conjugate, where 

u is a unipotent element in G and p e AG(u)A. 

For a given pair (C,£) e N„, the intersection cohomology complex 
G 

IC(C,£)[dim C ] , extended by 0 on Guni~ C, (C is the closure of C 

in G ) , is a G-equivariant simple perverse sheaf on Guni' and a H 

the G-equivariant simple perverse sheaves on Gun± are obtained in 

this way from some (C,£) e N m We can now state 
G 

6.2. Theorem (Borho-MacPherson [6]). 

(i) ir.$A[2vG]|Guni is a semisimple object in ftC uni and is 

decomposed as 

(6.2.1 ) 7T*Ö-[2vr] I Juni = 
(CF £ ) 

(Ad(g)C (Ad(g)C (Ad(g)C 

where (C,£) runs over all the pairs in , and V"c ^ is a 

^-vector space whose dimension is equal to the multiplicity of the  

simple object correponding to (C,£). 

(ii) The action of W on TT . <Qn IG . leads to the action of W — *• ̂  i uni 
on each V- r in the right hand side of (6.2.1). Then any W-module 

(Ad(g)C is irreducible, and the map (C,£) V_, P gives rise to a 

bij ection, 

{(C,£) e NI VC.£ * °> 
d ds (the Springer correspondence). 

Proof. Let TT. be the restriction of TT: CJ -* G to TT 1 (G . ).  
1 _ _ uni 

Then by the proper base change theorem, "n*<B0|G . - (TT1)^.(Q0. NOW, 
¿1 36 uni I 36 

TT (G . ) is smooth, TT. is proper and dim G . = 2v^. Hence it 
uni ' 1 ^ 1 uni G 

follows from Corollary 1.7 (ii) and Remark 4.4, that ( TT̂  ) [2v^] is 

a perverse sheaf on G . , which is G-equivariant since TT. is so. 
1 _ uni' M 1 

Put = ( TT̂  ) [ 2 vG ] . Then the decomposition theorem in 3.4 asserts 

that K. is a semisimple object in AG .. Since is G-equivari-
1 uni 1 M 

ant, each direct summand is also G-equivariant (cf. (3.5.1)). Thus, 

we have a decomposition 

K1 = (Ad(g)C (Ad(g)C 

(C,£) 
VC,£ IC(C,£)[dim C] 

which proves (i). 
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Since the action of W is given as automorphisms on , it 

necessarily induces the action of W on the multiplicity spaces. 

(Ad(g)C On the other hand, the action of W on K1 induces a map 

a: <Q£[W] End K1 

In order to prove (ii), it is enough to show that a is an isomor

phism. First we show that a is injective. Note that each stalk 

//|(K1 ) of K1 at 1 z G is isomorphic to Hi+2v (z?,Q^), where v = v̂ ,. 

Thus we have a natural homomorphism End K1 End H (B). Combining 

this map with a, we have 

3: OotW] End H*(B) . 

But 3 is nothing but the action of W on H (B). Since H (B) is 

a regular W-module by Corollary 5.5, we see that 3 is injective. 

Thus a is injective. 

Next we show that a is surjective. We already know that a is 

injective. So, it is enough to show that dim Q^[W] ^ dim End K1 , 

which , by (6.2.1). is equivalent to 

(6.2.2) 
;c,£ 

(dim V 
C,£ 

)2 (Ad(g)C 

We shall prove (6.2.2). Take x z G ., and let C be the class in 
2dx X _ 

G containing x. Put d = dim B . Since H {B ,Qn) -

s 
sq 

x 
X(K,[-2v]), we have, by (6.2.1), 

(6.2.3) H 
2d 

(Ad(g)C 
(Ad(g)C :c,£) .vcf£ 

2d 
x 
x 

x 
- 2v + dim C 

IC(C,£) . 

Since K. is G-equivariant, Z^(x) acts on each stalk fi (K. ) at 
I G X I 

x, which induces an action of Aç(x) on it. This action coincides 
with the corresponding action of Aç(x) on H"̂  + ̂ V^X'^£^ induced 

from the natural action of Z^(x) on B . Let ( C , £ ) z /V_ be the 
G x x ' p G 

pair corresponding to (x ,p) with p z A^(x)A. We consider the 
G 

direct summand in (6.2.1) correponding to (C ,£ ). Since 
x p 

2d - 2v + dim C = 0 by Theorem 1.2 (i), this direct summand is 
x 0 X-

equal to H (IC(C . £ ) ) = ( £ ) , the stalk of £ at x, which is an 
^ x x ' p p xf p 

irreducible A^(x)-module isomorphic to p , the dual of p. This 
v 2dx -

implies that the multiplicity of p in A (x)-module H (B ,QQ) is 
G X X , 

at least dim V , where V = V̂ . c . So, if we put m, x the 
x , p ' x ,p cv/£n (x ,p) 

2dx -
multiplicity of p in H (^x'®£^' we ̂ ave 

82 



GEOMETRY OF ORBITS AND SPRINGER CORRESPONDENCE 

dim V _ ^ m, . x, p (x, p) 
On the other hand. 

E 
peA (x) A 

2 
(x,p) = dim End AG(x 

2dx 
(H (\,<S}Z)) 

= dim (End. 
cx 

H 
2d 

x < 5 x ' V > 
A (x) 

Now the base of H 
2d 

x (Ad(g)C is parametrized by the set of irreduci
ble components I{3 ) of B , with the action of A_(x). Hence the 

X X u 
last quantity coincides with the number of A^(x)-orbits on I(B ) x 

G x 
I ( z?x ) under the diagonal action. Thus, 
(6.2.4) 

(x,p) 
(dim V ) 2 < 

(x,p) 
2 
(x,p) 

xeG . / ~ uni 
|<i<ax) x 1(B ))/A (x) I 

= |W| . 

The last equality follows from Corollary 1.6. This proves (6.2.2) 
and so the theorem. 

The theorem implies that the inequality in (6.2.4) is indeed an 
equality. Hence, dim V = m, and we have the following 

x,p (x,p) 
corollary, which is the original form of the Springer correspondence 
given in Springer [39]. 

6.3. Corollary (Springer [39]). 
2d 

H X < V V 
P 

V 0 p x,p ^ 
as W x A^(x)-modules . 

6.4. Remarks, (i) It follows from the theorem that the map 

3*a 1 : End K1 End H ( £ , < D £ ) 

obtained by restrcting to the stalk of k1 at 1 e G is injective. 
This implies the uniqueness of Springer representations in the 
following sense. If we have a W-action on (TT^)^Q^ which induces the 
classical W-action on H (B), then this W-action must coincide with 
the Springer action. Using this property, various Weyl group repre-
sentations on H ( ^ X , C ^ ) constructed by several authors, the 
original one defined by Springer [39], [40], the one defined by 
Slodowy [35], and the one by Kazhdan and Lusztig [22], etc., can be 
identified. (See, Hotta [14],[15]). 
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(ii) The equality in Theorem 1 . 2 (i) itself is not so essential 
compared with the inequality ( 1 . 2 . 1 ) for the proof of Theorem 6 , 2 , In 
fact, if we assume only ( 1 . 2 . 1 ) , the left hand side of Corollary 1 .6 

is replaced by the disjoint union of unipotent classes for which the 
equality in Theorem 1 . 2 (i) holds. Thus, even in this case, Borho-
MacPherson's theorem holds in a modified form, i.e., it gives a 
bijective correspondence between WA and the set of pairs (u,p) in 
N„ such that u satisfies the equality in Theorem 1 . 2 (i) and that G 
V * 0. 
x,p 

6 . 5 . The Springer correspondence discussed above may be seen from 
_ i somewhat different point of view as follows. Since TT„ : TT (G ) -* ^ 0 reg 

Greg ^S an unramifi-e<3 covering with Galois group W, L - (TTq)^C^ is 
semisimple and is decomposed as 

L -
EeW 

(Ad(g)C 

where L = Hom^(E,£) is an irreducible local system corresponding 
to E e WA and W acts only on the multiplicity space E. Thus, 
from the functoriality of IC, we have 

IC(G,£)[n] = 
EeWA 

E <3> IC(G,£ )[n] in № , 

where n = dim G. The W-action on IC(G,£)[n] is realized by the 
W-action on the multiplicity spaces E, and Borho-MacPherson1s 
theorem asserts that the restriction of IC(G.L^) to G is still 

E uni 
a perverse sheaf up to shift and 

IC(G,£ )[2v ] I G 
uni 

* IC(C.£)fdim CI 

for a unique pair (C,£) e Nn* The class of G-equivariant simple 
G 

perverse sheaves such as I C ( G , ) [ n ] are examples of admissible 
hi 

complexes on G, which is the main objective in the next chapter. 
In fact, it is expected that there will be a close relationship 
between admissible complexes and irreducible characters of finite 
reductive groups G(F ) (see Chapter IV). 
6 . 6 . Corollary 1 .6 has the following cohomological interpretation 
concerned with Springer representations of W. Consider Z as in 
1.1 and let \JJ: Z + G be the first projection. Then Z - G x g 

- - - b (fibre product) and IJJ - ^^Q^ B in ^ for the constant 
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sheaf Ql on Z. Since 7T*C^ is a W-equivariant complex, \\), <Q̂  is 

W x W-equivariant. Thus H^(Z,Q£) - (Ĥ  ( G, i[), ) turns out to be a 
W x W-module. This procedure also works for ^"^(X) -+ X for any 
locally closed subset X in G, and one can get a W x W-module 

Hic( (\jj 1 ( X ) , C ^ ) , whose action commutes with a natural map Hic (\p 1(X)) 

Ĥ " (ip-1 (Y) ) for a closed immersion Y c> x . Now let us consider the 
° -1 

set Z1 = \\) (Guni)" By Theorem 1.2 (iii), Z1 is of pure dimension 
with dim Z' = 2v_, and the number of irreducible components is equal 

4 v 
to |W|- Thus two-sided W-module Hc (Z',Q^) has dimension equal to 
| w | . In fact, this two-sided W-representation coincides with the 
two-sided regular representation of W. This is shown as follows. 
Let Z^ be the inverse image of a unipotent class C in Guni under 
vp. It follows from the proof of Theorem 1.2 that dim Z' = 2v„ for 
each class C. Thus, using the cohomology long exact sequence, we have 

ds 
H 4 c "(Z1, © ) -

CC G unj 
H A 

c 
(Ad(g)C 
(Ad(g)C 

as W x W-modules. On the other hand, from the proof of Corollary 
1.6, Z'C is of pure dimension and its irreducible components are 
described by (u)-orbits of I(B ) x j(B ) for u e C. Thus, we 

vj U U 
have a natural isomorphism 

H d 
d 
v h u(Bu, e£ (H 

2d 
h u(Bu H 

u(Bu, e£2d *G(u) *G(u) 

which turns out to be W x w-equivariant. Hence if we write 
2d 

h u(Bu, e£) df 
P 

V ® p u,p 

as in Corollary 6.3, we have 

H 4 c (u,p) 
V 
u, p 

V 
u,p 

2d 
as W x w-modules. (Note W x A_(u)-module H U(B ,<Qn ) is self dual). 

4v - u This shows that Hc (Z',Q^) is a two-sided regular representation of 
W. Conversely, if we have a two-sided W-action on each piece 
H^(Z^,Q^) compatible with cohomology long exact sequences and if 
4 v 

Hc (Z',(Q^) is a two-sided regular W-module, the above argument 
proves the "completeness theorem". Corollary 6.3. In fact, this was 
first pointed out by Springer and was carried out by Kazhdan and 
Lusztig [22], where they constructed a Weyl group representation from 
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a different point of view, and proved the completeness result. 

6.7. The Springer correspondence was determined explicitly by several 
authors. Assume G is almost simple. Note that the Springer 
correspondence is independent of the isogeny of groups. Under the 
condition that p is large enough, Hotta and Springer [17] 
determined the Springer correspondence in the case where G is of 
type A. The case where G is of type B, C or D, and the case of 
type F4 were treated by the author [31] ,[32]. The cases E6 , E7 and 
Eg were treated by Alvis and Lusztig [1] and Spaltenstein [37]. The 
case G2 is already included in Springer's original paper [39]. In 
these cases, p is always assumed to be large enough. The case where 
p is small was treated by Lusztig and Spaltenstein [29] and 
Spaltenstein [38] in connection with the generalized Springer corres
pondence (see the next chapter). 

Here we give some examples, assuming p is good. If G = 
GL^fk), the Springer correspondence is nothing but the one given in 
the beginning of Introduction as follows. For a partition A = ( A^ ) 
of n, we denote by XYthe corresponding irreducible character of 
W, where we normalize it so that XY is a unit character for 
A = (n), the single partition. Let UY be a unipotent element of 
GL (k) whose Jordan's normal form is of type A. Then A_(u) = {1} 

n VJ 
for any u, and Uy x^ gives the Springer correspondence. 
The case of other classical groups is more complicated (see. §12). 
Let 6 = | /VG| - |WA|. Then from the Springer correspondence, 6 ^ 0 . 
We assume that G is of adjoint type. Then 6 = 0 if G is of 
type A, E^ or E7. For other classical groups, 6 becomes large as 
the rank of G becomes large. If G is of type G2, F^ or Eg, then 
6 = 1 , i.e., there exists a unique pair (u,p) e N which does not 

G 

correspond to any irreducible characters of W. These elements are 
described as follows. For G of type G^ (resp. F^ or Eg) there 
exists a unique unipotent element u (up to conjugacy) such that 
A^(u) - S^ (resp. S^ or S ^ ) , where S^ is the symmetric group of 
degree i. Then (u,e) is the desired pair, where e is the sign 
character of S^ (i = 3, 4, 5 ) . The significance of these missinig 
pairs will be discussed in the next chapter. 
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III GENERALIZED SPRINGER CORRESPONDENCE 

§7. Cuspidal pairs 

7.1. Let N be as in 6.1. As we have seen in 6.7, the natural 
G 

injection WA -> Nn via the Springer correspondence is not necessari-
G 

ly surjective. In order to extend this to the whole of /V_, Lusztig 

[25] introduced a certain class of G-equivariant perverse sheaves, 

i.e., admissible complexes on G. Before the construction of 

admissible complexes, we need the notion of cuspidal pairs. 

7.2. Definition. A pair (C,£) z N is called a cuspidal pair if 
G 

for any parabolic subgroup P * G, and for any unipotent class 
C c P/Up, 

(7.2.1 ) H 
dim 
c 

C - dim C (C A TT 
-1 
P (v),£) = 0 , 

where TT : P -> P/U is a natural projection and v is an element in 

C . £ is called a cuspidal local system if (C,£) is cupidal. 

_i 

Note, by Theorem 1.4 (ii), dim (Cn ïïp (v)) ^ (dim C - dim C')/2. 

Hence H^ ( C H tf~̂  ( v ) , £ ) = 0 for i > dim C - dim C*. It is seen if 

£ is a cuspidal local system on C, then the dual local system £v 

of £ is also cuspidal on C. 

7.3. Remark. Let (C,£) e N„. We choose u e C and assume that £ 
G 

corresponds to p e A_(u)A. Let L be a Levi subgroup of a parabo-

lie subgroup P of G, and let C1 be a unipotent class in L. 

Take v e C and set 

Y 
u, v 

{gZL<v)up I g c G, g 1ug e vUp} 

Z_(u) acts on Y„ by the left multiplication, and so A_(u) acts 
VJ U , V (a 

on the set I(Y ) of irreducible components of Y of dimension 
u,v ^ u,v 

s = (dim Z_(u) - dim Z_(v))/2. (In fact, dim Y £ s, see below). 
(J Li U , V 

Then (7.2.1), for C', L and P in our setting, is equivalent to 

(7.3.1) p does not appear in the permutation representaion of Ar(u) 

on the set K Y ) . 
u, v 

In fact, this is shown as follows. Let 

U . V {g e G I g 1ug e vUp} 
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Then Z^(u) x zT(v)UD acts on ? Tr by (x,y): g + xgy 1, (x e Z_(u), 
J_J F U , V U y e ZT(v)U^, g e ? ) and Y is isomorphic to the quotient of i L P ' ^ u,v u,v ^ M 

¥ by Z?(v)U_,. Let n: C = G/Z^(u) G/Z^(u) - C be an unrami-
U , V L F G G -| 

fied covering of C with Galois group AGuAr.(u). Then n~ (CA vUD) 
0 

may be identified with ¥^ v/Z^(u) and we have the following 
commutative diagram. 

Y 
u , v 

h 
u ,\ 

f *u,v/Z2<u) 

f 

C A vUp n n 1 (C A vUp) 

where h and f are canonical maps to the quotients, and w: ? 
_ 1 u, V 

C A vUp is defined by g + g ug. Put 6 = (dim C - dim C')/2. 
Since we know dim (C A vUp) = 6 , it follows from the diagram that 
dim Y ^ s. Let I(? ) be the set of irreducible components of u, v u, v ^ 
¥ of dimension 6 + dim Z_(u). Then f induces an A_(u)-equiva-

U , V G G 
riant bijection between I(¥ ) and the set of irreducible compo-

_1 u'v nents, say I , of n (C A vU^) of dimenesion 6. Also h ' 2 u,v' P 
induces an A_(u)-equivariant bijection between I(¥ ) and I(Y„ tt). 

LI U , V U , V 

Hence, we see that I ( v ) is in 1-1 correspondence with 1^ v 
with A_(u)-action. 

\3 
On the other hand, since £ s H o V ( u > ( p ' n * ^ ) ' we have 

= 6 
c (C A vUp,£) * (H .6 c (c a vup,n^cjl: P V ) 

AG(u) 

(c a .6 c (n 1 (C A vUp) ,<Q£) 
A vUp)vcv 
A vUp)vc 

where pV is the dual representation of p. Thus (7.2.1) for C1, 
L, P is equivalent to the statement that p does not appear in the 
permutation representation of A^(u) on I , which is also 

G U , V 
equivalent to (7.3.1) from the above argument. 

§8. Admissible complexes 

8.1. We are now ready to construct admissible complexes. Let (C^,^) 
be a cuspidal pair in a Levi subgroup L of a parabolic subgroup P 
of G. Let E = Z°(L)C1 and let 1 B £^ be the irreducible local 
system on E, which we denote also by E1 by abuse of notation. We 
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associate to (L,Z) an open subset Zre , and a smooth irreducible 
variety Y = Y/T Vv = 

geG 
gZ g 1 ^ reg^ as in 2.1 We consider the 

diagram, 

Z a A 
Y 3 g 

gh 
Y , 

where 
? = {(a,xL) e G x G/L I x gx e Z } , ^ regJ 
Y = {(g,x) e G x G J x gx e Z } ^ regJ 

and a: (g,x) _1 
x gx, 3: (g,x) (g,xL), TTQ : (g,xL) H- g . 

• A 
Let a £. be the pull back of £. on Z to Y. Since Z 

A 1 * reg 
is open dense in Z and Y - Z x G , we see that a £. is 

* reg 1 
irreducible. Moreover, a £^ is L-equivariant with respect to the 
action of L on Y by l : (g,x) -* (g,x£-^). Since ? is the 
quotient of Y by the free action of L, there exists a unique •k -k 
irreducible local system Z^ on ? such that 3 Z^ = a £^ , (in fact. 
Z^ - R 3*a £^ ). We consider the direct image ( T T ^ ) ^ Z 1 on Y. Since 
the map TTQ is an unramified covering with Galois group We the 
stabilizer of Z in NG(L)/L, (TTQ)^.^ is a semisimple local system 
on Y, which is G-equivariant. We now consider the complex K = 
= IC(Y, ( T T Q ) ^ ) [dim Y] on G, extended by 0 on G - Y. By the 
functoriality of IC, K is a G-equivariant semisimple perverse sheaf 
on G. Hence by (3.5.1), each direct summand is G-equivariant. 

8.2. Definition. A G-equivariant simple perverse sheaf on G is  
called a (unipotent) admissible complex if it is a direct summand of  
K = IC( Y, ( TTQ ) ̂ Z^ ) [dim Y] for some cuspidal pair (C^,£^) in various  
Levi subgroups L. 

Note, if (C^,£^) is a cuspidal pair for G, then I C ( £ ^ )[dim Z] 
itself is an admissible complex, where Z = Z^(G)C^ and £^ = 1 (3 £^ 
as above. 

8.3. Remark. Cuspidal pairs and admissible complexes are defined in 
a more general setting in [25], and the ones defined above just 
cover a part of them. In fact, let Z c G be the inverse image of 
a single conjugacy class in G/Z^(G), and let £ be a G-equivariant 
local system on Z. Then the pair (Z,£) is said to be cuspidal 
if £ is ?P (G)-equivariant with respect to the action of Z^(G) on 
Z by z : x znx for some integer n M , and if the condition 
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(7.2.1 ) holds replacing C by Z and dim C - dim C1 by 

dim Z/Z°(G) - dim C'. It is shown that if (Z,£) is a cuspidal pair, 

then Z modulo Z^(G) is an isolated class in G/Z^(G). In 

particular, there are only finitely many cuspidal pairs on G if G 

is semisimple. Admissible complexes in a general sense are the ones 

defined in a similar way as in 8.1 from these cuspidal pairs (Z,£). 

Thus, in some sense, cuspidal pairs and admissible complexes defined 

in 8.2 correspond to the unipotent classes among all the conjugacy 

classes. In this chapter, we are only concerned with admissible 

complexes in the sense of 8.2 unless otherwise stated. 

8.4. We shall give an alternative construction of the complex 

K = IC(Y, (TTQ)̂ .£̂  ) [dim Y ] . Let P be a parabolic subgroup of G 

having L as a Levi subgroup. Consider the diagram 

Z 
A 

a X 3 x 
TT 

Y 

where 

X = {(g,xP) £ G x G/P | x 1gx e ZU } 

X = {(g,x) e G x G | x 1gx e ZUp} 

and a(g,x) = x gx mod Up, (3(g,x) = (g,xP), Tr(g,xP) = g 

Here Z is the closure of Z in L. Note by Lemma 2.4 (ii), TT is 

well-defined. 

Now Z = Z(^(L)C1 has a stratification into finitely many smooth 
0 

strata, consisting of stratum Z = Z (L)C , where C is a unipotent 

class in L contained in C^. Hence X is stratified with each 

smooth stratum XA = 6T1(Za) - G x ZaUp. The strata XA are P-stable 

and we have a stratification of X = X/P with smooth strata XA = 
A. /\ A A 

3 ( X ). We denote by XQ (resp. XQ) the open strutum in X (resp. X ) 

corresponding to C = C1. Hence (8.4.1 ) XN = {(g,xP) £ G x G/P I x ^ gx e ZU } , 

A 

and similarly for X Q . 

Let £1 be the local system on Z as before and consider the 

inverse image (®Q)* E1 on XQ, where aQ: XQ •> Z is the restriction 

of â to X N . (a ) £ is G x p-equivariant and there exists a unique 

G-equivariant local system £^ on XQ such that (BQ) £^ = (ŒQ) ¿ 1 , 

where 3Q: XQ •> XQ is the restriction of (3. gives rise to an 

extension of £^ on ? under the isomorphism ? - TT 1(Y) C XQ 
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(cf. Lemma 2.4). Let us denote K = IC(X,£,|)[dim X ] and consider 
the direct image TT K C Z ) ^ ( Y ) . The following result is a 
generalization of Proposition 4.2. 

8.5. Proposition. I C ( Y , ( T T q ) ^ ) [dim Y ] ^ TT , K in AG, 

where both sides are regarded as complexes on G extended by 0 
on G - Y . 

This is proved essentially in the same spirit as in Proposition 
4.2, i.e., we have only to check that TT K satisfies (3.3.1) with 
L = ( T T q ) ^ ^ . We give below a brief sketch of the proof. First note 
that R[-dim X ] | T T " 1 ( Y ) ^ 1^\T\'^(Y) - Z . It follows that 
TTiRf-dim Y ] | y - ( TTq)^^ since dim X = dim Y by Lemma 2.4. Now 
D ( T T (R ) = TT ( DR since TT is proper, and DK is isomorphic to 
I C ( X , q ) [d im X ] , where £^ is the local system on X attached to 
the dual local system £^ on Z. Hence it is enough to verify (iii) 
of (3.3.1), i,e., the following statement. 

(8.5.1) For any i > -dim Y , we have dim supp //1(TT|R) < -i. 

For g e Y , the stalk Ẑ1 ( TT F K) is isomorphic to the hypercoho-
i — 1 g • _ i 

mology H ( TT (g),R). Then thanks to the the stratification TT (g) 
= W TT 1 (g)^, where TT ̂  ( g ) = TT 1 (g) A X ^ , we may only consider each 
cohomology tĤ  ( TT-'1 ( g ) , K ) , separately. Therefore using the hyperco-
homology spectral sequence 

i 
c (TT1(g)a, HH) i + 1 

c (TT-1 (g)a, K) 

and also using the support condition (3.2.1 ) of perverse sheaf for 
R z flx, (8.5.1) is reduced to showing the following statemens, (here 
TT 1 (g)Q = TT 1 (g) r\ X Q ) 

(8.5.2) For any i > 0, 

dim {g e Y | dim TT 1(g) > 4 - i(dim Z - dim Z )} < dim Y - i , 
if C * C, , a 1 ' 

dim {g e Y I dim TT (g)0 = 2 } < dim Y - i. if C = C, . 
a 1 

(8.5.2) is verified in a similar way as in Corollary 1.7 (i) using 
Theorem 1.4 instead of Theorem 1.2. 
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8.6. Remark. The construction of TT , K given in 8.4 can be seen in a 
G 

more general setting through the induction indp of complexes in the 
sense of Lusztig [26, I, 4 ] . Consider the diagram 

where 
L TT 

v1 
TT' 

V2 
TT" G 

V- = {<g, h) £ G x G J h 1qh z P} 

V2 = {(g, hP) e G x G/P | h 1gh e P} , 

and TT (g, h) = TTp(h gh) , Tr'(g, h) = (g, hP ) , TT 11 (g, hP) = g. 

Let A be any L-equivariant perverse sheaf on L. Since TT is 
P-equivariant with respect to the action of P on V , p: (g,h) -> 

-1 -1 -* (g,hp ) and on L, p: £ -> Tr(p)£Tr(p) , TT A[d] is a P-equivariant 
perverse sheaf on , where d = dim G + dim Up is the dimension of 
the fibre of TT. Then there exists a unique perverse sheaf K on 
V2 such that TT*A [ d ] = (Tr')*ft[dim up ] (cf. [26, I, (1.9.3)]). We 
define the induction indpA of A by indpA = ( T T " ) , S e z)^(G). indp 
is a functor from the category of L-equivariant perverse sheaves 

on L to B IS 
8 : G ) . 

If we take a complex A = IC(E,£1)[dim Z] z ^L(L) associated 
with a cuspidal pair (C^,£^) on L, then K on V^ is essentially 
the same as K in 8.4. Thus, TT , R is nothing but the induction 

G * 
indpA from a cuspidal complex A in L. 

§9. Generalized Springer correspondence 

9.1. In this section, we shall state a theorem on the generalized 
Springer correspondence, which is a natural generalization of Borho-
MacPherson ' s theorem in §6. 

Before going into details on the generalized Springer correspon
dence, we need to know about the decomposition of the induced complex 
K = IC(Y, (TTq)^J^ ) [dim Y] into simple objects. For this, we have to 
consider the endomorphism algebra End K of K in /7G. Let A = 

= A^ = End K. Put L - (tTq)^£-|. Since K is a semisimple object in 

AG, A is a semisimple algebra. Moreover, A is isomorphic to End L. 

Let 

N(£ ) = {n z N (L) | nZn = Z, ad(n) N(£ ) = {n N(£ ) = {n 
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where ad(n)(£) = n£n for £ z L. N(£^) contains L and so we 

obtain a finite group U - b)F - N(£..)/L. For each w z U, , let 

1 -1 Y^I ? ->- be an isomorphism defined by y^(g,xL) = (g,xn L ) , where 

n is a representative of w in N(£^ ). Let A be the set of 

homomorphisms of local systems f: Yw^^ over Y.As E1 is E1 

irreducible and 2!. - y , so /4 is a one-dimensional CN-vector 
1 * w 1 ' w % 

space. Since (^Q^^W^I = ^7ro^*^1' t*ie ma^ ^ 7r*^^ induces an 
injection /4 End^ the algebra of G-equivariant endomorphisms of 

W KJ 
L. Hence we have an imbedding 

wzùJ 
AU7 EndG L End L . 

On the other hand, it is verified that dim End L ^ j U\ . It follows 

that A - A and any endomorphism of K is automatically 
we (J 

G-equivariant. The multiplication of A implies that A .A , = A , . 
^ ^ ^ w w ww 

rhus we have 

9.2. Proposition. A = End K is isomorphic to a twisted group  

algebra Q^[bJ]^ and we have End K = End^ K. 

Now L is decomposed as 

L = 
EzA* 

E EzA 
EzA 

where A* d s the set of irreducible representations of A up to 

isomorphism and L^, - Hom^(E,£). Similarly for K, we have 

K -
EzA* 

E KE 

where Ekl = Hom.(E,K) = IC(Y,)[dim Y ] . 

9.3. We denote by SG the set of triples (L,^,£1) up to G-conju-

gacy, where (C^,£1) is a unipotent cuspidal pair for L. Let 

A(G)uni be the set of (isomorphism classes of) unipotent admissible 

complexes in G, i.e., the set of all KE as in 9.2 for E z A% 

E £1 

associated with various (L,C1,^) z S . We say that an admissible 

complex belongs to {L,C1,£1) if it is a direct summand of K associ

ated with (L,C^,£^). We can now state 
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9.4. Theorem (generalized Springer correspondence [25, Th.6.5]). 

(i) Let (L,C1 , ) z S„ and let K - TT R be an induced 

I I Lx i 
complex on G associated with it. Then 

K[-r]|G . = 
1 uni 

(C,£) 
,VC,£ IC(C,<£)[dim C] , 

where r = dim Z (L) = dim Y - dim (Y H G . ) , and V~ r is an irre-
uni ' C,c 

ducible AC -module, and any irreducible A? -module is realized as 

VC,£ 
for a unique pair (C,£). In other words, for each E z A^ , 

1 
there exists (C,£) z N„ such that K„[-r]|G . - IC(C,£)[dim C ] . 

Cj L Uni 

(ii) Each A z A(G)uni belongs to a unique (L,C^,£-j) e S . 

Hence A(G) . - II A? , where the summation is taken over all 
uni -L-L 

(L,Ci,£1) z S . The restriction, A -> A | G ., of admissible 
I I G Uni 

complexes to the unipotent variety induces, via the correspondence in 
(i), a bijection A ( G ) . -^-^ 

1 uni G 

(iii) Let TT: X ^ Y be associated with a triple (L,C^,£^). 

Let f: XQ ->- Y be the restriction of TT, and consider the sheaf £^ 

on XQ as in 8.4. Then (C,£) z NG corresponds to (L,Cj E1) if and 

2dC 
only if C c Y and £1 is a direct summand of R f(£1 |c, where 
dC = (VG " 

1 
2 dim C) H (TT,R[ 1 

2 
dim C. ). Moreover, 

2dr 

H (TT,R[-dim Y] ) I 
2d„ 

c - r cf ,£1 |( 

9.5. Remark. Concerning the structure of A? , the following fact 
1 

is known by Lusztig [25, Th.9.2]; N_(L)/L is a Coxeter group if 

(LfC1#<£1) e vS"G. In this case, b) - b) ̂  -Ng( L ) /L, and 4^ is 

isomorphic to the group algebra C ^ t ^ ] , i.e., there exists a natural 

basis 6 z A C AC (w z ÙJ) such that 6 0 , = 6 ,. 
W W C ^ W W WW 

9.6. Let Y be associated with (LrC1f£1) e SGand let C be a 
I I G 

unipotent class contained in Y. We choose u z C and put 
(C ) 

Pu 
(C ) 

= {xP z G/P | x 1ux z C ^ p } . 

Then f 1(u) -
u 

_1 
and TT (u) -

P 
u 

(C ) 
, the algebraic closure of 

P 
(C, ) 

u 
in P = G/P. Hence the stalk ii (TT,K) at u of i-th 

cohomology sheaf of TT R is isomorphic to HX( P 
u 

(C1 ) 
, R ) , and the 
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stalk (R f|£-|)u is isomorphic to h1 
C pu 

(C. ) 
RZ ). These cohomologies 

inherit the structure of A^ x A^,(u)-modules. In the case where 

P = B, H1 c (p 
(C ) 
u ^1 ) reduces to H ( Z ^ , ^ ) . Theorem 9.4 (iii) 

implies that 

H 
2DC 

u 
(c1 ) 

,£[-dim Y]) = H 
2d 
c 

c(/o 
u 
(c1 ) 

'£1 ) 

As in the case of Springer correspondence (cf. Cor. 6.3), we have 

9.7. Corollary. H 
2d 
c (pu 

(c1) 
'E1 ) = 

peAG(u) 
V ^ u, p P 

as Ar x A^(u)-modules. V is an irreducible An -module, and all — ^ <J u,p 
the irreducible /2p -modules are realized in this way by a unique pair 

<cu,£p> e *G. 

The proof of Theorem 9.4 and Corollary 9.7 will be given in §11 
after some preliminaries in §10. 

§10. Sheaves on T/W 

10.1. In order to prove Theorem 9.4, we need to know about End K as 
in the case of Springer correspondence. However, the method used in 
the proof of Theorem 6.2 can not be applied to our case as we have no 
good information on the stalks of K. So, we should take an alterna
tive approach, i.e., the one discussed in 6.6. In our case, the 
corresponding variety is Z = X x^ x (fibre product). We consider 

Y 
two complexes K = TT ( R and K' = TT (K1 on Y, where K (resp. K' ) is 
associated with (C1,£1) (resp. (C'1 E'1)) of a Levi subgroup L in P. 
We form the external tensor product R & R ' , which is a complex on Z. 
Let ip: Z -* Y be the natural projection associated with TT. Then 
B1 (Z ,K \% R' ) =tH1(Y,K0K') by Kunneth formula. Since K ® K1 has a c c 
structure of Ac 0 Ar,-module, we have an action of Ar 0 Ar, on 

1 1 1 1 
HJ(Z,K S K ' ) . Now assume ( C^ , £.[ ) = (C^,£^), where £^ is the dual 
local system on C^. Then R' - D K . Let Z1 be the inverse image 
of Y O Guni under ip. Then H^(Z',R IE D K ) is, in our setting, the 
object corresponding to Hc(Z',Q^) in 6.6. Thus, in view of the 
argument in 6.6, the crucial step to the proof of the theorem is to 
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— 2 r 
show that Hc (Z',R 03 DR) is a two-sided regular A^ -module, i.e., is 

isomorphic to A~ ® A®, -module AF . Here /1? is the algebra 

opposed to /4r . The idea of Lusztig to prove the above 
1 -1 

property is to compare the cohomology of Zf with that of ip (Y). 
Note that the latter set is easily described since ip 1(Y) + Y is a 
principal covering. As Y is open dense in Y, we would be able to 
get an information on Z1 from that of ip~ (Y) by the "analytic 
continuation" such as IC functor. Thus we are led to consider the 
following situation. Let o: G T/W be the Steinberg map which 
assigns to g e G the element of T/W corresponding to the conjuga-
cy class of semisimple part of g. Let o = a* : Z T/W be the 
composite of two maps. We consider the direct image o, (K IH1 D%) . 
Then the stalk of its cohomology sheaf at a e T/W represents the 
hypercohomology corresponding to o ( a ) r\ Z . Hence by investigating 
these cohomology sheaves, we should get the continuation from the 
regular part. This is what we want to do in this section. 
10.2. We consider a more general situation. Let (L^^ , ^ ) and 
(L',C',£') be the triples in S„ and let P (resp. P') be a 

I I G 
parabolic subgroup containing L (resp. L1). We shall denote the 
various objects associated to (Cj,^1) by attaching primes to the 
notation of corresponding objects for (C^,£^), like TT 1 : X1 -> Y1 . 
We consider the fibre product Z = X x x1 over G and let i|; = ' : 
Z -> Y H Y' be the corresponding map. (We assume here Y A Y' * <J), 
otherwise Z is empty. ) Let o = Oo\p: z T/W be the map as before, 
Consider the external tensor product K 0 K1 on Z and put 

7 = /Tr"r (a, ( K Q R' ) ) , 

(-r-r')-th cohomology sheaf of o, ( R © R 1 ) , which is a constructible 
sheaf on T/W, (r = dim Z°(L) and so on for r1)- We shall define a 
similar object 7 which is more convenient for our use. Let ZQ = 
= XQ x x' be the fibre product of XQ and X^ on G, and let 
\pn: Zn + Y A Y1 be the canonical map, where Xn is as in (8.4.1 ) 
and similarly for X^. Thus, 

Z = {(g, xP, x'P') e G x G / P x G / P ' -1 
g e xZUpX 

x' E ' Up ' x' -1 } 

Z = {(g, xP, x'P') e G x G / P x G / P ' | g e xZUpX x'Z'U ,x* 1 } 
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Note that the restriction of (K B K')[-dim Y - dim Y'] to ZQ 
coincides with E1 €> E,j | zQ . Let oQ : ZQ T/W be the restriction 
of a to ZQ. We put 

7 = /Гг~г (0 ( К И К 1 ) ) = 
2do ~ 

Ä °(a01 (КИК1)) = 

where d0 = 2VG" VL" VL'4 1 2 (dim C1+ dim ) . 

ZQ is an open subset of Z , and we have a natural map of 
sheaves 7 •+ 7 on T/W, which will be shown later to be isomorphic. 

Let AL C A = T / W be the image of Z^(L) under a and similar
ly for AT ,. Then it is proved that a(Y A Y') = AT A AT,. Hence 

L L L 
the supports of 7 and 7 lie in AL A AL,. From now on, we regard 
7 and 7 the sheaves on A A A , . The sheaf 7 is actually 
easier to deal with than / since its stalks are represented by 
usual cohomologies. However, the crucial point is that 7 turns out 
to be a perfect sheaf in the following sense. 

10.3. Definition. A constructible sheaf & on an irreducible  
variety V is said to be perfect if it satisfies the following two  
conditions, 

(i) there exists an open dense smooth subset VQ of V such  
that £|VQ is locally constant and £ = I C ( V , £ | v Q ) , 

(ii) the support of any nonzero constructible subsheaf of £ 

coincides with V. 

The following property of perfect sheaves is easily verified. 

(10.3.11 If 0 e1 €2 £3 
0 is an exact 

sequence of constructible sheaves on V, with £^ and £^ perfect, 

then ¿2 is also perfect. 

10.4. Remarks, (i) Perfect sheaves fit into our requirement for 

the continuation mentioned above. In fact, if two perfect sheaves 

are isomorphic on an open dense subset of V, then they are isomor

phic on V. 

(ii) An important example of perfect sheaves is given as 

follows. Let TT: V1 •+ V be a finite surjective morphism with V' 

smooth, and let £' be a local system on V1. Then £ = TT^£' is a 

perfect sheaf on V. In fact, since TT is finite surjective, there 
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exists an open dense smooth subset VQ of V such that c|VQ is 

non-zero and locally constant. Now it follows from the fact that TT 

is a small map (Remark 4.4), we see that "n-**̂1 - R^TT^.61 is isomor

phic to I C ( V , £ | V Q ) , which shows (i). (ii) is immediate since <n"*£l 

is the direct image of a local system. 

tfe can now stste 

10.5. Theorem. (i) If the pairs ( h , C ^ ) , (L1,Cj) are not conjuga

te under an element in G, then 7 = 0 . 

(ii) If L = L', C1 = C1, then / is a perfect sheaf on A . 
L 

(iii) The natural map of sheaves / 7 is an isomorphism. 

Proof. Let p: ZQ G/P x G/Pf be the projection onto the second 

and third factors. For a G-orbit 0 of G/P * G/P' (G acts by 

left translation on both factors), let ZQ be the inverse image of 0 

under p, and we denote by 7 f the 2dn-th cohomology sheaf of the 
0 ~ 0 direct image of £^ EB E1 | ZQ under the restriction of OQ to Z Q . 

It can be shown that 7 ̂  = 0 except for the case that there exists 

(xP,x'P') e 0 such that xLx"1 = x'L'x1"1 and xZx"1 = x'Z'x'"1. 

(i) is immediate from this fact. We show (ii). From (10.3.1), it is 

enough to show that 7 ̂  is a perfect sheaf for each G-orbit 0 in 

G/P x G/P'. Using the above property on 0, we may assume that L = 
_ i 

L' and that there exists n e N„(L) such that Z = nZ'n . So, in 
-1 

particular, = nCj n and Y = Y1. We want to show that 
(10.5.1 ) 7Q * R 2 ^ . ^ • n q ), (up to Tate twist) 

where o: Z -> A is the restriction of o to Z and c = dim C1 , 
* L _ i 1 

n ¿1 is the inverse image of ¿1 on Z1 under the map g -* n gn : 

Z Z" . 

Note that p: ZN + 0 has a locally trivial fibration with fibre 
-1 

isomorphic to Z(UpAnUpln ), coming from the stratification of 0 
- G/(P n nP'n 1) with respect to the Bruhat decomposition. Thus, we 

can find an open dense subset V in Z ^ such that V - p(V) x 
-1 

Z(U A n U ,n ) and that p(V) is an affine space. Then we have 
^ F i n i 

dim (V f\ o (a)) = dQ, dim ( (ZQ - V) f\ o (a)) < dQ for each a e A^. 

Thus, 

70 = 
2d 

R °<3o>. ( 2 El I • 
I * 

- F 
2dQ 

<3"),(£ Blî'lv) . 
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where Oq (resp. Qq ) is the restriction of Oq to Zq (resp. V ) . 

Let j : V I be the projection onto Z. Then it is easily checked 

that £1 El |v = j* (E1 ® n*£1l ) . Note j : V •> Z is a trivial vector 

bundle of rank dim G - dim L = d^- c. It follows that 
2dQ-2c * * * 

R j , j (¿1 ® n £,j ) is isomorphic to £^ ® n £.[ on Z up to a 

Tate twist. Since Gq is factorized as Oq = o»j , we have 

R2d 0(a^),. |£ B £' |V) - R2C5,R 
2dQ- 2c 

j,j"r(£1 © n*£1 ) 

n2c-
- R a. (£1 0 n £.| ) . 

This proves ( 1 0 . 5 . 1 ) . 

Let h: Z - Z0 (L) x r •> Z0 (L) be the projection, and set 
2c _ * ' _ * 

7 = R h , ( £̂  ® n £,j ) . Since £1 ® n £'1.j is the inverse image of 

(£^ 0 n £,[ ) | Cj under the projection Z -> C1, 7 is a local system on 

Z°(L). Let a1: Z°(L) AT be the restriction of a to Z°(L). 
- 2c- * 

Then a is factorized as a = a'»h and we have R ol(£1 © n ¿1) -
0 _ 0 - " 

- R oj 7. Since o1 is a finite morphism, - R ojf is a perfect 

sheaf on AL by Remark 1 0 . 4 (ii). This proves (ii). 

Next we show (iii). It is enough to show that 7^ 7^ is an 

0 a ~-1 isomorphism for each a e AL = o(Z (L)) = a(Z). Let Z = a (a) 

and Za = Za0ZQ. Then 7& - tErr"r ( Z A , R 0 R ' ) = Hc2d 0 (Za, ̂  E £ • ) 

and 7 - H"r_r (Za,R El R ' ) . Thus, we have to show that the natural 
a c 

map induced from i: ZaC* Za, 

( 1 0 . 5 . 3 ) i : IH -r-r 
c 

(Z i K a R 1 ) IH -r-r 

c 
(z , K S K ' ) 

is an isomorphism. Now, given a stratum a of Z and a stratum a1 

of I1, we set ZA A . = ZA r\ XA xG Xa ,, where XA are as in 8 . 4 . 

Then the subsets ZAA A, form a partition of ZA into locally closed 

pieces with ZA ( = ZA n) open in Z A . First we show that i is 
' a a 

surjective. For this, it is enough to show that for each Z ^ ^ , * Zq, 

(Ĥ ( ZA A. ,R Q R1 ) = 0 for i Z -(r + r1 ) . Assume that 

(H^(ZA ^,,R El R1) * 0 . Then, by making use of the hypercohomology 

spectral sequence, we see that i can be written as i = iQ+j+j', 

where i ^ 2 dim ZA , and ^ R | x , H? R'|x , are not identically 
U 061 QL QL QL 

zero. On the other hand, it is shown by Theorem 1 . 4 , that 

dim 2 c a, a 1 s d0 
1 
2 
(dim C. - dim C ) 

1 a 
1 
2 (dim Cj - dim C^) . 
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This inequality together with the support condition (3.2.1) for 

perverse sheaves R, K implies that i < -(r+r1). This shows 

the surjectivity. Now, in order to prove that 7 - 7, it is enough 

to show that the kernel of 7 ->• 7 is zero. Since we know already 

that 7 is a perfect sheaf, it is enough to show that the support of 

this kernel is a proper subset of A , hence, enough to show that the 
• L o 

map i in (10.5.3) is an isomorphism for any a z o(Z (L) ) = 
reg 

a(Z ). Actually, a more precise argument for Z , (a z a(Z )) 
reg 1 * ^ a, a reg 

shows that (H^(Za a,,RgjR') = 0 for i £ -(r + r')-1. This establishes 

the isomorphism in (10.5.3), and so proves (iii). 

10.6. Corollary. Assume P = P1, L = L' and Z = Z'. Then 

7=*V ;0(w 
as sheaves on AL, where w runs over ùJy (cf. 8.1 ) 

and 0(w) is the G-orbit on P x P which contains (P, n P ) , 

(n z Nr(L) is a representative of w z ùJy ) . 

Proof. Since / and ^ ''O(w) are Periec^ sheaves on A^, it is 

enough to show that 7 ^ © 7RI, v on th set (A ) = a(Z ) which 
^ w t)(w) L reg reg 

is open dense in AL = a(Z). Now it is verified that the inverse 
— 1 

image a0-1 (AL^reg of ^AL^reg is isomorphic to the fibre product 
? x Y TY. Let a • ? x ? + (a_)reg be the composite of the 

Y 1 Y L reg ^ 
projection ? x ? -> Y and the restriction of a to Y. Then the 

2d0 
restriction of / to (AT ) ^ gives rise to R ( cL ) . ( E1 (2 E* ) . j_i reg Q i I i i 

Let us consider the intersection ZQ f\ (£ XY ^) under the above 

isomorphism, for each G-orbit 0 in P * P. It follows from the 

fact that ? Y is a principal ^-covering, that this intersection 

is non-empty only if 0 = 0(w) for some w z Uv and that, for such 

0 = tf(w), ZQf\(? xy ?) is open and closed in ? x^ Y. This implies 

that 7 - ̂  7,w x on (A_L)reg and so the corollary. 
w 0(w) L reg 1 

10.7. We shall see more precisely about ^O(w) in ^ e a^ove ProP°_ 

sition. Let 1 z A be the element corresponding to the unit eleme-

nt in G. The stalk of 7Q(W) at 1 is equal to H^C(C1,£1 © n £.j ) 

by (10.5.1). Since c = dim C^, this is a one dimensional Q^-vector 

space if £^ - n £,j , and is zero otherwise. Hence in the case where 

£.j = £^, 7Q^W^ * 0 if and only if w z ùJ^ . 

Let us consider 7 = R r r a | ( K Î E j R 1 ) - / has a natural 

structure of Af (2)AE'1 -modules as discussed in 10.1. The following 
d1 1 
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proposition is now easily verified. 

•••:».J.,..I Llll.l.. Let I - I be the sheaf on A (\ A , defined 

by the set of data, (Z,L,P,£^) and (I',L',P*,£^). Let I^ = 7^ be 

its stalk at 1 e AT . 
L 

(i) If ( Z ^ , ^ . ) and (Z',L',£' ) are not, conjugate by an element 

of G, then \ - 0. 

(ii) Assume that Z = Z I , L = L',P = P' and £,[ = £^. Then 

AF ® AFV -module T1 is isomorphic to the Ar & Ar -
1 1 

module A e1 
E1 

(two sided regular Ac1 -module), where A0E1 is the algebra opposed 

to AF . 

1 

§11. The proof of Theorem 9.4. 

11.1. In this section, we shall give a proof of Theorem 9.4. Let us 

take a triple (L,C^,£^) E SG and let P be a parabolic subgroup 

containing L. We consider the perverse sheaf K = TT K on G 

associated with (L/C1f£1), and its restriction TT , RIG . to G 
1 1 I 1 uni uni 

First we note that 

(11.1.1) ÏÏ R[-r] G . 
I 1 u m 

is a semisimple perverse sheaf on G ., 
^ uni' 

where r = dim Z (L). 

In fact, this is proved as in Proposition 8 . 5 (see also the 

proof of Theorem 6.2 (i)), by making use of the decomposition theorem 

(3.4) if we note that TT • X . -> G . is proper and that R[-r]|x 
1 uni uni f ^ uni 

= IC(X . |X° . ) [dim X . ] , where X . = TT"1 (G . ) , X° . = uni 11 uni uni uni uni uni 
X^ n X . and TT. is the restriction of TT to X 
0 uni 1 uni 

Now TT,K[-r]|G . is a G-equivariant perverse sheaf on G 
i 1 uni _ uni 

and so is a direct sum of complexes of the form K(£) = IC(C,£)[dim C] 

for some (C,£) e N^. We need the following lemma. 

11.2. Lemma. Let (C,£), (C\£') E NQ be such that C, C' C Y 
uni (= Y H G . ) . 

uni 
Then we have 

dim IF c 
(Y ., K(£) © K(£')) = 
uni ' 

1 if C = C and £v = £' 

0 otrherwise. 
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Proof. Let C" be a unipotent class contained in C C\ C1 . Then by-
applying the support condition for perverse sheaves K(£), K(£') to 
the hypercohomology spectral sequence, one can show that 
iH^(C",K(£) ®K(£')) = 0 if C" * C or C" * C This implies that 

lH^(Yuni,K(£) ®K(£')) = 0 if C * C and that 

.0 
c (Yuni, K(£) ® K(£')) Ho 

o 
o (C, K(£) 0 K(£')) 

if C = C*. The latter space is isomorphic to IT im (C,£<*>£'), 
which is one dimensional if £ - £' and is zero otherwise. This 
proves the lemma. 

11.3. We now prove (i) of Theorem 9.4. Let AF = End K be the 
1 

endomorphism algebra as in 9.1 and set K1 = Kt-r]|Gun^. We have 
only to show that the natural map 

a: End K End K1 

is an isomorphism. Let us denote by n^ the multiplicity with which 
K(£) appears as a direct summand of K1. Clearly nE is equal to 
the multiplicity with which K(£v) - D(K(£)) appears as a direct 
summand of DK^. 

Let Zuni = ^1(5uni> and let V Zuni * Yuni be the restri-
ction of vp. Since Zui is isomorphic to the fibre product 

Xuni XY .Xuni' w e h a v r ^ J . l R B R ' I Z ^ ) = < ^ K lYuni> © < *1K ' I Yuni > 
uni ^ 

for complexes R, R1 on X. Let 7 be the sheaf on T/W as in 10.2 
associated with K and DR. Then 

7, = fr r-2r 
l 
c 

(Z . , K № DK) 
uni 

= -2r 
c ( Y 

unir 
( K I Y . ) 

1 uni 
(K' I Y . ) ) . 

1 uni 
So, by Lemma 11.2. we have 

dim I ̂  - dim H 0 c <Yuni' K1 © DK1 ) d E 
(C,£) 

2 
n£ . 

where the summation is taken over all (C,£) z N^. Now the ;left hand 
side equals to dim AF1 by Proposition 10.8. The right hand side 

1 
equals to dim End K1 . Thus dim End K1 = dim End K. Therefore it 
is enough to show that a is injective. By composing a: End K ->• 
End K1 with the natural map End K1 End 7^, we have T1 an algebra 
homomorphism 
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ß: End K • End 7i 

The map 3 is nothing but the action of AR on /-. On the other 
1 

hand, it follows from Proposition 10.8 that AC -module /1 is a 

regular Ar -module. Hence 3 is injective, and so a is injective. 
1 

This proves that a is an isomorphism, and so (i) follows. 

11.4. In order to prove the completeness property ((ii) of Theorem 

9.4), we need some detour. First we construct a partition of 
G 

parametrized by the set S and then, show that this partition 

indeed coincides with the one asserted in the theorem. 

Assume given a unipotent class C1 in a Levi subgroup L and a 

parabolic subgroup P containing L. Let P be the variety of all 

parabolic subgroups conjugate to P. For each P1 e P, we denote by 

Cp, the unipotent class in P' - P'/Up, which corresponds to C1 

under the isomorphism P1 - L. TT i : P' -* P' will denote the natural 

projection. Let C be a unipotent class in G. We consider the 

following diagram. 

ö = {(g, p') c C x p I TT , (g) e Cf , } f1 
C 

f2 

D = {(g, P' ) P' e P, g e C=. } 

where f1 (g,P') = 9, f9(g,p') (TT . (g),P* ). 

G acts naturally on these varieties and f̂  , f^ are 

G-equivariant. The action of G on C and D are transitive. Let 
1 1 1 

d1 = (vG - ^ dim C) - (vL - 2" dim c-j ) and d2 = ^"(dim C - dim C^ ). 

Then all fibres of f̂  have dimension ^ d^ and all fibres of f2 

have dimension < d2 , and if the equality holds on one hand for some 

(or all) fibre, then the equality on the other hand also holds. We 

show the following lemma. 

11.5. Lemma. Let & (resp. £') be a G-equivariant local system on 

C (resp. D ) . Then the multiplicity of £ in the G-equivariant local 

system R2d1(f1)(f9£* on C is the same as the multiplicity of £' 
2d2 * 

in the G-equivariant local system R {F^)}F*1&X on D. 
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2d. ^ 2d2 ^ 
Proof. First we note that R (f1),f2£l (resp. R (f2) f^f) is 

actually a local system on C (resp. D) since it is constructible and 

G acts transitively on C (resp. D ) . Let u e C and v e C1 be 

such that TTp(u) corresponds to v under Cp = C1 Since £ is 

G-equivariant, we can attach p £ A-, ( u ) A to £. On the other hand, 
G 

as the isotropy subgroup of (Trp(u),P) in D is equal to ZL(v)Up, 
2di * 

we can attach p* e AT(v)A to £'. Now the stalk (R l(f1)lf0£') 

at u E C has a natural structure of A^(u)-module, and the stalk 

(R "(f2),f1£)ç at £ = (TTp(u),P) in D has a natural structure of 

A (v)-module. Then the lemma is equivalent to 

(11.5.1) cp, H 
2d1 

c (f 
-1 
1 (u) , 

f 
2 - ' A (u) = < p \ H 

2d 

c 
2. f -1 

xc 
(E) , f 

7k 
1 
£)> 

L (v) 

where < , >, . x means the inner product as A_(u)-modules and 
A ~ ( U ) Ls 

similarly for AL(v). 

In order to prove (11.5.1), we shall make use of the argument 

in Remark 7.3. Let ? xt = {g e G | g"1ug e vUD} and let I(¥ ) 
U , V xr U , V 

be the set of irreducible components defined in 7.3. Z (u) x Z (v) 
acts on "? by (zi;zJ: g -> z.gz- , and induces an action of u,v 1 2 ^ 1 ^ 2 ' 
A~(u) x AT(v) on I(? ). We denote by S this permutation 

Ca J_J U , V U , V 
representation of A^(u) x A (v). We consider the right hand side of G L 
(11.5.1). It follows that f~1(Ç) - C A vU , and the restriction of 
* -1 r 

f^£ on f2 (£) is equal to the restriction of £ on C A vUp. Now 

2d2 

Hc (C A vUp,£) can be described as in Remark 7.3 in terms of the 

A^(u)-action on IC? ). AT(v)-module structure of this cohomology 
G U , V L 

is also described by the A (v)-action on ), and we have < P \ H 
2d. 

c 
2(C r\ vUpJ £ » \ ( v , = <p Su,v>AG(u) x A (v) 

Similar argument can be applied to the left hand side since 

f 
-1 
1 

(u) - {gP e G/P | g 1ug e C^Up} V v / Z L < V ) U P 

and we see that the left hand side of (11.5.1) is also equal to the 

multiplicity of p ® p1 in Su v. This proves the lemma. 

11.6. Let (C,£) be an element in /V . We shall choose a parabolic 
G 

subgroup P of G with the following two properties. 
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(i) there exists a unipotent element v in a Levi subgroup L 
dim C - dim C1 

of P such that Hc (C C\ vUp, £) * 0 , where C, is the 

class in L containing v. 

(ii) P is a minimal parabolic subgroup satisfying (i). 

Note that the condition (i) is always satisfied for P = G. Let 

(C^,L,P) be a triple which satisfies (i), (ii) above. Consider a 

map ±2'* CA C-jUp -> C^ defined by the projection onto L, and let £^ 

be an irreducible L-equivariant local system on C^ which is a 
dim C - dim C^ 

direct summand of R (f2),£. Then it is easily seen 

that (Cj,£.j) is a cuspidal pair on L. Note that, in the setting of 
dim C - dim C. 2d9 ^ 

Lemma 1 1 . 5 , R (f2),£ is nothing but R (f2) f<|£|C1 

under the inclusion C j Q D . Now £^ can be extended uniquely to an 

irreducible G-equivariant local system ¿1 on D . The inverse image 
•k 

f2£>] on f5 coincides with the restriction to 6 of E^ on X Q , 

where 0 C* XQ = {(g,xP) e Y x G/P | x"1gx e £Up}. 
Let f: XN ->- Y be the first projection as in the theorem. Then by 

2d 
Lemma 1 1 . 5 , we see that £ is a direct summand of R f L |c, where 

1 1 * 
d^ = (VG ~ "2 dim c) " (VL ~ 2" dim c-| ) • We n°w show that the choice 

of (L,C1,£1) is unique up to G-conjugacy for a given (C,£). In fact, 

assume we have another triple (L1 ,C«j , £,j ) associated to (C,£). Let 

f': X ' -> Y1 be the map corresponding to a parabolic subgroup P1 
U 2d\ 

containing L1. Then R f'£'|c contains £ as a direct summand. 
2d1 2d1' ' ' 

Thus, R f E1 ® R f!̂ -JV restricted to C contains a constant 

sheaf C ^ , and we have 

( 1 1 . 6 . 1 ) H 
2dim 
c 

C(C, R 
2d 

C(C, R 
C(C, R 

R 
2d1* 

f;Eîv> * 0 

Using the partition of Z°ni = ZQ f\ Z ^ . , Z°ni = M z 0 f C , , where 

- 1 
Z0 C1 = ^0 ^ for eacn unipotent class C', and using the Leray 

spectral sequence for ZQ c, -> C1, one can deduce from ( 1 1 . 6 . 1 ) that 

= 
2d 

c 
U (z 

0 

uni 
(Cj,£.j)(Cj,£.j) 

(Note dQ = dim C + d^ + d̂1 , and dim ZQ c, ^ dQ ) . This means that 

71 * 0 for 7 defined with respect to (C^,E1) and (C^ ,6^ ). 

Hence, by Proposition 1 0 . 8 , we see that (L',C,j ,£' ) is conjugate to 
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(L,^. /£1 ) under G. 

The above argument shows that we have a well-defined map 

(I° = NG ^G 

by (C,£) + (L,C ,£ ) , and so we get a partition of NG 

NG - (Cj,£.j) 
$ ((L,C ,£ )) 

It is now easy to see that 

( 1 1.6.2) (C,£) is in * ((L,C1,£1)) if and only if C is 
2dC 

contained in Y and £ is a direct summand of R f,E1|c, where 
1 1 " 

dc = (VG - 2" dim C * ~ * VL " 2 D I M C1 * ' 

1 1 . 7 . We shall prove (ii) and (iii) of Theorem 9.4 simultaneously. 
2dc 

Let iri£ be the multiplicity of £ in R f, £^ | C and n^ be that 
of K(£) in as before. In order to prove (ii), we have only to 
show that m£ = n^. 

We consider the map 

( 1 1.6.3 H 
2d 
c c(f 1(u), £1 ) IH 

2d, 
c 

C -1 (TT (u), K[-dim Y ] ) , 

obtained from the natural map of complexes f, E^ = TT,(R[-dim Y ] | X q ) 
•+ TTf(R[-dim Y ] ) with respect to the inclusion XQ X . This map is 
surjective. In fact, applying the support condition for K to the 
hypercohomology spectral sequence, we see that 
2dc -1 

H (TT (u)f \X ,R[-dim Y ] ) = 0 for X * XN. Surjectivity 
follows from this since f~ (u) = TT (u)flxn. 

2dC 
Let m^ be the multiplicity of £ in R T^Rt-dim Y ] . If we 

denote by p the irreducible A (u)-module corresponding to £, m^ 
2dc 

is the multiplicity of p in the A (u)-module H (f (u),£.) and 
2d _1 C 

m£ is the mulptiplicity of p in HC ( TT (u),R[-dim Y ] ) . Thus 
the surjectivity of ( 1 1.6.3) implies that m^ £ m^. 

On the other hand, the direct sum decomposition of K1 in (i) 
of Theorem 9.4 implies that m^ ^ n^ as in the case of Springe 
correspondence. Hence 

( 1 1.6.4) 
(C,£) 

m 2 F > 
(C,£) 

~2 
m£ 

> 
(C,£) 

n 2 £ 
= dim /tr 

1 
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We now prove that 

(11.6.5) 
(C,£) 

m 
2 
£ 

= dim Ar 
1 

For a fixed unipotent class C, we have, from the definition of m^, 

that 

dim H 
2dim 
c 

C (C, R 
2d 

Cf I R 
2d 

Cf £'v) 
£ 

m 
2 
l£ 

where the summation is taken over all £ on C. 

Let_ . ,zo ,c = % 1 ( c ) as before- Then zo,C = xo ,c xc x o , c where 

XQ c = f ( C ) . Moreover, dQ = dim C + 2dc and all of the fibres of 

the natural map ZQ C •> C have dimension ^ 2dc. Thus, by using the 

Leray spectral sequence to ZQ C -> C , together with the Runneth 

formula, we see that 

H 
2d 

c 
0 ( Z ° ( Z ^ 0 ^ ) = H 

2dim 

c 
c(c, R 

2dc 
E 
1 

R 
2d 

(Cj,£.j) 

Now Z 
0 
uni 

d 
C Z0,C :orm a partition of Z . into locally closed 

uni 1 
pieces of dimension ^ dQ as before. Hence 

D I M H 
2d 

c 
0 

Ù 
n 
uni ' £1 2Y) = 

(C,£) 
m 
2 
£ 

Since H 
2d 

c 
0 

( Z 
0 
uni 

, E,j E) J ) = , the left hand side is equal to 

dim /1 = dim Af by Proposition 10.8 (ii). This proves (11.6.5). 
1 

Now it follows from (11.6.4) that m^ = m^ = n^, hence (ii) and (iii) 

of Theorem 9.4 follows. 
Corollary 9.7 is now immediate from this last equality. 

§1 2. Examples 

12.1. Extending the results stated in Chapter II concerning the 

Springer correspondence, Lusztig and Spaltenstein [29] determined the 

generalized Springer correspondence completely in the case of 

classical groups, including the case of bad characteristic. The 

generalized Springer correspondence for exceptional groups was 

determined by Spaltenstein [38] except few ambiguities, i.e., one 

case where p = 2, G is of type EQ and L is of type Er, and 
O D 

the other case where G is of type E^ and L is of type 2A2 for 

all p. In both cases, N_(L)/L is a dihedral group of order 12 and 
G 
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two irreducible characters of degree 2 of N_(L)/L could not be 
distinguished in his result. However, after that, using a property 
of coefficients of the generalized Green functions, Lusztig 
[26, V, 24.10] determined the remaining two characters in the latter 
case subject to the condition that p ^ 5. 

In this section, we give some examples only in the case where p 
is good. First we note that cuspidal pairs are determined once we 
know the generalized Springer correspondence for each Levi subgroup 
of G. In particular, the number of cuspidal pairs is easily 
determined. It turns out that cuspidal pairs occur very few in a 
good characteristic case, i.e., if we fix a character x OF the 
component group T = Z(G)/Z^(G) of the center of G, then there 
exist at most one cuspidal pair (C,£) e /V_ such that Y acts on 
p according to X/ where £ is the local system on C corresponding 
to p e A^(u)A for u e C. We now assume that G is almost simple, 
simply connected, and assume p is good. Then the condition on G 
for the existence of cuspidal pairs is as follows. 

Type A. : X is order n+1 

Type B : 
n 

X = 1, 2n+1 e 
X * 1 , 2n+1 e 

Type C : 
n 

X = 1i n e ana n: even 
X * 1 , n e and n: odd 

Type Dn: X = 1i 2n e and n/2 : even 
X ^ 1, X U ) = 1 , 2n e Q and n/2 : odd 
X(e) * 1, 2n e 

Type E6: x x 1 

Type E7: x * 1 

Type E8: X = 1 

Type F4: X = 1 

Type G2: X = 1 

Here we use the notation, Q = {1,4,9,16, . . . } , A = (1,3,6,10, . . . } , 
and e denote the non-trivial element in the kernel of the natural 
map Spin0 •> S0o . ^ ^ 2n 2n 

The case x = 1 corresponds to the case of adjoint groups. In 
particular, in the case of exceptional groups, there exist no 
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cuspidal pairs for adjoint groups of type E6 or E^, and (C,£) = 

(u,p) described in 6.6 is the unique cuspidal pair for G of type 

Eg, F^ or G2, respectively. If G is a simply connected group of 

type Eg or E^, cuspidal pairs (C,£) are given as follows; C is 

the regular unipotent class, £ corresponds to a non-trivial 

character x of r - A^(u) for u e C. 
G 

In the case where G = SL^fk), (C,£) is cuspidal if and only if 

C is the regular unipotent class and £ corresponds to a character 

X of T - A_(u) - Z/nZ of order n for u e C. 
G 

12.2. In order to describe the generalized Springer correspondence 

in the case of remaining classical groups, Lusztig introduced some 

combinatorial objects, "symbols", which is an analogue of symbols 

used in classifying the irreducible charcters of G(Fg) in the case 

of classical groups ([24]). In the following, we shall consider, as 

an example, only the case of symplectic groups. 

Let (?2n be the set of pairs (A,B), where A is a finite 

subset of {0,1,2,...}, B is a finite subset of {1,2,...}, 

satisfying the following three conditions; 

(12.3.1) (i) concecutive integers {i,i+1} are not contained in 

A nor in B , 

(ii) | A | - | B | is odd (positive or negative), 

(iii) Ï 
aeA 

a + 

beB 

b = n + 
1 
2 
( |a| + |b|)(|a| + |b|-i) 

Let ¥0 be the set of equivalence classes in ?0 for the 
2n ^ 2n 

equivalence relation generated by shift operation, 

(A, B) ( {0} U (A+2) , {1 } U (B + 2) ) 

The equivalence class of the pair ( A , B ) is also denoted by ( A , B ) 

by abbreviation and called symbols. Two symbols in ^2n are sa^-d to 

be similar if they can be represented in the form ( A , B ) , ( A ' , B ' ) 

such that A U B = A ' U B 1 , A H B = A ' A B 1 , i.e., they consist of the 

same entries with multiplicities. For each (A,B) c Y2n 

d = | A | - | B | is called a defect of (A , B). d is an odd integer, and 

in fact, does not depend on the shift. We have a partition 

Y2n 
d:odd 

Y2n, d 
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where 1* -, is the set of elements of defect d in ^ . On the 
2n,d 2n 

other hand, we have a canonical bijection 

Y2m,1 Y2m+d(d-1 ) ,d (d: odd) 

defined by 

(A,B) ((0,2,4,..., 2d-4}U (A+2d-2) B) if d 1 

and by 

( A, B ) (A, (1,3,5,..., 1-2d}U(B+2-2d)) if d S -1 

Hence, we have a natural bijection 

(12.2.2) Y2n 
d:odd 

Y^2n-d(d-1),1 = 
i^O 

Y*2n-j(j+1 ),1 

by taking j = d-1 if d £ 1 and j = -d if d ^ -1. Here we 

used the convention that \\)~ is empty if m < 0. 
zm 

Let G = Sp~ . It is shown that there exists a natural bijecti
o n 

on between N„ and Vn . This bijection has the following property; (j zn 

(C,£) and (C1,^1) correspond to the same similarity class if and 

only if C = C1. We now consider the generalized Springer 

correspondence 

fdf 
fd 

rmt 
(Cj,£.j) 

( N (L)/L) 

given in Theorem 9.4 (and Remark 9.5). It follows from the list in 

12.1 that (L/Cif£1) e ^ exist only for L = L. of type C . such 
I I KJ 1 n — 1 

that n-i e A , and that exactly one (C1,E1) exists for such an L. 

For L = L., N„(L.)/L. is isomorphic to the Weyl group of type Ci , 
1 \J 1 1 X 

which we denote by W^. Thus the generalized Springer correspondence 

is nothing but the bijection (12.2.3) NG ééé 
j^O 

(W 
n -

1 

2 (Cj,£.j) 
) A 

In [25, §12], Lusztig defined a bijection between 4̂  . and WA ' J zm ,1 and m 

for each m ^ 1, and showed that the resulting bijection between ^2n 

and the right hand side of (12.2.3), obtained through the map 

(12.2.2), coincide with the generalized Springer correspondence under 

the identification NG - Y0 . Note the bijection ¥~ 1 - WA is 
G 2n zn,1 n 

nothing but the Springer correspondence. 

We shall only give an example below in the case of G = Sp^. 

For the detailed description of the generalized Springer correspond

ence, see [loc.cit.]. The correspondence between unipotent classes 
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in G and symbols ^6 are given as follows. In the table below, 
unipotent classes are expressed by the type of Jordan's normal forms. 

unipotent classes *6 
(6) 
124) 

(124) 
(3Z) 

(23) 
(1 2 2 Z2Z) 
( 1 2 ) 

(11) 

(13}, (J)), (<t),{3}) 
({04},{2}), ({02},{4}), 
({0},{24}), ((024},<j)) 
({14},{1}), ({1),{14}) 
({03},{3}) 
({13},{2}), ({2},{13}) 
({025},{24}), ({024},{25}) 
( {1 3 5 } , {1 3 } ) , ({13},{135}) 
({0246},{246}) 

Now ^6 is decomposed as Y6 = ^6 1 JJ_ ^6 _1 j± V6 3 , and a 
unique element ({024} ,4>) in 4^ ^ corresponds to a cuspidal pair 
(C,£) in G. The generalized Springer correspondence is now given 
as follows. 

6,1 
R 7 A 
W3 

({3}f d)) 
({04},{2}), ({02},{4}) 
({14},{1}) 
({03},{3}) 
({13},{2}) 
( {025 }, {24} ) , ( {024 }, {25}) 
( {135}, {13}) 
( {0246 },{246 }) 

(3; d>) 
!2; 1 ), (4>; 3) 
(12; <J>: 
( 1 ; 2 ) 
(1 ; D 
( 1 ; 1 2 ), (0; 12) 
(1 ; <b) 
(<t>; 1 ) 

V - 1 4,1 
T7 A 

( d>, (31) 
( {0}, {24}) 
( {1 },{14}) 

( {2}, {13}) 

( {13}, {135}) 

( {02 }, {3 }) 
( {024 }, {24}) 
( {03}, {2}) 

( {2 }, 4)) 

( {13}, {1 }) 

(4>; 2) 
(4>; 1 ) 
d ; 1 ) 

(2; (J)) 

d 2 ; 4>) 
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Here, as usual, we expressed irreducible characters of W^ 
by a pair of partitions (a; 3) such that a = (o^), 3 = (3^) and 
that Z ai + Z 3j = m, where (m; <t>) corresponds to a unit charcter. 

12.3. The case of SON(k) (char(k) * 2) can be described using 
similar kind of symbols ([25, §13]). From these considerations, 
cuspidal pairs for Sp2n(k) and SO^fk) are determined as follows. 

i1 i2 
First consider G = Sp2n(k). We denote by A = (1 ,2 ,...) a 
partition of 2n, i.e., i^ ^ 0, i2 ^ 0, and A = j£ i^^-
Unipotent classes of G are in 1-1 correspondence, through Jordan's 
normal form, with partitions A of 2n such that i^ is even for 
odd k. For a unipotent element u in G, A^(u) (and so (u)A) 

G G 

is identified with the DE^-vector space F2[A^] with basis indexed by 
the set A^ = (k: even | i^> 0}, where A is the partition of 2n 
corresponding to u. 

Cuspidal pairs of G are now described as follows. A cuspidal 
pair (C,£) exists if and only if n = d(d ++ 1)/2 for a positive 
integer d, and is unique if it exists. In that case C corresponds 
to a partition A = ( 2 , 4 , 6 , . . . ) and p e AG(u)A (u e C) corres
ponding to £ is given by (1 ,0,1 ,0,..., 1 ) (resp. (0,1 ,0 , . . . , 0 ,1 )) 
if d is odd (resp. d is even) under the identification A (u)A <F2[AA]. 

Next consider the case G = SO^(k). In this case, the set 
of unipotent classes are parametrized by partitions A of N of the 

i1 i2 
form A = (1 ,2 ,...) such that i^ is even for even k. Let u 
be a unipotent elemnt in G attached to A. Then A_(u)A may be 
naturally identified with F2[A^], where A^ = (k: odd | i^> 0} and 
iF2[A^] is a quotient of the (F2~vector space tF-->[Â ] by the line 
spanned by the sum of all base vectors. Now G contains a cuspidal 

2 
pair (C,£) if and only if N = d for a positive integer d. In 
that case, (C,£) is unique, and C is attached to A = 
(1,3,..., 2d-1), p e An(u)A corresponding to £ is given by (1 ,0,1 ) e F^Taa]. 

The generalized Springer correspondence in the case of Spin 
groups (char(k) * 2) or classical groups in char(k) = 2 is also 
described in terms of symbols of different kinds, which has been 
treated in [29]. 
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IV GENERALIZED GREEN FUNCTIONS 

§13. Green functions and representations of finite groups 

13.1. In this chapter, we assume that G is defined over a finite 
field IF with Frobenius map F: G -*- G. The representation theory 

^ F of finite reductive groups G developed by Lusztig and others is 
closely related to the theory of admissible complexes on G 
discussed in Chapter II and III. In this section, we will see it 
briefly. 

After Deligne-Lusztig [10], one can construct a virtual 
F G 

G -module RT(0) associated with a pair (T,0) as the alternating 
F 

sum of certain £-adic cohomologies on which G acts. Here T is 
F _ * 

an F-stable maximal torus of G and 6 e Horn (T , Q 0 ) . The trace G 
Tr(u,RT(0)) for a unipotent element u is independent of the choic 

G G 
of 0, and the function QT : u Tr(u,RT(0)) is called a Green function on G associated with T, which is a G -invariant functioi 

F 

on Guni- Tne significance of Green functions lies in the followin* 
character formula which asserts that the determination of character: 
of RT(0) is reduced to the determination of Green functions of 
various reductive subgroups of G. 
(13.1.1) Character formula ([10, Th.4.2]). Let g = su = us be the 

F F 
Jordan decomposition of g e G , where s c G is semisimple and F 
u e G is unipotent. Then 

Tr(g, G 
T (0) ) = Z 0 G s 

F • -1 
L F 

xeG -1 F x sxeT 

O 
Z ° ( [s) 
xTx 

(u)©(x 1sx) 

Another important property of Green functions is the following 
orthogonality relation, which is in fact equivalent to the orthogo
nality relations of R^(6) ([10, Th.6.8]) once we admit (13.1.1). 

(13.1.2) Orthogonality relations ([10, Th.6.9]) 

1 
|GF| ueG uni 

Q r1 (u) 0 G T (u) = 
| N G ( T , T ' ) F | 

| T F | | T ' F | 

where T, T' are F-stable maximal tori, and NG(T,T') = 
L n £ G n Tn = T1}. 
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13.2. Let TQ be an F-stable maximal torus contained in an F-stable 
Borel subgroup BQ of G, and let W = N^,(TQ)/TQ. Then any F-stable 
maximal torus is GF-conjugate to T^, an F-stable maximal torus 
obtained from TQ by twisting by w e W. 

Let B be the fixed point subvariety of B by g e G as 
before. If g e G , F acts naturally on B^r and so we have an 
action of F on H1(5 ,QQ ) as well as the action of W. Now the 

g 36 
following result gives a geometric interpretation of Green functions 
in terms of Springer representations. (It can be regarded as a 
generalization of Green's result for GL (F ) mentioned in Introduction.) 

(13.2.1) (Springer [39], Kazhdan [21]). Assume that p and q are 
F large enough. Then for each u e G ., ^ ^ uni' 

0 
G 
T w 

u = 
i^O 

(-1 )1Tr(Fw, H1(/?u,(Q£) 

In fact. Springer has proved the orthogonality relations for the 
F 

functions on £Lnii defined by (the Lie algebra analogue of) the 
right hand side of the formula in (13.2.1), by making use of the 
theory of trigonometric sums on cj_, and Kazhdan showed their coinci
dence with Green functions using those orthogonality relations. 

13.3. We shall look over (13.2.1) again from a view point of 
admissible complexes. First we introduce some notations. Let V be 
an algebraic variety defined over F and F: V V be the Frobenius 

b ^ * map. A complex K e D (V) is said to be F-stable if F K - K. Let c * 
K be an F-stable complex and we fix an isomorphism cj>: F K ^ K. For 

F i each x e V , (J) induces a linear automorphism on the stalk fi^K of 
i-th cohomology sheaf of K, which we denote also by 4). Set 

(13.3.1 ) % , d ) ( x ) d 
d 

(-1 rTrfd), d i X K) 

The function \.. . : Vr + QN is called a characteristic function of K, (J) 3c 
K with respect to 4). 

We consider the complex K = IC(G,£)[dim G] with L - ( T T Q ) ^ Q ^ 
on G, (cf. (4.1)). If we take B = BQ and T = TQ in the constru
ction of K given in §4, we have a natural isomorphism F L % L and 

* 
so an isomorphism F K * K, which we denote by F. The formula in 
(13.2.1) is now written as 
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(13.3.2) O G T w 
(u) = 

i^O 
(-1 J^Tr (Fw, f i u K[-n]) 

for u £ G .F uni and w £ W, where n = dim G. 
We assume, for simplicity, that G is of split type over F . 

Then F acts trivially on W. For each E e WA, set 

R G E [1 ) = 
1 

W weW 
Tr(w. E)R G T 

w 
(1 ) 

F F 
which is an element of the Grothendieck group R(G ) of G -modules 
tensored by C 

On the other hand K is decomposed as K -
EeW 

E KE , where 

KE = IC(G,LE)[n] (cf. Remark 6.1, (i)). Hence in this case, (13.3.2) 
is equivalent to 

(13.3.3) Tr (u. "R G E '1 )) = > (Cj,£.j) for u £ G ,F uni and E e WA. 

In fact, using his theory of character sheaves [26], Lusztig has 
shown 

13.4. Theorem (Lusztig [27]). Assume G is of split type. Then 
(13.3.3) holds subject to the condition that p is good for G. 

13.5. As will be seen in §14 (Th.14.4), the character formula such as 
(13.1.1) holds also for the characteristic functions XKf, without 
restriction on p. Then the truth of (13.3.3) (even for non-split 
groups in an appropriate form) is equivalent to the truth of 

(13.5.1) Tr(g, F ,G 'e' (1 ) ) = x v F ( g ) for any F A 
g £ G and any E £ W . 

This formula brings us a hope of describing certain "characters" such 
G F 

as R^(1) of G in terms of characteristic functions of certain 
nice complexes in G. In fact, this point of view is fairly streng
thened as follows. In [24], Lusztig defined a certain set of class 

F 
functions called almost characters of G , which form an orthonormal 

F 
basis of the space of class functions of G apart from the ortho-
normal basis consisiting of irreducible characters. As the 
transition matrix of these two bases is explicitly described, the 

F 
determination of (the values of) irreducible characters of G is F G equivalent to that of almost characters of G . The Rr,(1) given XL 
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above are examples of almost characters. Meanwhile, we consider the 

set of admissible complexes A(G) in G (in a general sense, cf. 
P 

Remark 8.3), and let A(G) be the subset of F-stable admissible 
P 

complexes. For each A e A(G) , a characteristic function Xa * 
P RR <P 

turns out to be a class function on G since A is G-equivariant. 

Moreover, as A is a simple perverse sheaf, xa * does not depend on 

the choice of (J>: F A => A up to a scalar multiple. Note K„ as 

above are examples of F-stable admissible complexes. We can now 

state 

13.6. Conjecture (Lusztig). 

{almost characters of GF} fg ^XA.ò I A £ A(G)F} up to scalar. 

In fact, in [26], he verified that the functions in the right 

hand side form an orthonormal basis of the space of class functions 
F 

of G under a mild restriction on p. Also he showed in [27], that 
P 

the restriction to G . of these two kinds of functions coincide 
uni 

each other for almost simple groups of split type under a certain 

condition on p. 

§14. Generalized Green functions 

14.1. In this section, we shall define generalized Green functions 

attached to admissible complexes on G, which will play the same role 

as green functions for the characteristic functions of admissible 

comlexes. We formulate their fundamental properties established in 

[26, II] without proof. 

Let K = IC(Y, (Cj,£.j) [dim Y] be a complex constructed in a 

general setting as in Remark 8.3 associated with (L,Z,c^), 

(Z = Z^(L)C and a conjugacy class C in L is not necessarily 

unipotent). Assume that FL = L, FZ = Z and that there exists an 

isomorphism 4>q : F £̂  * £^ of local systems on Z. Then one can 

define in a natural way from the construction in 8.1 (note Y, ¥ and 
* 

Y have F -structures), an isomorphism cj): F K ^ K in FIG. 

14.2. We assume further that Z = Z (L)C, where C is a unipotent 

class. Let 7 = £ |c, an irreducible local system on C, and 

< T > 1 : F 7 7 6be the restriction of 4>n : F £1 q* £. . A function 
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C G I ,C,7,ct)1 G F uni QQ defined by 

Q G 
L,C,7,(t)1 (u) = 

l 
(-1 )1Tr((J)l = i u k) 

is called a generalized Green function on G. One can prove that 
Q G L, " , 7 , 4 ) is independent of the choice of £1 on Z and of 
(Cj,£.j)(Cj,£.j) extending T and ^ , respectively, so the notation 
makes sense. 

14.3. As in the case of Green functions, the important property of 
the generalized Green function is the character formula, which 
describes ^ in terms of generalized Green functions of smaller A K , 4) 
groups. First we prepare some notations. Let L, Z, &^ , 4>Q and K 

be as in 14.1. Let s be a semisimple element in GF and let u 
P 

be a unipotent element in G such that su = us. We denote by Z^ 
the set of semisimple parts of elements in Z. Take an element 

F -1 — 1 0 x e G such that x sx e Z1 and set L = xLx A Z^(s). Then 
I X (j 

s e L and L is a Levi subgroup of some parabolic subgroup of 0 X X 0 Z^(s). Let C be the set of unipotent elements v in Z_(s) such 
KJ X (a 

_ 1 
that sv e xZx . One can show that C is a single unipotent class 0 x in Zr(s). Let /• be the local system on C defined as the 

VJ X X ^ 
inverse image of E1 under the map C Z, v H- X~ SVX. Since this 
map is defined over F , we have an isomorphism 4> : F A *. H 

q x x x 
induced from 4>„ . We can now state 
14.4. Theorem (Character formula [26, II, Th.8.5]). 
Let the notations be as in 14.3. Then 

% J ( S U ) = |Z 0 G (s)I-1 L p 
xeG 

x sxeZ^ 

<|I F x / I |LF|) 4 (s) 
L ,C ,T ,4) 

X ' X ' X ' X 

(u) 

Note that in the case where L = T is a maximal torus, this formula 
coincides with (13.1.1) by taking (13.3.2) into account. In fact, 

_ I 
the term 0(x sx) in (13.1.1) is involved in the definition of <J> . 

The following result is an extension of (13.1.2) to the 
generalized Green functions. 
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14.5. Theorem (Orthogonality relations [26, II, Cor.9.11]). Assume 
P is good for each simple factor of exceptional type of G (and no  
assumption on simple factors of classical type). Then 

|GFr1 
U£ GF 

uni 

0 ,G L,C,7,d) (u)C 
G 
L',C',7',ct)1' (u) = 

= 

|NG(L)F/LF | |Z°(L)F|~1q dim C - dim (L/ZU(L)) 

if L' = L, C' = C , T * = 7 V , <|>1 = , 

0 if there is no F 
g e G 

such that 
-1 -1 gLg = L', gCg = C , ad(g) ) V ~- TV 

V — V r-V <-V 
where A is the local system on C dual to A, and cj)̂  : F t 3. /• 
is the contragredient of ^ . 
14.6. Remark. In [26], Theorem 14.5 was proved in a general setting 
under the assumption that IC( E f £.j ) [dim Z ] , IC ( Z 1 , £,j ) [ dim Z'] are 
clean and strongly cuspidal in L and L1; in general, the complex 
Kn = IC(Z,£)[dim £] on G is said to be strongly cuspidal if 
(7TP) 1 KQ = 0 for any P * G, where 1 : P c> G is the inclusion and 
7TP: P -> P/Up is the canonical map. Also a cuspidal complex µ K0 e /°?G 

is said to be clean if KQ is zero on Z - Z, i.e., KQ is a single 
complex concentrated on the degree -(dim Z ) . It is straightorward 
that if KQ e PIG is strongly cuspidal, then it is cuspidal. 
However the converse statement is more delicate. In fact, in 
[loc.cit.], Lusztig defined a certain subset G of A(G), the set 
of character sheaves of G, and proved by a general argument that a 
cuspidal complex KQ e /°?G is strongly cuspidal and clean whenever 
KN is a character sheaf. On the other hand, the main result of 
[loc.cit.] asserts that G = A(G) under the condition given in 
Theorem 14.5. The proof of this last fact is very long and depends on 
the classification of G carried out in [loc.cit.] under the same 

A condition as above. Note that the classification of G enables us 
A 

to conclude that G = A(G) since we know already A(G) through the 
generalized Springer correspondence. 

For further details on the theory of character sheaves, see the 
report of Mars and Springer in this volume. 
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14.7. Let K be the complex induced from a triple (L,I, £^ ). We 

assume that £ = Z°(L)C for a unipotent class C in L and &^ is 

of the form 1 (21 T for a cuspidal pair (C,T) on L. 

Assume further that the triple (L,Z,£1) is F-stable and let 
K 

<$>: F K ^ K be the isomorphism as before. Let A - (J) A^ be 
weW 

the endomorphism algebra End K as in 9.1. There exists a canonical 
vector 0 in A such that 6 0 , = 0 , (cf. Remark 9.5). 

w w w w ww 

Since K is F-stable, we have a natural automorphism of 

algebras, i: A + A given by 0 -> <t> o F* (0) * 4>~1 (0 e A). Let A z 

A(G) . be a complex isomorphic to a direct summand of K. Then 
-k uni 

F A is also a direct summand of K since K is F-stable. We 

assume that A is F-stable and choose 4>A: F A ^ A. Let 

V, = Horn(A,K) be the irreducible 4-module as before. We define a 
K _ 1 * 

map oA: VA VA bY v (I) ° F* (v)°4>A (v z VA), where F (v) e 
K K 

Horn(F A,F K ) . Then it is verified that aA is /2-semilinear, i.e., 

oA(0v) = i(0)aA(v) for 0 e A, v e VA. We now consider the 

decomposition ® (A 0 V ) - K, which induces, for any g z G and any 
A A 

integer i, 

(14.7.1) 
A 

df f 
f A dfV dfff 

1 
g 
K 

F i i 
If we choose g £ G , 4) induces <J>: FI K -> FI K. Then one can 

verify that 4> stabilizes FI A <2> V under the isomorphism (14.7.1) 
g A 

if A is F-stable, and in that case the restriction of 4) to 
HigA €) VA corresponds to 4>A (E) aA. On the other hand, if A is not 

F-stable, 4> maps FI^A ® V onto a different direct summand. It 
g A 

follows that 

(14.7.2) Tr ( 4), d i ] 
g K) = 

A 

Tr(4)A, FT i 
g 
A)Tr(öA, VA) 

where the summation is taken over all A £ A(G) .. 
K UNI 

If 4>: F K ^ K is replaced by 0 • <t> for some w £ U - N̂ , ( L ) / L 
• w G 

and 4>A: F A ^ A remains unchanged, the formula (14.7.2) is changed 

as follows. 4) in the left hand side is replaced by 0̂ « 4> and the 

right hand side of aA is replaced by 0^»aA« By making use of 

orthogonality relations of characters of b) (or rather its i-twisted 

version), (14.7.2) is solved for each A, i.e., we have 

(14.7.3) 
X A ' * A = 

1 
TU 

WZÙJ 
Tr((0 • G ) 1 , 

w A ' VA)XK,0 » 4) 
w 
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* Note that 0 o ( J ) : F K ^ K is not a standard one, i.e., it is not the w ^ 
induced map from some 4>Q : F* E1 £1 . However as in the following 
way, we can regard this map as a standard one. Fix w e b) and 
choose its representative n e Np(L). One can find z e G such that -1 . x -1 _ . w T-1 vw = zEz-1 v -1 Ew1 = rw = ad(z-11 V * r z F(z) = n . Set L = zLz , Z = zZz and = ad(z ) . 

W W W W 
Then FL = L and FZ = Z . Moreover one can define an isomorphi
sm (J)Y : F c~y => £™ in terms of 4>A: F £. ^ £. and 6 . Let Kw be 

u i i u I i w 
the complex induced from the triple (Lw, ZW, £™). We have a standard 

w * w w w isomorphism 4> : F K ^ K . Now K is naturally isomorphic to K 
and 4>W corresponds to 0̂«> <J> under this isomorphism. Thus we have 

XK, 0 • ф ' w 
gf Y A„w w К , ф 

and the restriction of \v Q . on GF uin can be described by that ЛК, 0 • ф uni J ' w 
of xX Kw (I)w, I i.e., by the generalized Green functions with respect 

KW,0W 
to (LW, сУ, £У). Theorem 14.5 now implies the follwing orthogona-

F 
lity relations for xA ф lGuni-

14.8. Corollary ([26, II, Th.10.9]). 

ХА,фд(и> 
ueG F uni 

ХА,фд(и>Хд,(фд1(и) = 

= 

H " 1 
ХА,ф 

Tr((0 • a.) 1 
w A 

vA )Tr ( 0 ° a^A , , , ) 
A w DA ' DA 

l_0/Tw,F«-1 -c Z (L ) q 

if L - L ' , с >. - c,!, ХА,фд(и> and Ф0 = UA)V , 

0 if ( L , C , £ ) is not G-conjugate to ( L1,CL,£' ) 

where (J)Q: F £^ - £^ and similarly for £,[ , and (£-[ ) is the dual  
of £,] on C^', ((I)'0 ) V is the contragredient of 4>Q. 

c = dim G - dim supp A. Moreover, anAt is defined with respect to 
ф : F DK DK, <t v 

*A 
, : F*DA1 ^ DA1 , the contragredients of ф and ф ,. 

§15. Determination of generalized Green functions 

15.1. We shall show in this section, following [26, V, 24], that 
there exists an algorithm of computing generalized Green functions 
under the assumption of Theorem 14.5. This makes it possible, in 
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particular, to compute all the characteristic functions x^ ^ f°r 
F ' A 

admissible complexes A £ A(G) in view of Theorem 14.4. 

15.2. In this section, we use N„ (resp. S„) as an index set for 
parametrizing A^G^uni through the generalized Springer correspond
ence, and denote it by I (resp. J ) . For each A £ A^G^Uni tnere 
exist unique i = (C,£) £ I = /V_ and j = (L,C1 , £. ) £ J = S such 

I I KJ 
that A is isomorphic to the direct summand A. of K., where K. 

i 3 D 
is the induced complex associated with the triple j , and A. is the — n ̂~ summand such that Aif"r^lGuni ~ IC(C,£)[dim C ] , (r = dim Z (L) as 
before). Thus we can define a map x: I -> J by associating to each 
i e I the triple j such that A^ is a direct summand of K... We 
shall define a preorder in I as follows. For given i = (C,£), 
i' = (C',£') in I, we say that i1 ^ i if C ' O C . We say that 
i ~ if if C = C and that i1 < i if C' ^ C. 

For each i = (C,£), we denote i = (C,£v), where £v is the 
dual local system of £ on C. Similarly, for each j = (L,C^,£^), 
we denote j = (L,C^,£^), where £^ is the dual local system of £^. 
The involutions i -> i , j j commute with the map T: I J. 

F 
15.3. We note that F acts naturally on I and J so that I F F F corresponds to A(G) . and that T induces a surjection I •> J . p * For each A £ A(G) . , we shall choose a suitable 4> : F A ^ A as 

uni A ^ 
follows. First take j = (L,C^,£^) £ J and fix <J)_. : F £^ ^ £^ 
which induces a map of finite order on the stalk at any point in CF. 

* p 1 (I)j induces a map 4>_. : F* KJ =v K_. . For each i £ I such that 
T(i) = j , let V = Hom(A.,K.) be the irreducible A.-module, where 

A^ 1 J J 
A. = End K. - Q0[£/. ] with U. = N„(L)/L, and let GA : V. •> V,, be 1 1 ^ 1 L ^ J A. A. A. 

I L L 
as in 14.7. 

It is possible to choose <J> : F A . ^ A^ so that 
1 -1 Tr(6 • o. ,VA ) £ Z, and that Tr((0 • o_ ) ,V. ) £ Z for each w A . ' A . ' w A. ' A . 

I I I P 1 
w £ U. . We fix such <t>a for each i £ I . By making use of thus 

3 i 
defined (I° AI , we shall define a map (J): F £ £ for each i = (C,£) 

i 
as follows. Since A.[-r]|G . - IC(C,£)[dim C ] , A.lc is a single 

L 1 U N I ' 1^ ^ 
complex £ concentrated to the degree an = -(dim Z (L) + dim C ) , so 
H U A . | C * £ . 

L 1 
Let $A : // U ( F A ± ) // UA. 

L be the induced map, and we 
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define i[>: F £ £ by ip = q 
-(a0+n0)/2 

($A> |C) where nA = 

dim supp A. = dim Y/T VN. It can be proved that thus defined \p is 1 (L,2j' F v *^v v̂ of finite order on the stalk at any point in C . Let : F £^ * £^ 
be the contragredient of ct>.. and let \\)V: F £V ^ £v be the map 
defined in terms of (L,Cj,£^) and (J>Y. Then \1>V is in fact equal to 
the contragredient of Y 

Let us define, for each i = (C,£) z I and for \|j as above, a 
function Y. : 

l 
G F 
uni 

ХА,фд by 

(15.3.1) Y±(g) = 
Tr(\|>, £g) if g e CF , 

o if g # cF 

Then it is easy to see that 

F 
(15.3.2) The functions Y. (i e I ) form a basis for the vector F 1 F space V of G -invariant functions on G ^ uni 

F F We need another set of functions on G For each i e I , let 
uni ' 

(15.3.3) ?.(g) = 
Tr(ilJV, £ v g if g e CF 

0 if g 4 CF 

where \pv: F £v=* £v is the contragredient of £ as before. Yi 
F 

(i £ I ) also gives a basis of V. 

15.4. We now proceed to the determination of generalized Green 
functions. In view of (14.7.2), the determination is equivalent to 

F 
that of characteristic functions of A. z A(G) .. Let us define for 

I uni 
any i = (C,£) e l a function X. z V by 
(15.4.1) X.(g) = 

a 
(-1 ) 

a+aQ 
Tr(4>A 

i 
. FT 

i 
(Ai))q 

-<a0+n0)/2 

Since ^Yi^ is a basis for V, we can write as 

(15.4.2) X. 
l 

d 
i'el -F Pi,,iYiI 

with P., . £ Q R Since A.[an]|Guni - IC(C,£), it follows that 
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(15.4.3) P., . = 0 if i1 4 i or if i1 ~ i, i' * i 

p. . = 1 
1 / 1 

The second equality follows from the definition of \jj. 
* 

Let $ A ^ : F A ^ ^ A ^ be the map defined as 
i i i a0+n0 -1 v * v * q h * 4>A » F (h), where (J>A : F DA^ ^ DA. is the contragredient 

* 1 1 of (I)Aai J>A : F A^ ^ A^ , and h : A ^ - DA. is an isomorphism, 

F (h): F A . F DA. is defined by h. Then (I)Ai* $_ . is not necessa-
i 1 Ai 

rily equal to ct>A ̂ , but o^A ^ is equal to .aAi* 
i i i 

We define X. e 1/ by 

(15.4.4) X±(g) = 
3 

a+a 
(-1 ) Tr($ A. *' 

l 
h g (A *))q i 

(aQ+n0)/2 

Then as in the above case, we have 

(15.4.5) X. l d i'el rF 
P . , , 
l ,i l 

with P^, ^ e Ql , and similarly as before, 

(15.4.6) p. . = 11.1 if i' i i or if i ' - i, i1 * i 

p. . = 1 
1 . 1 

Let us now introduce a non-degenerate bilinear form on V by 

(X, X') = 
p.1 _F uni 

X(u)X'(u) (X, X' e V) . 

Then Corollary 14.8 is rewritten as 

(15.4.6) (X , X , ) = (JÜ. . , 
1 , 1 

(i, i' e IF) 
where 

i/i 1 D 
-1 

we/t c 
cv 

Tr i (0w A. l 
-1 

VA. Tr 9 o, w A. l 
, V ) x 

Ai' 

x |GF||Z°(LW)Fr1 q 
-dim G 

q 
(aQ+a:)/2 

if T(i) = x(i') = j = (LfC-,^) with an = -(dim Z°(L) + dim C ) , 
a0 = -(dim Z (L) + dim C ) , and is equal to zero if x(i) * x(i'). 

We note, in particular, that oo. . , = o). , . is a rational number. 
1 , 1 1 , 1 

On the other hand, let 
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(15.4.7) Ai,i« = < V V > • 

Then A. ., = 0 unless i ~ i1. Moreover, since {Y.} and {?.} 1,1 i i 
are bases of V, the matrix (A. .,) is non-singular. 

We can express these relations in a form of matrices of degree 
i F i F 
11 I. We give an order in I such that it is compatible with the 

F 
given preorder, and that each equivalence class in I form an 
interval. Let P = (P. . , ) , £ = ( £ . . , ) , ft = (u). .,) and A = 

i i i i i i 
(A. . , ) . Then by (15. 4 ^ ) , (15.4.5)) (15.4.6) and (15.4.7), we have 
(15.4.8) tPA? = ft 

We now regard these matrices as block-matrices each of whose block 
F 

corresponds to an equivalent class for in I . Then (15.4.3) and 
(15.4.6) says that P and P are the block matrices which have zero 
for each block below the diagonal and have identities in diagonal 
blocks. Moreover, by the remark after (15.4.7), A is a non-singular 
block matrix, off-diagonal blocks are all zero. On the other hand, 
we can compute all entries in ft since we know already the 
generalized Springer correspondence. It is now easy to see that the 
formula (15.4.8) regarded as an equation with respect to unknown P, 
P and A, can be solved, and in fact, one can determine P, P and A 
uniquely from the information of ft. Thus we can verify the follow
ing theorem using inductive argument. 

15.5. Theorem ([26, V, Th.24.4]). P, P and A are determined uni-
F 

quely from (15.4.8), hence so is X. for each i e I . In particular 
(i) P. •. = P. 1,1 i,i A. . , = A. , . iii i' ,i 

F 
for all i, i* e I and they 

are rational numbers. 
(ii) pi,i' and A. . , 1,1 are zero if x(i) * T(i'). 

15.6. Remark. Let jn = (T,{1},<D0) £ J and set In = T (jn)- Then 
K. 
^0 

= K (= IC(G,£)[dim G]) in 13.3 and A. (i z In) are the direct 

summand of Kj0. . The determination of Green functions of G is 
equivalent to the determination of characteristic functions for 
A.|G . (i £ IA). Let Pn = (P. .,) (i,i* £ IA) be the matrix i' uni 0 0 1,1 ' F 0 F 
obtained by restricting entries in P to IQ X IQ, and similarly we 
define AA and ftA corresponding to A, ft, respectively. Then 
Theorem 15.5 implies that 
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( 1 5 . 6 . 1 ) tpoAopo = % 

This is the equation used to determine Green functions. In fact. 
Green functions (in the sense of the right hand side of ( 1 3 . 2 . 1 ) ) 
have been determined by the author [ 3 3 ] , [ 3 4 ] , and by Beynon-
Spaltenstein [4] using a different kind of (but essentially the same 
as ( 1 5 . 6 . 1 ) ) equations in the case where p is good for G. In 
these computations, one had to know the property corresponding to 

p 
Theorem 1 5 . 5 (ii), i.e., if i = (C,£) ^ IQ, and £ corresponds to 
p £ AG(u)A for u £ C, then (*) A§Q(-1)aTr(F,Ha(B^,Q£) ) = 0 , or a 
rather stronger property, (**) H A ( ^ U / 6 ^ ) P = 0 for any a ^ 0 . 
In fact the property (**) was proved by ad hoc method in the case of 
classical groups, and (*) was verified in the case of exceptional 
groups using a computer in the course of explicit computation of 
Green functions. Recently De Concini, Lusztig and Procesi [ 9 ] 
verified (**) for exceptional groups (over <C) by a detailed study c 
B , independent of the theory of Green functions. If we extend the 
scope to generalized Green functions. Theorem 1 5 . 5 (ii) is a direct 
consequence of the orthogonality relations (Theorem 1 4 . 5 ) . However 
as remarked in 1 4 . 6 , still we need a long way to verify the 
assumption of Theorem 1 4 . 5 . 

1 5 . 7 . In Theorem 1 5 . 5 (i), we have seen that P., . are rational 
numbers. On the other hand, P^, ^ are algebraic integers since the 
are alternating sums of eigenvalues of Frobenius map. It follows 
that P^, ^ are integers. Let us choose Fq F q large enough so that 
F fixes all elements in I. If we replace IF by IF for any 

q qn 
integer n > 0, we can get a different system of coefficients P., . 
with respect to each F -structure. Then it turns out that there 

q11 
exist polynomials IL , ^(g.) with integral coefficients such that 
Pi' i with respect to F n is obtained by substituting QN to g_ 
in N . , . ( A ) . 

By the way, Lusztig [ 2 6 ] proved the following fact. 

p 
1 5 . 8 . Proposition. Assume p is good. For (C,£) £ I , let 

* 
(J>: F £ ^ £ be an isomorphism which induces the identity map on the 

F —F stalk of £ at any point of C . Then for any u £ C , the induced 
map (J) on /^(IC(C,£) ) is_ a-pure, i.e., its eigenvalues are algebr-

/ o 
aic numbers all of whose complex conjugate have absolute value q . 

125 



T. SHOJI 

Combining this with the previous result, one gets 

15.9. Corollary ([26, V, Th.24.8]). For any i = (C,<£) £ I, we have 
//aAi = 0 if_ a E dim supp A± (mod 2) and //aiC(C,£) = 0 if a is 
odd. 

15.10. Remarks, (i) For any (C,£) £ N„, we know already the character 
eristic function of IC(C,£) with respect to each F -structure as 

n qU 
polynomials in q through the generalized Green functions. Thus 
Proposition 15.8 together with Corollary 15.9 enables us to determine 
the local intersection cohomologies Hau (IC(C,£)) for any a £ Z, 
u £ C completely, at least in the form of algorithm. 

(ii) Proposition 15.8 and Corollary 15.9 also implies that 
a (C1 > 

IH (P ,K) (cf. 9.6) is zero if a is odd and that eigenvalues of 
U 2a (CV a 

F on (H (P ,K) have absolute value q . This is a generaliza
tion of Springer's result ([40]) that ^ ( ^ u ' ^ ) is a-pure. The 
vanishing of Hodd(^u,Q£) was known in [4] ,[34] using the 
Springer's result. The vanishing of odd cohomology was also proved 
in [9] directly by analyzing B . 

V FOURIER TRANSFORMS 

§16. Fourier transforms of Q^-sheaves 

16.1. In this section, we introduce the notion of Fourier transforms 
of ©^-sheaves, and give some of their fundamental properties. For 
details on this subject the reader may consult Brylinski [7], Katz-
Laumon [19]. 

Let X be an algebraic variety defined over IF and E be a 
v 

vector bundle of rank r over X defined over (F^, E be the dual 
bundle of E. We denote by u: (x,y) <x,y> the natural pairing 
E x^ EV -»- , where A1 is an affine line over (F^. We fix a non-
trivial additive character IJJ: F -> Q0 . Consider an Artin-Schreier 

1 1 a q x, 
covering h : A - * A , t + t M - t , and let n*Q^ be tne direct image sheaf of QQ on . Then the Galois group F acts on h^£0 r and x, _ q -1 we denote by L. the subsheaf of h.Qn on which tF acts as ip 1 \l> & 1 <3 

df is a local system of rank 1 on IH . Consider the diagram. 
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E x 
X 

E V 

P v 
P 

E E V 

where p (resp. pV) is a natural projection from EX X E to E 
(resp. E V ) . Following Deligne, we shall define a functor 7 = 7 : 

D (E) D D 
C 
(E" ) for each K e D rr 

r 
E ) by 

(16.1 .1 ) 7(K) = p e 
e 
(p K ® u L )[r] 

7(K) is called the Fourier transform of K. ^(K) is independent of 
the field extension IF F if we replace ip by \JjoTr F 

q 
Fg 
fg 

16.2. Fourier transforms 7 can be regarded as a natural generaliza
tion of the classical Fourier transforms of functions in the 
following sense. Let E be a vector space defined over F and E V 

v 1 ^ be its dual space, (x,y) •> <x,y>, E x E -> A be the natural pairing. 
K * Assume K e ^C^E^ ^s F-stable and we fix an isomorphism F: F K * K. 

Then 7K £ D^(EV) is also F-stable, and we denote by F: F*(7K) * 7K 

the isomorphism induced from F for K. Let xv I XTV be the 
characteristic functions of K, 7K with respect to these F. Then, 
by using the Lefschetz fixed point formula and the proper base change 
theorem, we see easily that 

(16.2.1] xfK(y) <-1)r 
xeE(<F ) 

q 

XK(x)ib( <x,y> ) (y £ E V ) 

Hence X;rK is the Fourier transform of xK in the classical sense. 

16.3. The following properties are easily verified. 

(16.3.1) Fourier transforms commute with the base change of X in 
the following sense. Let f: Y X be a morphism and let Y x^ E 
Y be the vector bundle over Y, and Y x^ EV -> Y be its dual bundle, 
We write f_: Y x E -* E , f : Y xv E V -+ E V . Then for each 

hi X ^ V X 
K £ D b c (Y xx E ) . 

(f 
E 

,<?YK) ^x((fE),K) 

where 7^ (resp. 7^) is the Fourier transform with respect to X 
( resp. Y ) . 
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(16.3.2) Let p: E F be a map of vector bundles over X, and let 
pv: FV + EV be its transpose. Then for each K e Dbc(E), 

f(p,K) = (pv) FK[rank F - rank E] . 

(16.3.3) 7°T - a • (-r) , where a: E -* E is the antipodal map x -> 
-x, and (.) is the Tate twist. 

The following result, due to Laumon, is essential for our later 
application and makes it possible to consider Fourier transforms on 
the category of perverse sheaves. 

16.4. Theorem (Katz-Laumon [19]). Fourier transforms commute with  
the Verdier dual operator, i.e.. 

D 
E \7 

i 
i 
i 

df T 
f 
-l'DE{r) 

where D„ (resp. D ) is the Verdier dual operator on E (resp. Ev). 
b EV 

16.5. Corollary. If_ K is a perverse sheaf on E, 7K is a perverse  
sheaf on EV. 7: PIE -> PIE7 induces an equivalence of categories. In  
particular, if K is a simple perverse sheaf on E, so is 7K on Ev. 

§17. The Springer correspondence and Fourier transforms 

17.1. Let g; be the Lie algebra of a reductive group G defined 
over F , and let B^ be the variety of Borel subgroups of G whose 
Lie algebra contains a nilpotent element A in g_. The original 
construction, due to Springer [39], of Springer representations of 
W on ^{BAfQl) should be understood from the view point of Fourier 
transforms of perverse sheaves on cj., although it is not explicitly 
written there. The reformulation of Springer's construction in terms 
of Fourier transforms may be found in Brylinski [7]. In this 
section, we only show that Borho-MacPherson's theorem can be obtained 
very naturally by applying the Fourier transform to the complex K 
on c[ induced from Lie T as in §4. 

17.2. We assume that p is large enough so that one can identify g; 
with the dual space g;V by making use of the Killing form. We 
follow the notation in 5.2. In particular. 
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a. = f(X,gB) e g x G /B I Ad(g )X e Lie B } 

and TT 1 : q_ g; is the first projection. Let b be the Lie algebra 

of B and let b = t ® u, where t. is the Lie algebra of T and u 

is the Lie algebra of U. We assume b and t. are F-stable. Now 
~ B ~ 

c[ - G x b is a vector bundle over B, and we can regard c£ as a 

subbundle of the trivial bundle g; x B over B. Let 2[nj_]_ = 

TT' ^(Slnj^) be the pull back of the nilpotent variety S.nii under 
TT 1 . Then g . n - G xB u is also a vector bundle over B. We denote 

by i: cf SL x &t J : sLnj_I SL x & tne natural injections. We shall 
start with the following lemma. 

17.3. Lemma. i*ÖA[r0](- = i*ÖA[r0](-vG), 

where TQ is the Fourier transform with respect to the trivial  

bundle £ x B B, and rQ = rank G, vG = dim B. 

Proof. First consider the Fourier transform T on the vector bundle 
B B — 

G x u over B and its dual G x (g_/b) . For a constant sheaf <Q0 
B «~-

on G x u, we claim that 7rQQ turns out to be a constructible sheaf 
B B 

on G x (c[/b) whose support is in G x { o } , and its restriction to 
B — 

G x {o} is a single complex C0[-v ](-v_). In fact, it is easily 
- B 

checked that the support of FQL lies in G x {0}. It is also 

verified that u L is a constant sheaf Q0 on (pV)~1(G xB { o } ) , 
V R R R 

where p is the projection (G x u) X B ( G X (^/b) ) + G x (^/b). 

Since (pV)~1(G xB{0}) is a vector bundle over G xB{o} of rank 

v , we get the claim. 
G 

The lemma now follows from (16.3.2) applied to the map of vector 
B B 

bundles j : G x u + G x g_ = Q x B over B and its transpose 
v B B 

j : G x c[ G x (c[/b) since dim cj_ - dim (g/b) - v = rn. 
G U 

Let K = TT^Q^[dim G] e /?£ be the induced complex as in §4. By 

applying (16.3.1) to the base change B -> Spec(k), we have 

17.4. Theorem. f<K[-r0]|2nil) ~- K(-vG) 

where K[-rn]|a ... is regarded as an object in B ° b y extending 0 

on £ - anj_-J_' and ^ is the Fourier transform ^c(£[) ^c(a)» 

Note that K is a semisimple perverse sheaf on g_ and its 

endomorphism algebra End K is isomorphic to the group algebra 
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C0 [W] (cf. 6.5). Since 7 gives a category equivalence Mg flg_, we 
-1 

see that F K is also a semisimple perverse sheaf on c[ and that 
-1 -

End K - <Q£[W]. Thus we obtain a new proof of (the Lie algebra 

analogue of) Borho-MacPherson's theorem (Theorem 6.2) without using 

the decomposition theorem (3.4). 

17.5. Corollary (Borho-MacPherson1s theorem). 

K [ ~r0 ̂  13-nil is a semisimple perverse sheaf on £Lnii and 

End ( K [ - r 0 ] | A N I L ) [-r0]|ANIL) 

17.6. Let K - Q E O K be the decomposition of K into simple 
E£WA b _1 

perverse sheaves as in 6.5. Then 7 (Kg) is a simple perverse 

sheaf on c[ which is a direct summand of K[ -r^ ] | £Lnj_i • 0n the other 

hand , we know already by Theorem 6.2 that KE ̂  _r0 ̂  ^nil ^s â -so a 

simple perverse sheaf on c[. However, these two simple objects do 

not coincide in general. In fact, we have 

17.7. Proposition. f-1(KE) K£QE [ - r o ] l anii 

where e is the sign representation of W. 

Proof. It is enough to show that the two kinds of W-actions on 

K[-r~]|g .-. , one is obtained from K by restricting to Klg . n. the 

other is obtained from K by the Fourier transform, coincide up to 

the multiplication by sign representation. For this, we shall make 

use of the uniqueness property of Springer representations. 

End (K[-rQ]|c[nil) - End H*(£,Q£), (cf. Remark 6.4 (i)). Hence we 

have only to compare the W-actions on the stalks at 0 e c[ of K 

and 7~^K. As was verified in Proposition 5.4, the W-action on 

#Q(K[-TQ3) - H1+ V(£,tf)£) induced from the W-action on K, is nothing 

but the classical action of W on H"*~ + ̂ V(8,Q0 ) , (here we put v =VG ) . 

On the other hand, since u LY is a constant sheaf on £ x {0} C 
v 

£ x 2; , we see easily that 

h A 0 (7 1K) = IH i 
c 3.1 < C £ H 2 n ] (n = dim G) 

- H I1 c 
+ 2n [-r0]| 

- H 1(1, C £ ) (by Poincaré duality) 

- H 1 ( z? , <D£), 
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and the W-action on ft^ (t K) is nothing but the classical action of 

W on H~^~(B, Ql) • Now, W-module H^ + ̂ V ( z?,Q£) is isomorphic to 

H_1(z?, { )0) tensored by sign representation by 5.1. This proves our 

assertion. 

§18. Fourier transforms of admissible complexes on a Lie algebra 

18.1. As was seen in the preceding section, the Springer correspond

ence is explained quite naturally in terms of the Fourier transform 

of perverse sheaves on the Lie algebra. So far the generalized 

Springer correspondence may be formulated as well to the Lie algebra 

case, it is natural to expect that the theory of the previous section 

should be extended to the case of generalized Springer correspondence. 

In fact, as mentioned in Introduction, this was carried out by 

Lusztig [28]. In this section we shall formulate Lusztig's result 

and give an outline of the proof. 

18.2. We shall start with the definition of admissible complexes in 

£. Let N be the set of pairs (0,£), where 0 is a nilpotent 

G-orbit in c[ and £ is an irreducible G-equivariant local system 

on 0. The definition 7.2 of cuspidal pairs makes sense also for 

the Lie algebra case, and we say that (#,£) e is a (nilpotent) 

cuspidal pair if it satisfies the similar condition as in 7.2. The 

logarithm map log: G -»- c[ (cf. 5.3) induces a bijection N--* N , 

(C,£) -+ (0,£), where u e C, log(u) = X e 0 and £ e A^(u)A = 
G 

= AG(X)A. Then under this correspondence, (C,£) is a cuspidal pair 

if and only if (0,€) is a cuspidal pair, and in fact, 

log*IC(Ö.£) IC(C,£) 

Thus the properties of IC(£),£) are all deduced from that of IC(C,£). 

In particular, 

(18.2.1) There exist at most one cuspidal complex KQ = IC(#,£)[dim 0] 

on which the center of G acts by a prescribed character. 

(18.2.2) Cuspidal complex Kn as above is clean, i.e., 

KQ|(Ü - 0) = 0, or equivalently, KA - £[dim 0 ] . 

Next we give a definition of (not necessarily nilpotent) cuspid-
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given in Remark 8.3. Let c[ = z © g_' , where z_ is the center of o[ 
and a ' is the Lie algebra of G/Z°(G). We denote by ^G(£[) the 
category of G-equivariant perverse sheaves on c$_r which is a full 
subcategory of ffg_. A complex K e MG MG (g)is said to be cuspidal if 
it is of the form K2 CE1 , where K2 is a (nilpotent) cuspidal 
complex in c[' and K.. is a perverse sheaf on z_ which is (up to 

1 * 
shift) a local system of the form h* L Y where h: z* k is a linear 
form and LY is as in §17. 
18.3. Admissible complexes in c[ are defined in a similar way as in 
8.1 and 8.4 with suitable modifications for Y, X,,...., by using 
Z = z_ + 0. Here we give a description in terms of the induction of 
complexes (cf. Remark 8.6) as follows. Let P be a parabolic sub
group of G with a Levi subgroup L and the unipotent radical Up. 
Let £, l_ and up be the corresponding Lie algebras, and 7rp: p_ ->• i_ 
be the canonical projection. We consider the following diagram 

where 
l 

TT 
V1 

77' 
V2 

TT" 
9. 

V1 = {(X, g) e g x G Ad(g )X e p_} 

v9 = {(X, gP) e c x G/P | Ad(g 1 )X £ p_} 

and TT"(X, gP) = X, TT' (X, g) = (X, gP), TT(X,g) = TT (Ad(g )X) . 

As in the same way mentioned in Remark 8 . 6 , we can define an inducti
on functor from fl (9^) to z)^(g;), which we denote by i^j. It is 

L C -C 
shown, as in the case of groups (cf. 8 . 5 ) , if KQ is a cuspidal 
complex on the induced complex ip(K^) is a G-equivarinat semi-
simple perverse sheaf on c[. The set of admissible complexes A(£) 
on c[ is defined as the set of complexes A which is a direct 

Q 
summand of ip(KQ) for various KQ and L. 

It is proved as in [ 2 6 , I, 4 . 2 , ( 4 . 3 . 2 ) ] that 
r* c ( 1 8 . 3 . 1 ) ip is transitive. Hence if A £ A(l), then ip(A) is a 

semisimple perverse sheaf, and each direct summand is in A(cj_) and 
is not cuspidal. 

1 8 . 4 . A simple object of ^Q ( 3 [ ) is said to be orbital if it is of 
the form IC(&,£)[dim 0] for some G-orbit 0 in g; and for a 
G-equivariant local system £ on 0. Note that the Fourier trans
form T induces an equivalence of categories T\ MQ(SL) ~+ ̂ G(£)« A 
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simple object of /?G(c[) is said to be antiorbital if it is of the 
form TA for an orbital object A in AQ(SL) • We can now state 

18.5. Theorem (Lusztig [28]). (i) Let A e PLG(g_) be a simple object. 
Then A is admissible if and only if A is antiorbital. 

(ii) Assume G is semisimple. Then an admissible complex A 
is cuspidal if and only if TA - A. In particular, A is orbital and  
antiorbital if A is cuspidal. 

The following special case would be worth mentioning. 

18.6. Corollary (the generalized Springer correspondence). 
Let A(2)n-j_i be the set of nilpotent admissible complexes. Then T 

gives a 1 -1 correspondence A^)ni2 ^ ^ ^ A ^ TA - IC(£),£)[dim 0] 

for (<9,£) e N . 

One of the main ingredients for the proof is the following lemma. 

18.7. Lemma. Let K, K' be semisimple objects in MG (c[) and assume 
that the support of K consists of finitely many G-orbits. Assume 
that K and K are F-stable. Suppose we can choose (J): F K ^ K 

* 
and <j)' : F K' K1 such that x = X for each integer 

K,4>n K\<t>'n 
n £ 1 . Then K = K' . 

In fact, the condition on the characteristic functions implies 
that the irreducible components of maximal dimension of supp K and 
supp K' coincide each other. Hence, by induction on dim supp K, the 
lemma is reduced to showing the following; if £ and £' are the 
two G-equivariant local systems on a single G-orbit 0 stable by F, 
with the same characteristic functions, with respect to each Fn, 
then £ is isomorphic to £'. The last statement follows easily 
from Lang's theorem for G. 

18.8. Remark. Lemma 18.7 holds in general without the assumption on 
G-equivalence for perverse sheaves. In fact, one can show the 
following. Let V be an irreducible variety and K, K' be 
semisimple perverse sheaves on V, stable by F. We assume that the 
characteristic functions for K and K' with respect to Fn 
coincide for each n ^ 1. Then K - K'. The proof is reduced ,as in 
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Lemma 18.7, to the case where K = £, K1 = £' are local systems on V. 
Then, as Laumon pointed out, our assertion follows from Artin-
Cebotarev theorem (Theorem 7 and its corollary) in Serre [ 3 0 ] . 

18.9. We now assume that the theorem holds for any L * G . We need 
two lemmas before the proof of the theorem. Let K = IC(D,£)[dim 0] 
be an orbital object in ^Q(C[), where X = S + N c 0, S is 
semisimple, N is nilpotent and [S,N] = 0. Let L = Z^iS) and P 
be a parabolic subgroup of G with Levi subgroup L. Let KQ = 
IC(0^,£Q)[dim 0Q] be an orbital object in A^(^), where 0Q is the 
L-orbit of X in i_ and £Q is the local system on 0^ determined 
by £ on 0, (note A (X) = A (X)). 

18.10. Lemma. Under the above notation, we have 

K - T • i G P <FK0) 

Q 
In fact, by our assumption, ?KQ is admissible. Hence iGpi^K^) 

and so the right hand side is a semisimple G-equivariant perverse 
sheaf. Now thanks to Lemma 18.7, we have only to show that charcter-
istic functions of complexes on both sides coincide for each Fn, 
which is done without difficulty by the computation of the classical 
Fourier transform of functions. 

18.11. Let L be a Levi subgroup and let A e P1T (I) be a cuspidal 
Li 

object. We still assume that the theorem holds for L. Now A can 
be written as A = h*LY © A^ , where h: z_(&_) ->• k is a linear map on 
the center zj&.) of & and A^ is a nilpotent cuspidal object on 

l' Let S e z(i) be defined by h(X) = -<S,X> for any X e z(I). 
Then we have the following lemma. 

18.12. Lemma. Assume that S e zjc[) . Then 

(ao )a(i 
) A) = = 

G 
I M - r ] | (S + anil) 

where the right hand side is a complex on c[ extended by 0 outside 
of S + g .n , and r = dim Z (L). — ^nil' 

This can be proved also by making use of Lemma 18.7. Note that 
the special case where S = 0, L = T and A = QL is the case 
treated in the preceding section. Contrast to the argument given 

134 



GEOMETRY OF ORBITS AND SPRINGER CORRESPONDENCE 

there, the above lemma depends on the extensive use of the 
decomposition theorem. 

18.13. We now give a brief sketch of the proof of Theorem 18.5. We 
may assume that the theorem is already verified for all Levi sub
groups L * G. We can also assume that G is semisimple. The 
following two facts are easily proved by making use of Lemma 18.10 
and Lemma 18.12 together with the general property of induction 
functors. 

(18.13.1) If K e /7̂ (c[) is orbital and non-cuspidal, then FK is 
admissible , non-cuspidal. 

(18.13.2) If A e /°?G(a) is admissible, non-cuspidal, then A is 
antiorbital,i.e., FA is orbital. 

In view of (18.13.1), (18.13.2), it remains to show that 
TY, - K for any cuspidal object K e A^^nil" For tn^s' ^ ^s enough 
to show that 

(18.13.3) If K is cuspidal in A^SL^N±±F then supp FK C 9nj^« 

In fact, if (18.13.3) holds, then FK is a G-equivariant simple 
perverse sheaf on 9.NJ_L u^ ^° snift, so is orbital in MQ(SL) - Then 
FK is necessarily cuspidal. In fact, if FK is non-cuspidal, then 
FFK - a K is admissible and non-cuspidal by (18.13.1). Since a 
permutes non-cuspidal admissible complexes, K becomes non-cuspidal, 
a contradiction. We now see that K in A^{Q_) is cuspidal if and 
only if FK is cuspidal. Since the Fourier transform F preserves 
the action of the center of G on K, we have FK - K by virtue of 
(18.2.1 ) . 

18.14. We shall prove (18.13.3) by making use of some properties of 
generalized Green functions discussed in §15. Let I be the set of 
all pairs (0,£), where 0 is an arbitrary G-orbit in £ and £ is 
an irreducible G-equivariant local system on 0. We denote by K. = 
IC(£>,£)[dim 0] e ^G(<£) the object corresponding to i = {0,&) e I. 
We fix an IF -structure on G and on g such that the form < , > is 

q F 
defined over IF . For each i = (0, <£) z I , we choose an isomor-* q p phism (t> : F c =v £ and define a function y_. : a[-r0]|ANIL) BY 
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Z.(X) = 
Tr<*0, £x if X e CF 

0 if X e ^ - 0F 

p 
Then as in §15, (i e I ) form a basis for the vector space V_ of F 1 F -all G -invariant functions g; -> QP . F * For each K. (i e I ), we fix an isomorphism (J). : F K. K. and 1 F _ i i i define a function x.: g QN by x. = YT, a • As in §15, x. 

F 1 (i e I ) also form a basis for !/. 

Let ( , ) be a non-degenerate bilinear form on V_ defined by 

(f, f') = 
Xe Xe% 

p f(X)f1(X) (f, f1 e V) 

Let I Q be the set of all i e I such that Ki is cuspidal. 
Then we have 

(18.14.1 ; ^h = ch*h for h e 1 F 0 (c e Q ) j 

(18.14.2) (Y_h, V = 0 for h e 1 F 0 
F F , i e I - I Q . 

In fact, (18.14.1) follows from thr fact that cuspidal complexes are 
clean (18.2.3). For (18.14.2), note that if h = (0,6) e IQ, then 0 
is a nilpotent orbit. Thus the statement is clear for i e I 
which corresponds to a non-nilpotent orbit. If i e IF- I Q corres
ponds to a nilpotent orbit, (18.14.2) follows from Theorem 15.5.(ii). 

(18.14.3) [-r0]|ANIL) = 0 for h e I F 0 
F 

i £ I - I 
F 
0 

In fact, by Theorem 1 5 . 5 (ii), x^ IS-nil ^s a linear combination of y^ 
for j e IF- I Q . S O , ( 1 8 . 1 4 . 3 ) follows from ( 1 8 . 1 4 . 2 ) . 

A F -
For each i, let x^: g_ -> (Q£ be the function defined as the 

characteristic function of ?K. with respect to the isomorphism 
F ( TK . ) TK . induced from 4>. : F K. =» K. used in the defintion of i i i i i 
x.. Thus x. is given by the classical Fourier transform of x. as —l — I ^ 1 —i 
in ( 1 6 . 2 . 1 ) . We have 

1 8 . 1 4 . 4 ) <Xh, x.) = 0 for h e 1 F 0' 
F 

i e I - I 
F 
0 

In fact, by (18.13.2), fK. is a non-cuspidal orbital object. Hence, 
F F F —i ̂ nil is a linear combination of ij (j c I - IQ) by Theorem 15.5 

(ii), and (18.14.2) can be applied. 
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A. 
We now define a Fourier transform f -> f, on V_ by the formula 

(16.12.1). Then f •> f preserves ( , ) up to scalar. Hence 
(18.14.4) implies that (£h, x±) = 0 for h e I F , i e I F - I F . Since 
a permutes non-cuspidal admissible complexes, the functions x. F F F F 1 (i £ I - I Q ) coincide with the functions x^ (i £ I - I Q ) up to scalars and up to the order. This implies that the space spanned b^ 
{x^ | h £ I Q} is the orthogonal complement of the space spanned 
by {x^ I i £ I - I Q } , and so coincides with the space spanned by 
Ŷ-h I N E ^ Q ) • IT follows from this that £^ is a linear combinati
on of y_̂., k £ IF, and in particular, £^ vanishes on c[F- 3^0.]. • T n u s 
by (18.14.1), x_h vanishes on c[F - g_F^^. This holds for each charac
teristic function of fK^ with respect to Fn for any integer 
n ^ 1 . Thus we can conclude that supp FK, C g • -

h ^nil 
18.15. Remark. The theorem asserts that the characteristic functions 
of cuspidal objects in A ^ 2 . ) N - ^ ^ are stable, up to scalar, by the 
Fourier transform. In the case of G^, F^ or Eg, there exists 
exactly one such function, and these functions are closesy related to 
the generalized Gauss sums associated to certain prehomogeneous 
vector spaces (see Kawanaka [20]). 
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