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## $\mathcal{N u m d a m}^{\prime}$

# On the integral group algebra of a finite algebraic group 

R. B. Howlett and G. I. Lehrer

## §1 Introduction and notation

Let $G$ be the group of $\mathbf{F}_{q}$-rational points of a connected reductive algebraic group defined over $\mathbf{F}_{q}$ and let $U$ be a maximal unipotent subgroup of $G$. In this note we give three explicit embeddings of the ring of endomorphisms $E=\operatorname{End}_{\mathbf{Z} G}\left(\operatorname{Ind}_{U}^{G}(1)\right)$ into the integral group ring $\mathbf{Z} G$. The embeddings have properties related to certain $Z G$ modules, and all have the same image. Thus they imply the existence of certain automorphisms of $E$.

There is a canonical surjection $\sigma: E \rightarrow \bar{E}=\operatorname{End}_{\mathbf{z a}_{G}}\left(\operatorname{Ind}_{B}^{G}(1)\right)$, and $\sigma \otimes 1: E \otimes_{\mathbf{Z}} \mathbf{Z}\left[|H|^{-1}\right] \rightarrow \bar{E} \otimes_{\mathbf{Z}} \mathbf{Z}\left[|H|^{-1}\right]$ has a left inverse $\tau$. (Here $B$ is a Borel subgroup and $H$ a maximal split torus in $G$ such that $B=H U$.) One of our embeddings composed with $\tau$ gives the embedding of $\bar{E} \otimes_{\mathbf{z}} \mathbf{Z}\left[|H|^{-1}\right]$ which we constructed in [3]. Thus the present work may be thought of as an extension of the results of that paper.

Another direction for applications of this work is the construction of idempotents (analogous to Steinberg's idempotent for $\mathrm{St}_{G}$ ) in $F G$ ( $F$ a field) which are not in the Hecke algebra $H(G, B)$ (or even $H(G, U)$ ). This could provide explicit constructions of representations of $G$ in characteristic $p$ (where $p \mid q$ ).

We begin here with some generalities which will establish our notation. Let $R$ be a commutative (unital) ring, $A$ an $R$-algebra and $a \in A$. Then $a A$ is a (right) $A$-module, and we write $E=\operatorname{End}_{A}(a A)$. We have
(1.1) There is an algebra homomorphism $\lambda: \widetilde{A}=\{x \in A \mid x a A \subseteq a A\} \rightarrow E$ defined by $x \mapsto\left(\lambda_{x}: y \mapsto x y\right) \quad(x, y \in a A)$.

If $a$ is an idempotent and $\phi \in E$ then $\phi(y)=\phi(a y)=\phi(a) y$ for any $y \in a A$; hence $\phi=\lambda_{\phi(a)}$, and $\phi(a)=\phi(a) a \in a A a$. Thus we have
(1.2) If $a$ is an idempotent then
(i) $\lambda$ is surjective
(ii) There is an algebra homomorphism $\mu: E \rightarrow a A a \subseteq a A \subseteq A$ such that $\lambda \mu=\mathrm{id}_{E}$.
(1.3) Definition If there is an algebra homomorphism $\mu: E \rightarrow A$ such that $\lambda \mu=\mathrm{id}_{E}$, we say that $E$ is embedded in $A$, and that $\mu$ is an embedding of $E$ into $A$.

Let $G$ be a finite group and take $A=R G$, the group ring over $R$. For any subset $S \subseteq G$ denote by $[S]$ the sum $[S]=\sum_{s \in S} s \in R G$, and consider the case $a=[K]$, where $K$ is a subgroup of $G$. If $G=\coprod_{i} K x_{i} K$ is the double coset decomposition of $G$ with respect to $K$, the map $T_{i}:[K] \mapsto\left[K x_{i} K\right]$ defines an element of $E$, and it is well known that

$$
\begin{equation*}
E \text { is the free } R \text {-module with basis }\left\{T_{i}\right\} \text {. } \tag{1.4}
\end{equation*}
$$

Moreover, in this case we have
(1.5) $\quad \lambda: a A \rightarrow E$ is surjective.

For here $T_{i}=\lambda_{y}$, where $y=\sum_{j} k_{j} x_{j}$ and $K x_{i} K=\coprod_{j} k_{j} x_{i} K$. However, in general there is no embedding $\mu$ in the sense of (1.3).

Here we shall be concerned with the case $R=\mathbf{Z}, G$ the group of $\mathbf{F}_{q^{-}}$ rational points of a connected reductive $\mathbf{F}_{q}$-group and $K=U$, its maximal unipotent subgroup. We shall show that there is an embedding of $E=\operatorname{End}_{\mathbf{z} G}[U] \mathbf{Z} G$ into $\mathbf{Z} G$, and in the course of its study some automorphisms of $E$ will play a role. Our embedding has properties connected with those of the Steinberg representation of $\mathbf{Z} G$ (see $\S 3$ below). For this observation we are indebted to Okuyama.

We remark finally that the nature of our formulae are strongly suggestive that there is an underlying geometric explanation for the facts we present here, related to the geometric structure of the Bruhat cells and Schubert varieties of the underlying algebraic group.

## §2 The case of a finite algebraic group

For the rest of this note, $G, U, B=H U$ and $E$ will be as in the last section ( $G$ the group of rational points of a connected reductive group defined over $\mathbf{F}_{q}$, and so on). If $N=N_{G}(H)$ then $N / H=W$ is the Weyl group of $G$, with simple reflection set $S$, length function $l(w)(w \in W)$ and longest element $w_{0}$. Denote by $\Phi$ and $\Pi$ the corresponding root system and set of simple roots (respectively). For elementary facts concerning the structure of $G$ the reader is referred to [2], [1] or [3]. We assume that the representatives $\dot{w} \in N$ $(w \in W)$ have been chosen so that if $w=w_{1} w_{2}$ with $l(w)=l\left(w_{1}\right)+l\left(w_{2}\right)$ then $\dot{w}=\dot{w}_{1} \dot{w}_{2}$. (See [9] for the proof that this is possible.) We shall require the following well known fact (see, for example, [3] Lemma 2.8):
(2.1) Lemma Let $a \in \Phi$ with $U_{a} \subseteq U$ the corresponding root subgroup of $G$, and suppose that $n \in N$ maps onto $r_{a}$, the reflection in $W$ corresponding to $a$. Then each element $x$ of $U_{a}^{\#}\left(=U_{a}-\{1\}\right)$ has a unique expression $x=h_{n}(x) f_{n}(x) n g_{n}(x)$, where $h_{n}$ is a map $U_{\boldsymbol{a}}^{\#} \rightarrow H$ and $f_{n}, g_{n}$ are bijections $U_{a}^{\#} \rightarrow U_{-a}^{\#}$.

An easy computation proves
(2.2) Lemma Use the notation of (2.1) and let $t \in H$. Then for $u \in U_{a}^{\#}$,
(i) $h_{t n}(u)=h_{n}(u) t^{-1}$
(ii) $f_{t n}(u)=t f_{n}(u) t^{-1}$ and $g_{t n}(u)=g_{n}(u)$.

If $r \in W$ is a reflection then we will write $h, f$ and $g$ for $h_{\dot{r}}, f_{\dot{r}}$ and $g_{\dot{r}}$ if there is no danger of ambiguity. We also adopt the notation $V=\dot{w}_{0}^{-1} U \dot{w}_{0}$ and $V_{a}=U_{-a}$.
(2.3) Proposition (i) In the above the notation, if $a$ is a simple root and $r=r_{a}$ then we have (in $\mathbf{Z} G$ )

$$
\left[B \cap V_{\dot{r}}^{\dot{\prime}} V\right]=\sum_{u \in U_{a}^{\#}} k(u) u=\sum_{v \in V_{a}^{\#}} v \dot{r} f\left(g^{-1}(v)\right),
$$

where $k(u)=h(u)^{-1}$.
(ii) We have $\dot{r}^{2} \sum_{u \in U_{a}^{\#}} h(u)=\sum_{u \in U_{a}^{\#}} k(u)$.

Proof. Part (i) follows easily from [3,§2] and (2.1).
(ii) Inverting $k(u)=f(u) \dot{r} g(u)$ gives $u^{-1} k(u)^{-1}=g(u)^{-1} \dot{r}^{-1} f(u)^{-1}$. Multiplying both sides on the left by $k(u)$ and conjugating by $\dot{r}^{2}$ we obtain

$$
\begin{equation*}
h\left(\dot{r}^{-2} k(u) u^{-1} k(u)^{-1} \dot{r}^{2}\right)=\dot{r}^{-2} k(u) \quad\left(u \in U_{a}^{\#}\right) \tag{2.3.1}
\end{equation*}
$$

Since $k(u) u k(u)^{-1}=f(u) \dot{r} g(u) k(u)^{-1}$ with uniqueness of expression on the right, it follows that $k(u) u k(u)^{-1}$ determines $f(u)$ and hence $u$; thus as $u$ runs over $U_{a}^{\#}$ so does $k(u) u k(u)^{-1}$. Now $\operatorname{sum}$ (2.3.1) over $u \in U_{a}^{\#}$ to obtain (ii).

Since the sum in (2.3) (ii) will recur later we give it a name: with the notation as in (2.3) write

$$
\begin{equation*}
\eta_{\dot{r}}=\sum_{u \in U_{a}^{\#}} k(u)=\dot{r}^{2} \sum_{u \in U_{a}^{\#}} h(u) \in \mathbf{Z} G \tag{2.3.2}
\end{equation*}
$$

(2.4) Lemma With the notation as in (2.1), let $u \in U_{a}^{\#}$. Then we have $g\left(g(u)^{\dot{r}}\right)=u^{\dot{r}}\left(\right.$ where $\left.x^{y}=y^{-1} x y\right)$.

Proof. We have $u=h(u) f(u) \dot{r} g(u)$. Make $g(u)$ the subject of this formula, conjugate by $\dot{r}$ and collect terms as follows:

$$
g(u)^{\dot{r}}=\left(\dot{r}^{-2} h(u)^{-1}\right)\left(h(u) f(u)^{-1} h(u)^{-1}\right) \dot{r}\left(\dot{r}^{-1} u \dot{r}\right)
$$

The result follows.

The double coset decomposition of $G$ with respect to $U$ is well-known; we have $G=\coprod_{n \in N} U n U$. Hence it follows from the generalities in $\S 1$ above that $E=\operatorname{End}_{\mathbf{Z} G}([U] \mathbf{Z} G)$ has a $\mathbf{Z}$-module basis $\left\{T_{n} \mid n \in N\right\}$ defined as in (1.3). The rules for multiplying these $T_{n}$ were determined by Yokonuma [10], and may be expressed as follows. (In writing the relations we regard the length function of $W$ as lifted to $N$-that is, for $n \in N$ we define $l(n)=l(\bar{n})$ where $\bar{n}$ is the image of $n$ in $W$.)
(2.5) Proposition (Yokonuma [10]) The algebra $E=\operatorname{End}_{\mathbf{Z G}}([U] \mathbf{Z} G)$ has a Z-basis $\left\{T_{n} \mid n \in N\right\}$ satisfying
(i) If $l\left(n_{1} n_{2}\right)=l\left(n_{1}\right)+l\left(n_{2}\right)$ then $T_{n_{1}} T_{n_{2}}=T_{n_{1} n_{2}}$.
(ii) If $l(n)=1$ then $T_{n}^{2}=q_{a} T_{n^{2}}+T_{n} \sum_{u \in U^{\#}} T_{h_{n}(u) n^{2}}$, where $a \in \Pi$ is the root corresponding to $\bar{n} \in S$ and $q_{a}=\left|U_{a}\right|$. (Note that $n^{2} \in H$.)

Proof. (i) follows easily from the definition of $T_{n}$ (namely, $T_{n}[U]=[U n U]$ ) and Chevalley's refinement of the Bruhat decomposition for $G$, by induction on $l\left(n_{2}\right)$. Note that the case $l\left(n_{2}\right)=0$ reads $T_{n} T_{h}=T_{n h} \quad(h \in H, n \in N)$. For (ii) one uses the Chevalley decomposition together with (2.1) above. We leave the details to the reader.
(2.6) Definition For $n \in N$ define the element $\gamma_{n} \in \mathbf{Z} G$ by

$$
\gamma_{n}=\sum_{t \in W}(-1)^{l(t)}[B t \cap V n V] .
$$

Note that from (2.3) of [3] it follows that $B t \cap V n V=\emptyset$ unless $t \leq \bar{n}$ (in the Bruhat order on $W$ ). Hence (2.6) may be written

$$
\begin{equation*}
\gamma_{n}=\sum_{\substack{t \leq \bar{n} \\ t \in W}}(-1)^{l(t)}[B t \cap V n V] . \tag{2.6}
\end{equation*}
$$

(2.7) Theorem The elements $\gamma_{n}$ form a $\mathbf{Z}$-basis of a subalgebra $\Gamma$ of $\mathbf{Z} G$, and the map $\phi: T_{n} \rightarrow \gamma_{n}$ is an isomorphism of $\mathbf{Z}$-algebras.

Proof. Since the support of $\gamma_{n}$ is contained in $V n V$ and $G$ is the disjoint union of $\{V n V \mid n \in N\}$, the $\gamma_{n}$ are clearly $\mathbf{Z}$-linearly independent. In view of (2.5) it therefore suffices to prove
(2.7.1) $\quad \gamma_{n_{1}} \gamma_{n_{2}}=\gamma_{n_{1} n_{2}}$ if $n_{1}, n_{2} \in N$ with $l\left(n_{1} n_{2}\right)=l\left(n_{1}\right)+l\left(n_{2}\right)$, and

$$
\begin{gather*}
\gamma_{n}^{2}=q_{a} \gamma_{n^{2}}+\gamma_{n} \sum_{u \in U_{a}^{\#}} \gamma_{h(u) n^{2}} \text { if } a \in \Pi \text { and } n=\dot{r}_{a},  \tag{2.7.2}\\
\text { where } h=h_{n} \text { is the function defined in (2.1). }
\end{gather*}
$$

We first prove (2.7.1). If $l\left(n_{2}\right)=0$ then $n_{2} \in H$ and it follows that $\gamma_{n_{2}}=\left[B \cap V n_{2} V\right]=\left[B \cap n_{2} V\right]=n_{2}$; thus $\gamma_{n_{1}} \gamma_{n_{2}}=\gamma_{n_{1}} n_{2}=\gamma_{n_{1} n_{2}}$, since
$\left[B t \cap V n_{1} V\right] n_{2}=\left[B t \cap V n_{1} n_{2} V\right]$ for all $t \in W$. Observe now that if we can prove (2.7.1) for $n_{2}=\dot{r}_{a}$ with $a \in \Pi$ then we will be finished; for in general we may write $n_{2}=h \dot{r}_{1} \dot{r}_{2} \ldots \dot{r}_{l}$ with $h \in H, r_{i} \in S$ for each $i$ and $l=l\left(n_{2}\right)$, and then induction on $l$ will give $\gamma_{n_{2}}=\gamma_{h} \gamma_{\dot{r}_{1}} \gamma_{\dot{r}_{2}} \ldots \gamma_{\dot{r}_{l}}$ and $\gamma_{n_{1}} \gamma_{n_{2}}=\gamma_{n_{1}} \gamma_{h} \gamma_{\dot{r}_{1}} \ldots \gamma_{\dot{r}_{l}}=\gamma_{n_{1} h \dot{r}_{1} \ldots r_{l}}=\gamma_{n_{1} n_{2}}$ as required.

Thus we turn to the proof of (2.7.1) in the case where $n_{2}=\dot{r}$ with $r=r_{a} \in S$ and $n_{1}=n \in N$ with $l(n \dot{r})=l(n)+1$. First observe that $\gamma_{\dot{r}}=[B \cap V \dot{r} V]-[B r \cap V \dot{r} V]$ (by (2.6)'), and from (2.3) we have $[B \cap V \dot{r} V]=\sum_{u \in U_{a}^{\#}} k(u) u$. Moreover, by a slight extension of Lemma 2.4 of $[3],[B r \cap V \dot{r} V]=\left[U_{a} \dot{r}\right]=\left[\dot{r} V_{a}\right]$. Hence

$$
\begin{equation*}
\gamma_{n} \gamma_{\dot{r}}=\sum_{l(t r)>l(t)}(-1)^{l(t)}([B t \cap V n V]-[B t r \cap V n V])\left(\sum_{u \in U_{a}^{\#}} k(u) u-\left[U_{a} \dot{r}\right]\right) \tag{2.7.3}
\end{equation*}
$$

Now writing $B_{a}=H U_{a}$, we have $B t B_{a}=B t$ since $l\left(t r_{a}\right)>l(t)$. Hence

$$
\begin{align*}
{[B t \cap V n V]\left(\sum_{u \in U_{a}^{\#}} k(u) u\right) } & =\sum_{u \in U_{a}^{\#}}[B t \cap V n V k(u) u] \\
& =\sum_{v \in V_{a}^{\#}}\left[B t \cap V n V v \dot{r} f\left(g^{-1}(v)\right)\right]  \tag{2.3}\\
& =\left[B t \cap V n V \dot{r} V_{a}^{\#}\right]
\end{align*}
$$

since the sets $V n V \dot{r} v$ are disjoint for distinct $v$. Hence we have

$$
\begin{equation*}
[B t \cap V n V]\left(\sum_{u \in U_{a}^{\neq}} k(u) u\right)=[B t \cap V n \dot{r} V]-[B t \cap V n V \dot{r}] \tag{2.7.4}
\end{equation*}
$$

Similarly,

$$
\begin{aligned}
{[B t \cap V n V]\left[U_{a}\right] \dot{r} } & =\sum_{u \in U_{a}}[B t \cap V n V u] \dot{r} \\
& =\sum_{u \in U_{a}}[B t r \cap V n V u \dot{r}] \\
& =\sum_{v \in V_{a}}[B t r \cap V n V \dot{r} v] \\
& =\left[B t r \cap V n V \dot{r} V_{a}\right]
\end{aligned}
$$

Thus

$$
\begin{equation*}
[B t \cap V n V]\left[U_{a}\right] \dot{r}=[B t r \cap V n \dot{r} V] \tag{2.7.5}
\end{equation*}
$$

The next term arising in the expansion of (2.7.3) is

$$
\begin{align*}
{[B t r \cap V n V]\left(\sum_{v \in V_{a}^{\#}} v \dot{r} f\left(g^{-1}(v)\right)\right) } & =\sum_{v \in V_{a}^{\#}}[B t r v \cap V n V v] \dot{r} f\left(g^{-1}(v)\right) \\
& =\sum_{v \in V_{a}^{\#}}[B t r \cap V n V] \dot{r} f\left(g^{-1}(v)\right) \\
& =[B t r \cap V n V] \dot{r}\left[V_{a}^{\#}\right] . \tag{2.7.6}
\end{align*}
$$

The last term is

$$
\begin{equation*}
[B t r \cap V n V]\left[U_{a} \dot{r}\right]=[B t r \cap V n V] \dot{r}\left[V_{a}\right] \tag{2.7.7}
\end{equation*}
$$

Adding the right hand sides of (2.7.4)-(2.7.7) with appropriate signs gives $[B t \cap V n \dot{r} V]-[B t r \cap V n \dot{r} V]$, and substituting into (2.7.3) completes the proof of (2.7.1).

To complete the proof of Theorem (2.7) we now have to prove the formula (2.7.2). For this, we have
$\gamma_{\dot{r}}^{2}=[B \cap V \dot{r} V]^{2}-[B \cap V \dot{r} V][B r \cap V \dot{r} V]-[B r \cap V \dot{r} V][B \cap V \dot{r} V]+[B r \cap V \dot{r} V]^{2}$, and we proceed to compute the four terms on the right.

$$
\begin{aligned}
{[B \cap V \dot{r} V]^{2} } & =\left[B \cap V \dot{r} V_{a}\right] \sum_{u \in U_{a}^{\#}} k(u) u \\
& =\sum_{u \in U_{a}^{\#}}\left[B \cap V \dot{r} V_{a} k(u) u\right] \\
& =\sum_{u \in U_{a}^{\#}}\left[B \cap V \dot{r} V_{a} f(u) \dot{r} g(u)\right] \quad(\text { by }(2.1)) \\
& \left.=\sum_{v \in V_{a}^{\#}}\left[B \cap V \dot{r} V_{a} \dot{r} v\right] \quad \text { (since } g \text { is a bijection from } U_{a}^{\#} \text { to } V_{a}^{\#}\right) \\
& =\sum_{v \in V_{a}^{\#}}\left[B \cap V \dot{r}^{2} v\right]+\sum_{v^{\prime}, v \in V_{a}^{\#}}\left[B \cap V \dot{r} v^{\prime} \dot{r} v\right]
\end{aligned}
$$

$$
\begin{align*}
& =\left(q_{a}-1\right) \dot{r}^{2}+\sum_{\substack{u \in U^{\#} \\
v \in V_{a}^{\# \#}}} \dot{r}^{2}[B \cap V u v] \\
& =\left(q_{a}-1\right) \dot{r}^{2}+\sum_{\substack{u \in U^{*} \# \\
v \in V_{a}^{*}}} \dot{r}^{2}[B \cap V h(u) f(u) \dot{r} g(u) v]-\sum_{u \in U_{a}^{\#}} \dot{r}^{2}[B \cap V u] \\
& =\left(q_{a}-1\right) \dot{r}^{2}+\dot{r}^{2} \sum_{u \in U_{a}^{\#}} h(u)[B \cap V \dot{r} V]-\dot{r}^{2}\left[U_{a}^{\#}\right] \\
& =\left(q_{a}-1\right) \dot{r}^{2}+\sum_{u \in U_{a}^{\#}} k(u)[B \cap V \dot{r} V]-\dot{r}^{2}\left[U_{a}^{\#}\right] \quad \text { (by (2.3) (ii)). } \tag{2.7.8}
\end{align*}
$$

Next we have

$$
\begin{equation*}
[B \cap V \dot{r} V][B r \cap V \dot{r} V]=\sum_{u \in U_{a}^{\#}} k(u) u\left[U_{a} \dot{r}\right]=\sum_{u \in U_{a}^{\#}} k(u)\left[U_{a}\right] \dot{r} \tag{2.7.9}
\end{equation*}
$$

and

$$
\begin{align*}
{[B r \cap V \dot{r} V][B \cap V \dot{r} V] } & =\left[\dot{r} V_{a}\right] \sum_{u \in U_{a}^{\#}} f(u) \dot{r} g(u) \\
& =\left[\dot{r} V_{a}\right]\left[\dot{r} V_{a}^{\#}\right], \tag{2.7.10}
\end{align*}
$$

while finally

$$
\begin{equation*}
[B r \cap V \dot{r} V]^{2}=\left[\dot{r} V_{a}\right]\left[\dot{r} V_{a}\right] \tag{2.7.11}
\end{equation*}
$$

Now add the terms (2.7.8)-(2.7.11) with appropriate signs, obtaining

$$
\begin{aligned}
\gamma_{\dot{r}}^{2} & =q_{a} \dot{r}^{2}+\sum_{u \in U_{t}^{\#}} k(u) \gamma_{\dot{r}} \\
& =q_{a} \dot{r}^{2}+\eta_{\dot{r}} \gamma_{\dot{r}}
\end{aligned}
$$

in the notation of (2.3.2). But $\gamma_{\dot{r}}$ trivially commutes with $\dot{r}^{2}$ and with $\gamma_{\dot{r}}^{2}$. It follows (since $\gamma_{\dot{r}}$ is invertible in $\mathbf{Q} G$ ) that $\gamma_{\dot{r}}$ commutes with $\eta_{\dot{r}}$. Hence again using (2.3) (ii), we have

$$
\gamma_{\dot{r}}^{2}=q_{a} \gamma_{\dot{r}^{2}}+\gamma_{\dot{r}} \sum_{u \in U_{a}^{\#}} \gamma_{h(u) \dot{r}^{2}}
$$

which is (2.7.2). This completes the proof of Theorem (2.7).

The map $\phi$ of (2.7) is not an embedding in the sense of (1.3). This follows easily from the next proposition, which deals with the effect of left multiplication by $\gamma_{n}$ on the module $[U] Z G$.
(2.8) Proposition Let $a$ be a simple root and $r=r_{a}$. Then left multiplication by $\gamma_{\dot{r}}$ is the endomorphism $\sum_{u \in U_{a}^{\#}} T_{k(u)}-T_{\dot{r}}$ of $[U] \mathbf{Z} G$.

Proof. We have

$$
\begin{gathered}
\gamma_{\dot{r}}[U]=\left(\sum_{u \in U_{a}^{\#}} k(u) u-\left[U_{a} \dot{r}\right]\right)[U]=\sum_{u \in U_{a}^{\#}} k(u)[U]-[U \dot{r} U] \\
=\left(\sum_{u \in U_{a}^{\#}} T_{k(u)}-T_{\dot{r}}\right)[U] .
\end{gathered}
$$

Since left multiplication obviously commutes with the $\mathbf{Z} G$ action on $[U] \mathbf{Z} G$, the result follows.
(2.8)' Corollary The endomorphism $T_{\dot{r}}$ of $[U] \mathbf{Z} G$ is given by left multiplication by $\sum_{u \in U_{a}^{\neq}} k(u)-\gamma_{\dot{r}} \in \Gamma$.

The results of this section may be summarized in
(2.9) Theorem Let $E=\operatorname{End}_{\mathbf{z G}}[U] \mathbf{Z} G$ where $U$ is a maximal unipotent subgroup of the finite algebraic group $G$. (For a more precise definition of $G$ see the beginning of this section.) Then
(i) There is a map $\mu: E \rightarrow \mathbf{Z} G$ satisfying $T_{h} \mapsto \gamma_{\boldsymbol{h}}$ (for $h \in H$ ) and $T_{\dot{r}} \mapsto \eta_{\dot{r}}-\gamma_{\dot{r}}$ (for $r=r_{a} \in S$, with $\eta_{\dot{r}}$ and $\gamma_{\dot{r}}$ as defined in (2.3.2) and (2.6) respectively), such that $\mu$ is an embedding of $E$ in $\mathbf{Z} G$ in the sense of (1.3) (that is, $T \in E$ is given by left multiplication by $\mu(T)$ ), and $\mu(E)=\Gamma$, the $\mathbf{Z}$-linear span of the elements $\gamma_{n}(n \in N)$.
(ii) There is an (involutory) automorphism $\alpha$ of $E$ defined by $\alpha\left(T_{h}\right)=T_{h}$ for $h \in H$ and $\alpha\left(T_{\dot{r}}\right)=\sum_{u \in U_{a}^{\#}} T_{k(u)}-T_{\dot{r}}$ for $r=r_{a} \in S$.

Proof. (i) By Proposition (2.8) we see that the elements $\gamma_{h}$ and $\gamma_{\dot{r}}$ induce endomorphisms of $[U] \mathbf{Z} G$ by left multiplication, and since these elements generate $\Gamma$ the same holds for all $\gamma \in \Gamma$. Thus there is a map $\lambda: \Gamma \rightarrow E$ such that $\lambda(\gamma)$ is left multiplication by $\gamma$. It follows from (2.8) and (2.8) that $T_{h}, T_{\dot{r}} \in E$ are respectively given by left multiplication by $\mu\left(T_{h}\right), \mu\left(T_{\dot{r}}\right) \in \Gamma$
as defined in the statement. Now since the $T_{h}$ and the $T_{\dot{r}}$ generate $E$, it follows that every element of $E$ is realized by left multiplication by some element of $\Gamma$; that is, $\lambda$ is surjective. Since $\Gamma$ and $E$ both have Z-rank $|N|$ it follows that $\lambda$ is injective too, whence $\mu(T)=\lambda^{-1}(T)$ defines our embedding $\mu$.
(ii) The map $\phi: T_{n} \mapsto \gamma_{n}$ is an isomorphism $E \rightarrow \Gamma$ (Theorem (2.7)) and the automorphism $\alpha$ is simply $\phi^{-1} \mu$. It is trivially an involution.

REMARK. Notice that in the proof of (2.9) (i) we have only used the fact that $\Gamma$ is a subalgebra of $\mathbf{Z} G$. This is the thrust of Theorem (2.7).

## $\S 3$ Connection with Steinberg's representation

Maintaining the notation of $\S 2$, let $B=H U$ and write $\mathrm{St}=\sum_{w \in W} \varepsilon_{w}[B w]$ where $\varepsilon_{w}=(-1)^{l(w)}$. The elements $\{(\mathrm{St}) u \mid u \in U\}$ are linearly independent since the coefficient of $\dot{w}_{0} u_{1}$ in $\sum_{u \in U} \lambda_{u}(\mathrm{St}) u$ is $\lambda_{u_{1}} \varepsilon_{w_{0}}$ (where $w_{0}$ is the longest element of $W$ ). Moreover, Steinberg's method (see Theorem 1 of [8]) may be applied to show
(3.1) Proposition The set $\{(\mathrm{St}) u \mid u \in U\}$ is a $\mathbf{Z}$-basis for the right $\mathbf{Z} G$-module (St) $\mathbf{Z} G$.

We shall begin by proving
(3.2) Lemma Let $V=\dot{w}_{0}^{-1} U \dot{w}_{0}$ as in $\S 2$. Then the right $\mathbf{Z} G$-module $[V] \mathbf{Z} G \otimes_{\mathbf{Z}}(\mathrm{St}) \mathbf{Z} G$ is cyclic, generated by $[V] \otimes \mathrm{St}$.

Proof. Consider the submodule $M$ generated by [ $V$ ] $\otimes$ St. Applying $\dot{w}_{\mathbf{0}}$ we obtain $\varepsilon_{w_{0}}[V] \dot{w}_{0} \otimes S t$, and since for $u \in U$ we have $[V] \dot{w}_{0} u=[V] \dot{w}_{0}$ we may apply elements of $U$ and obtain that $[V] \dot{w}_{0} \otimes(\mathrm{St}) \mathbf{Z} G \subseteq M$ (by (3.1)). The result now follows trivially.
(3.2)' Corollary There is a $\mathbf{Z} G$-isomorphism $\mathbf{Z} G \rightarrow[V] \mathbf{Z} G \otimes_{\mathbf{Z}}$ (St) $\mathbf{Z} G$ defined by $1 \mapsto[V] \otimes S t$.

Proof. Since $\mathbf{Z} G$ is free $1 \mapsto[V] \otimes$ St defines a map. It is surjective by (3.2), and an isomorphism since the two modules have the same $\mathbf{Z}$-rank and are $\mathbf{Z}$-free.

Now $\operatorname{End}_{\mathbf{Z} G} \mathbf{Z} G=\left\{\lambda_{\boldsymbol{\beta}} \mid \beta \in \mathbf{Z} G\right\}$, where $\lambda_{\boldsymbol{\beta}}(\xi)=\beta \xi$ for $\xi \in \mathbf{Z} G$, and $\beta \mapsto \lambda_{\beta}$ is an isomorphism $\mathbf{Z} G \rightarrow \operatorname{End} \boldsymbol{Z G G}_{\mathbf{Z}} \mathbf{Z} G$. Hence from (3.2)' we deduce
(3.3) There is an isomorphism $\mathbf{Z} G \rightarrow \operatorname{End}_{\mathbf{Z} G}([V] \mathbf{Z} G \otimes \mathbf{z}(\mathrm{St}) \mathbf{Z} G)$ given by $\beta \mapsto \nu(\beta)$, where $\nu(\beta):([V] \otimes(\mathrm{St})) \xi \mapsto([V] \otimes(\mathrm{St})) \beta \xi$ for all $\xi, \beta \in \mathbf{Z} G$.

Let $E^{\prime}=\operatorname{End}_{\mathbf{z} G}[V] \mathbf{Z} G$. This has Z-basis $\left\{T_{n}^{\prime} \mid n \in N\right\}$, where $T_{n}^{\prime}([V])=[V n V]$ for each $n \in N$. Since $\dot{w}_{0}[V]=[U] \dot{w}_{0}$ there is an isomorphism $\omega:[V] \mathbf{Z} G \rightarrow[U] \mathbf{Z} G$ given by $\omega(x)=\dot{w}_{0} x$ for all $x \in[V] \mathbf{Z} G$, and therefore
(3.4) There is an isomorphism $\widetilde{\omega}: E \rightarrow E^{\prime}$ given by

$$
\widetilde{\omega}(\zeta)=\omega^{-1} \zeta \omega \quad\left(\zeta \in \operatorname{End}_{\mathbf{Z} G}[U] \mathbf{Z} G\right)
$$

where (as above) $\omega$ is left multiplication by $\dot{w}_{0}$.

A simple calculation shows that

$$
\begin{equation*}
\widetilde{\omega}\left(T_{n}\right)=T_{\dot{w}_{0}^{-1} n \dot{w}_{0}}^{\prime} . \tag{3.4.1}
\end{equation*}
$$

Now there is a natural embedding $E^{\prime} \rightarrow \operatorname{End}_{\mathbf{Z} G}([V] \mathbf{Z} g \otimes \mathbf{z}(\mathrm{St}) \mathbf{Z} G)$ given by $\theta \mapsto \theta \otimes \mathrm{id}_{(\mathrm{St}) \mathrm{Z}_{G}}$. So by (3.3) there is an algebra monomorphism $E^{\prime} \rightarrow \mathbf{Z} G$ such that $\theta \mapsto \beta$, where $\theta \otimes \mathrm{id}_{(\mathrm{St}) \mathrm{ZG}}=\nu(\beta)$. Pulling back via $\widetilde{\omega}$ gives the following statement.
(3.5) Theorem We maintain the above notation. Then
(i) We have $T_{\dot{r}}^{\prime} \otimes \mathrm{id}_{(\mathrm{St}) \mathbf{Z G}}=\boldsymbol{\nu}\left(\gamma_{\dot{r}}\right)$; that is,

$$
\left(T_{\dot{r}}^{\prime}[V] \otimes \mathrm{St}\right) \xi=([V] \otimes \mathrm{St}) \gamma_{\dot{r}} \xi
$$

for $\xi \in \mathbf{Z} G, a \in \Pi$ and $r=r_{a} \in S$.
(ii) The map $T_{n}^{\prime} \mapsto \gamma_{n}$ defines an isomorphism $E^{\prime}=\operatorname{End}_{\mathbf{Z} G}[V] \mathbf{Z} G \rightarrow \Gamma$ which pulls back via $\widetilde{\omega}$ (see (3.4)) to the isomorphism $\eta: E \rightarrow \Gamma$, where $\eta\left(T_{n}\right)=\gamma_{\dot{w}_{0} n \dot{w}_{0}}$.

Proof. (i) It suffices to show that $([V] \otimes \mathrm{St}) \gamma_{\dot{r}}=[V \dot{r} V] \otimes \mathrm{St}$. Now

$$
\begin{equation*}
([V] \otimes \mathrm{St}) \gamma_{\dot{r}}=\sum_{u \in U_{a}^{\neq}}([V] \otimes \mathrm{St}) k(u) u-\sum_{u \in U_{a}}([V] \otimes \mathrm{St}) u \dot{r} . \tag{3.5.1}
\end{equation*}
$$

Using (2.1)we have

$$
\begin{equation*}
\sum_{u \in U_{a}^{\#}}([V] \otimes \mathrm{St}) k(u) u=\sum_{u \in U_{a}^{\#}}[V] \dot{r} g(u) \otimes(\mathrm{St}) u \tag{3.5.2}
\end{equation*}
$$

The second term on the right side of (3.5.1) is

$$
\begin{equation*}
-([V] \dot{r} \otimes \mathrm{St})+\sum_{u \in U_{a}^{\#}}[V] u \dot{r} \otimes(\mathrm{St}) u \dot{r} \tag{3.5.3}
\end{equation*}
$$

Now to compute (St)ur for $u \in U_{a}$, take $w \in W$ with $l(w r)>l(w)$. Then $B w B_{a}=B w$, and so $[B w]=[X]\left[B_{a}\right]$ for some transversal $X$. Thus

$$
\begin{aligned}
([B w]-[B w r]) u \dot{r} & =[X]\left(\left[B_{a} r\right]-\left[B_{a}\right]\right) u \dot{r} \\
& =[X]\left(\left[B_{a} r\right]-\left[B_{a} r f(u) \dot{r} g(u) \dot{r}\right]\right) \\
& =[X]\left[B_{a} r\right]\left(1-g(u)^{\dot{r}}\right) \\
& =[X]\left(\left[B_{a} r\right]-\left[B_{a}\right]\right)\left(1-g(u)^{\dot{r}}\right) \\
& =([B w]-[B w r])\left(g(u)^{\dot{r}}-1\right)
\end{aligned}
$$

Therefore
(3.5.4)

$$
(\mathrm{St}) u \dot{r}=(\mathrm{St})\left(g(u)^{\dot{r}}-1\right)
$$

Thus, using Lemma (2.4), we obtain

$$
\sum_{u \in U_{a}^{\#}}[V] u \dot{r} \otimes(\mathrm{St})\left(g(u)^{\dot{r}}-1\right)=\sum_{u \in U_{a}^{\#}}[V] \dot{r} g(u) \otimes(\mathrm{St})(u-1)
$$

Hence the expression (3.5.3) becomes

$$
\begin{gather*}
-([V] \dot{r} \otimes \mathrm{St})-\sum_{u \in U_{a}^{\#}}[V] \dot{r} g(u) \otimes \mathrm{St}+\sum_{u \in U_{a}^{\#}}[V] \dot{r} g(u) \otimes(\mathrm{St}) u \\
=-[V \dot{r} V] \otimes \mathrm{St}+\sum_{u \in U_{a}^{\#}}[V] \dot{r} g(u) \otimes(\mathrm{St}) u \tag{3.5.5}
\end{gather*}
$$

Now substitute into (3.5.1) using (3.5.2), obtaining

$$
\begin{aligned}
\left([V] \otimes \mathrm{St} \gamma_{\dot{r}}\right. & =\sum_{u \in U_{a}^{\#}}[V] \dot{r} g(u) \otimes(\mathrm{St}) u+[V \dot{r} V] \otimes \mathrm{St}-\sum_{u \in U_{a}^{\#}}[V] \dot{r} g(u) \otimes(\mathrm{St}) u \\
& =[V \dot{r} V] \otimes \mathrm{St} \\
& =\left(T_{\dot{r}}^{\prime} \otimes \mathrm{id}\right)([V] \otimes \mathrm{St})
\end{aligned}
$$

which completes the proof of (i).
(ii) Since $T_{h}^{\prime}=\nu(h)=\nu\left(\gamma_{h}\right)$ (for $h \in H$ ) and $E^{\prime}$ is generated by the $T_{h}^{\prime}$ together with the $T_{\dot{r}}^{\prime}$ for $r \in S$, the result follows from (i) and the discussion immediately preceding (3.5) (and Theorem (2.7)).
(3.6) Corollary The algebra $E$ has another automorphism, namely, the map $\beta$ defined by $\beta\left(T_{n}\right)=T_{\dot{w}_{0}^{-1} n \dot{w}_{0}}$. Moreover, if the transversal $\{\dot{w} \mid w \in W\}$ is chosen so that $\dot{w}=\dot{w}_{1} \dot{w}_{2}$ whenever $w=w_{1} w_{2}$ with $l(w)=l\left(w_{1}\right)+l\left(w_{2}\right)$ then $\beta$ is involutory.

Proof. The automorphism $\beta$ is given by $\beta=\phi^{-1} \eta$ where $\phi$ is the isomorphism $E \rightarrow \Gamma$ of (2.7). The involutory nature of $\beta$ follows from the fact that the stated assumptions on the $\dot{w}$ imply that $\dot{w}_{0}^{2}$ is in the centre of $N$. This is proved as follows. Let $r \in S$ and write $r^{\prime}=w_{0} r w_{0}^{-1} \in S$. Then $w_{0}=w^{\prime} r^{\prime}=r w^{\prime}$ where $w^{\prime}=r w_{0}$ has length $l\left(w_{0}\right)-1$. By assumption $\dot{w}_{0}=\dot{w}^{\prime} \dot{r}^{\prime}=\dot{r} \dot{w}^{\prime}$, whence $\dot{w}_{0}\left(\dot{r}^{\prime}\right)^{-1}=(\dot{r})^{-1} \dot{w}_{0}$ and $\dot{w}_{0}^{-1} \dot{r} \dot{w}_{0}=\dot{r}^{\prime}$. By symmetry $\dot{w}_{0}^{-1} \dot{r}^{\prime} \dot{w}_{0}=\dot{r}$, and hence $\dot{w}_{0}^{2}$ commutes with $\dot{r}$. Since $\dot{w}_{0}^{2}$ lies in $H$ (which is abelian) it also commutes with all elements of $H$, and hence with all elements of $N$, since $N$ is generated by $H$ and the elements $\dot{r}$ for $r \in S$.

REmARK. The algebra $\Gamma \subseteq \mathbf{Z} G$ appears in yet a third way, since another computation (different from the one above) shows that in the left $\mathbf{Z} G$-module $\mathbf{Z} G[V] \otimes \mathbf{Z} G(\mathrm{St})=\mathbf{Z} G([V] \otimes \mathrm{St}) \cong \mathbf{Z} G$ we have

$$
\begin{equation*}
\gamma_{\dot{r}}([V] \otimes \mathrm{St})=[V \dot{r} V] \otimes \mathrm{St} \tag{3.7}
\end{equation*}
$$

## §4 Connection with principal series

The principal series of $G$ is realized by the module $[B] Z G$, which is a submodule of $[U] Z G$ and is fixed by each of the endomorphisms in $E$ (since $T_{n}[B]=[U n U][H]=[B n B]$ ); moreover, each endomorphism in the algebra $\bar{E}=\operatorname{End}_{\mathbf{z}_{G}}[B] \mathbf{Z} G$ is the restriction of an endomorphism in $E$. Thus
(4.1) There is an epimorphism $\rho: E \rightarrow \bar{E}$ given by $\rho\left(T_{n}\right)=\bar{T}_{n}=\left.T_{n}\right|_{[B] Z G}$.

Clearly $\bar{T}_{n}=\bar{T}_{n^{\prime}}$ if and only if $\bar{n}=\overline{n^{\prime}} \in W$, and $\bar{E}$ has Z-basis consisting of $\left\{T_{w} \mid w \in W\right\}$, where $T_{w}=\bar{T}_{n}$ for any $n \in N$ such that $\bar{n}=w$.

For any integer $a$ and any $\mathbf{Z}$-module $M$ denote by $M_{a}$ the $\mathbf{Z}\left[a^{-1}\right]$-module $M \otimes \mathbf{Z} \mathbf{Z}\left[a^{-1}\right]$.

## R.B. HOWLETT, G.I. LEHRER

(4.2) Theorem (i) The map $\tau: \bar{T}_{n} \mapsto|H|^{-1} \sum_{h \in H} T_{h} T_{n}$ defines a monomorphism $\bar{E}_{|H|} \rightarrow E_{|H|}$.
(ii) For $w \in W$ let $\gamma_{w}=|H|^{-1}[H] \gamma_{n}$, where $n$ is any element of $N$ such that $\bar{n}=w$. Then $\gamma_{w}=|H|^{-1} \sum_{t \in W} \varepsilon_{w}[B t \cap D w D]$, where $D=H V$, and $\gamma_{w}=h_{w}$ in the notation of [3], (1.8).
(iii) The map $(\phi \otimes \mathrm{id}) \tau: \bar{E}_{|H|} \rightarrow \Gamma_{|H|}$ is the isomorphism of [3], Theorem (1.7).
(iv) The map $(\mu \otimes \mathrm{id}) \tau: \bar{E}_{|H|} \rightarrow \mathbf{Z} G_{|H|}$ is an embedding in the sense of (1.3), and coincides with the embedding of (1.11') of [3].
(v) The involution $T_{w} \mapsto \widehat{T}_{w}$ of [3] is realized as the restriction of $\alpha \otimes \mathrm{id}$ (see (2.7) above) to $\tau(\bar{E})$.

All the above statements are straightforward consequences of the results of $\S 2$ above.

This puts the results of [3] into a natural setting, and shows why the stipulation that one should be able to divide by $|H|$ in the case of $\operatorname{Ind}_{B}^{G}(1)$ is a natural one. It also makes explicit that the obstruction to carrying out the embeddings of [3] in arbitrary characteristic are cohomological (cf. Tits [9]).

## §5 Concluding remarks

(5.1) In §4 of [3] certain almost-idempotents $e_{J} \in \bar{E} \otimes_{\mathbf{Z}} \mathbf{Z}\left(|H|^{-1}\right)$ were constructed (for each $J \subseteq \Pi$ ), which, over a field $k$ of characteristic $p$ (where $p \mid q$ ), were used to give an algorithmic decomposition of $\operatorname{Ind}_{B}^{G}(1)$ into indecomposables, each of which has irreducible socle. We hope in a later work to produce idempotents $e_{J}(\lambda) \in E \otimes_{\mathbf{z}} k$, one for each character $\lambda: H \rightarrow k^{*}$, which will play an analogous role for the representation $\operatorname{Ind}_{U}^{G}(1)$. Since the socle of this representation is the direct sum of all the irreducible representations of $G$, each occurring with multiplicity one, this would be a significant construction.

The sets $\boldsymbol{B} t \cap \boldsymbol{V} n \boldsymbol{V}$ in the overlying algebraic group $\boldsymbol{G}$ are locally closed in $\boldsymbol{G}$, and one might ask whether our multiplication formulae for the alternating sums of their "characteristic functions" reflect some geometric facts concerning composition of sheaves on "Schubert-like varieties", in analogy with the case (cf. [7]) of the ordinary Hecke algebra (cf. [4]).
(5.3) The indecomposable summands of $\operatorname{Ind}_{B}^{G}(\lambda)\left(\operatorname{or~}_{\operatorname{Ind}}^{U}(1)\right)$ in characteristic $p$ can be constructed homologically from coefficient systems on the

Tits building (see [5] and [6]). A knowledge of the $e_{J}(\lambda)$ ((5.1) above) would assist in the analysis of these direct summands.
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