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T h e Dis tr ibut ion of Large Values of the S u p r e m u m of a Gauss ian Process 

V L A D I M I R D O B R I C , M I C H A E L B . M A R C U S , M I C H E L W E B E R 

I . Introduct ion. Let {X(t),t G T}, T some index set, be a real separable centered Gauss­

ian process with s u p f G T X(t) < oo a.s. In this paper we will be concerned with estimates of 

P(supteT X(t) > u) for large values of u in the case when EX2(t) achieves its maximum value at 

a finite number of points. Our results are extensions of a recent theorem of Talagrand (Theorem 

1.2 below) which is based on BorelPs inequality. As an interesting application of Talagrand's 

result and ours we get sharp estimates of the tail probability of the t v norms of sequences of 

independent normal random variables that we do not think are obtainable by more direct or 

elementary methods. Before presenting our results we will place them in the context of some 

recent work on this subject. 

When s u p t G T X ( £ ) < oo a.s., P ( s u p t G T X(t) > u) is "almost" the same as the probability 

that og > u where 

(1.1) o2 = sup EX2{t) 
teT 

and g is a normal random variable with mean zero and variance 1. A great deal of work has 

gone into making the word "almost" precise. In 1970 Landau, Shepp and Marcus [9], [11] and 

independently Fernique [4] (see also [8, Chapter II, Theorem 4.8]) showed that for all e > 0 and 

u > u(e) sufficiently large 

(1.2) p ( 3 u p X ( < ) > « ) < e s p ( - ^ ) 

Note that (1.2) is already sharp enough to give the standard type of large deviation result for 

the supremum of Gaussian processes, i.e. that s u p t G T X(t) < oo a.s. implies 

l o g P ( s u p t e r X ( * ) >u) = _ J _ 
1 ' ^ u - o o u2 2o2 

The best possible general result on the distribution of s u p t G T X(t) is given by the well known 

Theorem of C. Borell [1]. 

The research of Professor Marcus was supported in part by a grant from the National Science Foundation 
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THEOREM 1.1 (BORELL). Let { X(t),t e T}, T some index set, be a real separable centered 

Gaussian process and let a be as defined in (1.1). Set 

(1.4) ^(U) = -_L f°° e~v*!2dv 
V27T Ju 

and assume that P ( s u p t G T X(t) >u)< 1/2. Then for allu>u 

(1.5) P ( s « p * ( * ) > « ) < * ( ^ ) 

and for all u 

(1.6) P ( s u p X ( t ) > u^j < 2t/> ( ^ ^ j 

From now on we shall assume that a = 1. We note that (1.2) implies that there exists a 

constant C(e) , depending on e , such that 

(1.7) P (™pX{t) > u) < C(e)e £ MV(u) V c > 0 

whereas Theorem 1.1 shows that 

(1.8) P ^supX(t) > u^j < C(w)c W t t ^(u) 

for some constant C(u) , depending on w. The bound in (1.8) can not be improved, however, it 

is too strong in general. Let { B(t),t G [0,1] } be Brownian motion. Then, as is well known, for 

A > 0 

P ( sup B{t) > A) = 2P(B(1) > A) = 2^(A) 
te[o,i) 

There are many specific results for stationary Gaussian processes that improve upon (1.8). For 

example in 1969, Pickands [12] obtained sharp estimates for the distribution of the large values 

of the supremum of { Y(t),t 6 [0 ,1 ] } , a centered stationary Gaussian process with EY2(t) = 1 

and 

(1.9) {E\Y{s) - Y(*)|2)1/2 = V2\s-t\a 0 < a < 1 

which showed, in particular, that 

P( sup Ylt) > A) - A 1 / * ^ ) as A oo 
*€[0,1] 

(We write a ~ 6 to indicate that there exist constants c i , c 2 > 0 such that c\a < b < C2<i). 

Results of this sort have also been obtained by Weber [14], [15]. One characterization of these 

early results is that they apply to specific processes with smooth increments variance as in (1.9) 
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and do not give very much insight into the distribution of the maximum of Gaussian processes 

in general. 

Recently Berman [2], [3] introduced the following problem. Describe those real separable 

centered Gaussian processes { X(t),t G T } , T a compact metric space, with s u p i € T EX2{t) = 1, 

such that 

(1.10) lim 
u—*oc 

P{supteTX{t) > u) = i 

This problem has been given a complete solution by Talagrand [13] who showed that (1.10) is 

equivalent to a condition on the local modulus of continuity of { X(t), t G T } in the neighborhood 

of the element r G T for which EX2(T) = 1. (Note that, necessarily, the maximum of EX2(t) can 

occur at, at most, one value of teT. Since, if EX2{t{) = EX2(t2) = 1 and E\X2(tX)-X2{t2)\ ^ 

0 then 

(1.11) lim 
A—»00 

Р(Х{гг)УХЦ2)) _ 2 

This is easy to check. See also Lemma 4.2). 

THEOREM 1.2 (TALAGRAND). Let {X(t),t G T}, T a compact metric space, be a real 

separable centered Gaussian process with continuous covariance. Assume that {X(t),t G T} 

has almost surely bounded sample paths so that s u p t € T X(t) < oo a.s. Then (1-10) is equivalent 

to the following conditions: 

(1) There exists a unique r G T such that sup t G T EX2(i) = EX2(T) = 1, and 

(2) E s u p ^ ^ W t ) - a(t)X(r)) = o(h) 

where a(t) = EX{t)X(r). 

We were able to find the following Corollary of Theorem 1.2 which heightened our interest in 

Talagrand's result. 

COROLLARY 1.3. Let 2 < p < oo and {gk}kLi D e independent normal random variables 

with mean zero and variance o\ where 1 = o\ > o2 > 03 > . . . and YlkLi °\ — 0 0 ' s o ^*a* 

E f = i Iff*I' < 0 0 a - s - T h e n 

(1.12) lim — 7 7 - 1 ¿ = 2 

If 1 = o\ = o2 = • • • = <7 n > cn+i > on+2 > • • • > then 

, x , ^((Er=i l^n 1 / P >^) 
1.13) lim — ^ — L = 2n 
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We have not been able to find these results in the literature and think that they are new and 

not obtainable by classical real variable methods. It seems useful to give a proof of (1.12) in 

order to motivate the work in this paper. The proof of (1.13) will be given in Section IV. 

P R O O F O F C O R O L L A R Y 1 . 3 , ( 1 . 1 2 ) : That 2 is a lower bound in (1.12) is obvious since it 

is achieved by |<7i| alone. Let q satisfy 1/p + l/q = 1 and define 

T = ^ * < 1 
Ok 

Since ^2kLi ak < °°> T l s a compact subset of l q . Let { t y * } 0 ^ be i.i.d. normal random variables 

with mean zero and variance 1 and {bk}k

xL1 be a sequence of real numbers. Observe that 

oo / oo \ V P 

(1.14) sup X > j b | p 

where u = " denotes equality in distribution. Define 

oo 

(1.14a) X({bk}) = Y,bkr)k 
k=i 

and consider { X { { b k } ) , { b k } e T}. Note that 

oo 

(1.14b) sup EX2({bk})= sup Y,hl=o\ = l 

Furthermore we see that X{{bk}) has variance 1 at 

(1 ,0 ,0 , . . . ) = r + 

and 

( - 1 , 0 , 0 , . . . ) = r ~ 

Let T+ = (6i > 0) n T and T~ = (6i < 0) n T. In order to complete the proof of (1.12) it is 

enough to show that 

(1.15) lim 
U—KX 

P ( S U P { 6 f c } G T - kLlbklk > U j 
: L = 1 

This we do by applying Theorem 1.2. Note that X(T+) = r/i. Therefore for t = {bj,}^ G T+ 

a(t) = EX(t)X{r+) = 6x 

and 

oo 

(1.16) X(t)-a{t)X(T+) = J2hr)k 
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We now evaluate the term in Theorem 1.2, ( 2 ) . 

oo oo 
(1.17) E sup bklk = E sup bkffk 

a(t)>l-h*,{bk}ET+ ~ 2 &!>l-/ iM6 f c }Gr+ ^ 

/ oo . q\ V ? / oo \1/P / oo \ l/P 

= * sup (Ei) 5 > I F
 =C(p,h)(^al) * V . 

where l i m ^ o o C(p,/i) = C ( p ) is a constant depending only on p. Combining (1.16) and (1.17) 

we see that for p > 2 (i.e. q < 2) 

(1.18) E sup (X(*) - a (*)X(r+) ) - h2/q as / i - 0 
a( t )>l - fc 2 , {&fc}€T+ 

Therefore, (1.15) follows from Theorem 1.2. This completes the proof of (1.12) of Corollary 1.3. 

We see from (1.18) that condition (2) of Theorem 1.2 is not satisfied when p = q = 2. This 

raises the question, can Theorem 1.2 be extended to include this case or, more generally, in the 

notation of Theorem 1.2, what is the relationship between 

(1.19) L{h) = E sup {X{t) - a{t)X{r)) 
a(t)>l-h* 

and functions l(u) such that 

(1-20) H m F < r o y f f i > > W ) < 1 , ( > 1 ) 
V ' u—oo l(u)tp(u) V ' 
These questions are taken up in this paper. 

In our extension of Theorem 1.2 we are forced to introduce another condition. As in Theorem 

1.2 assume that 1 = EX2(r) > EX2(t) for t ^ r. Recall that a(t) = EX(t)X(T) and note that 

(1.21) sup E{X{t) - a{t)X(r))2 = sup EX2{t) - a2{t) < 2h2 

a(t)>l-h* a(t)>l-h* 

We will require that there exists an e > 0 such that 

(1.22) sup E(X(t) - a{t)X{T))2 < (2 - e)h2 Vh G [0, h] 
a(t)>l-h* 

for some constant h > 0. Condition (1.22) is satisfied under the hypotheses of Theorem 1.2 

since 

(1.23) E sup {X{t) - a{t)X{r)) > \ sup E\X{t) - a{t)X{r)\ 
a(t)>l-h* 2

 a(t)>l-h* 

> - - L = sup (E\X(t)-a(t)X(r)\*)1/2 

V27T a ( t ) > l - / i 2 

Therefore whenever the left side of (1.23) is o(h), (1.22) is satisfied. 

We can now give a sample of the results obtained in Sections II and III. 
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THEOREM 1 . 4 . Let {X(t),t E T}, T a compact metric space, be a real separable centered 

Gaussian process with continuous covariance and almost surely bounded sample paths. Assume 

that there exists a unique r E T such that s u p t e T EX2(t) = EX2(T) = 1. Let wt(/i), t = 1,2, 

Wt(0) = 0, be concave for h £ [0, h] for some h > 0. Define 

(1.24) hi{u) = sup | h : ^ = u J • = 1,2 

Then if, for he [0,h], 

(1.25) wi{h) < E sup (X(t) - a(t)X{r)) < u2(h) 
a ( t ) > l - h 3 

where a(t) = EX(t)X(r), and if (1.22) is satisfied, there exist constants fci,&2 such that for all 

u> UQ sufficiently large 

(1 26) e*it**/i(M«0) < P{**J>teT*{*)>») < ek2uu2(h2(u)) 
%l){u) 

If 

(1.27) limsup —^JTTE sup (X(t) - a(t)X(r)) > 1 
h-+0 Vi(h) a(t)>l-h* 

then, V c > 0 

(1.28) limsup P(snPTETX(t)>u) x 

u-+oo *l)(u)exp{ki{l - e)uui(hi(u))) 

More information on the constants A;! and k2 are given in Sections II and III. In these Sections 

results are also obtained under less restrictive conditions on CJI(/I) than concavity. Moreover 

the conditions that (1.22) holds or that s u p t e r E2X(t) = 1 for only one element r £ T are only 

used for the upper bound in (1.26). These conditions are not used at all in Section II in which 

we consider the lower bounds in (1.26) and (1.28). 

As an example of Theorem 1.4 suppose that 

(1.29) u2{h) = Cha 0 < a < 1 

in (1.25), for some constant C. Then 

/ r f v l / ( 2 - a ) 

(1.30) h2{u) = f ^ J and uu2{h2{u)) = c 2/( 2-«V 2- 2 a)/( 2-*) 

If a = 1, uu2(h2(u)) = C2 . Therefore, by these remarks and (1.26), we see that u2(h) < Ch, 

for h G [0, h) for some h > 0, implies 

(1.31) 1 < limsup *(')>*) < ekC> 

1 0 0 
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for some constant k independent of C. If L(h) = o(h), C can be taken as close to zero as we 

wish. Thus (1.26) shows that ( l ) and (2) of Theorem 1.2 imply (1.10). 

In Section II we consider the relation between t(u) and L(h) so that upper bounds in (1.20) 

imply upper bounds for L(h). These are used in a contrapositive argument to show that lower 

bounds for L(h) imply lower bounds for the limit in (1.20). The lower bound in (1.26) is proved 

in this Section. In Section III we consider the situation in which upper bounds for L(h) imply 

upper bounds for the limit in (1.20). The upper bound in (1.26) is obtained in this Section. 

In both of these Sections results are also obtained under less restrictive hypotheses than the 

ones used in Theorem 1.4. Our proofs closely follow Talagrand's proof of Theorem 1.2 but are 

more precise because we are considering a more general situation. Our main innovation is to 

recognize the significance of (1.22) for this method of proof. 

Section IV is devoted to examples. We prove Corollary 1.3 and consider the tail of the 

probability distribution of (X)£=i \gk\p)l^p for 1 < p < 2, where {gk}k=i a r e independent 

normal random variables with mean zero and variance o\ . Our estimates in the case p < 2 do 

not follow from Theorem 1.2 but require an extension of Theorem 1.4 to cover the case in which 

L(h) ~ h and the variance of the process has a finite number of maxima. 

More conventional Gaussian processes for which the variance has a unique maximum are 

cosine transforms of time changed Brownian motion. Let {W(t),t £ [0 ,1 ]} be a stationary 

Gaussian process with mean zero and EW2{t) = 1. It is well known that a version of such a 

process is given by 

r oo roo 
(1.32) ^ ( t ) = / cos\tdB{F{\)) + / sin Xt dB'(F(\)) 

Jo Jo 

where B and B1 are independent Brownian motions and F is a distribution function on [0, oo) 

which uniquely determines the process. Let 

(1.33) X(t) = ( cos XtdB{F{\)) t £ [0,1] 

Jo 

Clearly, EX2(0) = 1 and EX2(t) < 1, for t £ (0,a] for some a > 0, as long as F does not have 

a jump of size 1 at { 0 } . Moreover, we will show in Section IV that under mild conditions on 

E\X(t + u) - X{t)\2, {X(t),t e [0,a] } satisfies (1.22). For different distribution functions F we 

obtain processes of the type {X(t),t £ [0 ,a]} with a wide range of associated functions L(h) 

as in (1.19), (with T = 0) . For these processes Theorem 1.4 gives examples of a wide range of 

functions k(u) such that 

(1.34) 0 < liminf < limsup < 0 0 

u->oo k\U) u->oo k(u) 

where 

K{u) = log 
P{snpteTX{t) >u)\ 
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This is also done in Section IV. 

V. Dobric and M . Weber held visiting positions at the City College of C U N Y and The Courant 

Institute of Mathematical Sciences, respectively, while this research was carried out. They are 

grateful for the hospitality they received during their visits. 

I I . Lower b o u n d s . Let { X(t), t £ T } , T some index set, be a real bounded separable centered 

Gaussian process normalized so that 

(2.1) sup EX2(i) = 1 
ter 

Furthermore assume that T' = { t : EX2(t) = 1 } is not empty and chose some r € TF. Following 

Talagrand [13] we define 

(2.2) a(t) = EX(t)X(r) 

(2.3) Z{t) = X(t) - a{t)X{r) 

and, for 0 < h< 1, 

(2.4) Th = {t: a(t) > 1 - h2 } 

We will consider 

(2.5) L(h) = E sup Z(t) 

ten 

and 

(2.6) S{h)= sup (EZ2(t))1/2 

ten 

Let us note that since Z(t) = X(t) - X(T) + (1 - a(*) )X(r) , it follows, since r e TH, that 

(2.6a) -E sup \X(t) - X{T)\ - h2 < L{h) < E sup \X{t) - X{T)\ + h2 

2 ten ten 

i.e. that in most interesting cases L(h) is equivalent to the expected value of the local modulus 

of continuity of X(t) in the neighborhood of X(T). We also define 

(2.7) ( p ( u ) = _ i = e x p ( - ^ ) 

The following lemma, along with Theorem 1.1, states several inequalities that are critical in 

this paper. 
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LEMMA 2 . 1 . Let {Y(t), t G T}, T some index set, be a real separable centered Gaussian 

process. Assume that P(snpteTY(t) > w) < \ and let a = supteT E(Y 2 (t))i. Then 

(2.8) E sup Y{t) < v + 
ter V2TT 

If P{supteT\Y{t)\ < s) > 0 then 

(2.9) Esup \Y(t)\ < —z ^ t ^ h r 
K ' ter W l " P{snpteT\Y{t)\<s) 

Also, for tp(u) as defined in (1.4) 

(2.10) ^ - t — e x p f - ^ ) <0(u) < \-^-^—txp(- —) V u > 0 

and 

(2.11) tf>((a2 + 6 2 ) « ) < t/j{a)exp (-^p) Va,6 > 0 

The first inequality is a simple consequence of (1.5) and is given in [5, Proposition 3.2.1]. The 

second inequality follows from an inequality of Fernique on the norm of a Gaussian process [5a]. 

The inequality in (2.10) is proved in [6] and the last inequality follows immediately from the 

change of variables t = (b2 + y2)1^2 in 

^ ( ( a * + 6 ' ) 1 / 2 ) = J = r t-*i*dt 
>> ' V2fl- . / ( a 2 _ | _ & 3 ) l / 2 

The next lemma is a careful rendering of the first part of the proof of the Theorem in [13]. 

LEMMA 2 . 2 . Let {X(t),t G T}, T some index set, be a reai centered bounded separable 

Gaussian process with EX2(t) < 1 and such that there exists a T G T for which EX2(T) = 1. 

Define 

(2.12) 9 = sup(l - a{t)) 
teT 

where a(t) is given in (2.2) and let m > median of s u p t e r X(t). Then for all u > 8(1 V m) 

(2.13) EsupX(t) < * log (2 P ( r o p ' g f

X } t ] > U ) - l ) ^ ( u + v ^ ) + ^ 
ter u \ t/j(u) J 

and 

№ u ) * 9 m < c ( i i o g ( 2

f ( - p . ^ c » - i _ , ) + - ) + 

where C = 20. 

PROOF: Define 

(2.15) «(«) = P ( S U P ' ^ > « ) _ ! W u e R 
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Note that if sup t e r E\X(t) - a(t)X(r)\2 = 0 then (2.13) and (2.14) are trivially true. If not 
then e(u) > 0, Vu G R. We shall assume that the latter is the case in the rest of this proof. 

(2.16) P (supX(t) >*)= f P (f u£X(*) > u I X(T) = y) = J™ l[vMy)*V 

where 

(2.17) r,(y) = P (sup(Z(t) + a(t)y) > u) 

Since rj(y) > P(Z(T) + y > U) and Z(T) = 0 a.s., it follows that rj(y) = 1 for y G (u,oo). 
Therefore 

(2.18) / r)(y)<p(y)dy = 6(u)0(tt) 
J — oo 

and, for any 0 < v < u 

(2.19) 6(u,v) = inf ri (у) 
v<y<u 

е(и)Ф(и) 
ф{у) - ф(и) 

By (2.11) 
ф(и) < ф(у) exp í 

so that 

(2.20) 6{u,v) < e(u) (exp ( ^ y ^ ) " l) 

We will show that for u > 8(1 V m) 

(2 211 log(l + 2e(«)) 
l 2 , 2 1 J M > 4(log2)(lVm) 

By (1.5) of Theorem 1.1 and (2.10) 

P (supXW > «) < ф(и - m) < ̂ J—^ exp ( Ц ^ ) 

< 4(1+ uj 
_ 3(1 +u-m) 

итф(и) < 2еитф(и) 

and by (2.15) we see that for u > 8(1 V m) 

log(l + 26(u)) < 4(log2)(l V m)u 

Thus we have established (2.21) and can choose 

2 
(2.22) v = u - - log(l + 2e(u)) 
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Notice that (2.21) and u > 8(1 V m) gives 

(2.23) „ » - . » = 4 log(l + * ( . ) ) ( l - W + * ( « ) ) ) > 410.(1 + * ( . ) ) ( l - ^ ) 

and so we see from (2.20) that 

(2.24) % ) V ) < _ i _ < 0 . 4 = , 

Therefore, there exists a c G [v,u] such that 77(c) < q or, equivalently, such that 

(2.25) 1 - q < P (sup(Z(*) + a{t)c) <u) <P (supZ{i) < u - c + c$) 
\ t e r ) \ter ) 

<pLvz(t)<2-^^)l + ue) 
\ter u ) 

where, we use (2.22) at the last step. By (2.8) 

(2.26) EsupZ(t) < 21og(l + 2 f ( u ) ) + t t g + x / ^ 
ter u 

where we also use 

(2.26a) EZ2(t) = 1 - a2{t) < 2(1 - a{t)) < 29 

This gives us (2.13) since 

(2.27) EsupX{t) - E sup Z(t) < y/2/n9 
ter ter 

To obtain (2.14) let us notice that by symmetry and (2.25) it follows that 

i-2g<pU\z(t)\<2lo^ + 2 ^ +ue) 
\ t e r u J 

Therefore, by (2.9) we have that 

(2.27a) g s u p | ^ ) | < 2 0 f 2 l ° g ( 1 + 2 e ( u ) )

+ ^ 
ter \ u J 

which together with (2.27) gives (2.14). 

COROLLARY 2 . 3 . Under the same hypotheses as in Lemma 2.2, suppose furthermore that for 

B>1 

(2.28) limsup *lWteTX®>u) = B < „ 

u—oo 0 (U) 

then 

(2.29) limsup \E sup {X{t) - a{t)X{r)) < 2C (2 \og{2B - 1 ) ) 1 / 2 

/1—0 h a(t)>l-h* 

105 



V. DOBRIC, M. B. MARCUS, M. WEBER 

where C is given in (2.14). In particular, when B = 1, this shows that (1.10) implies (2) of 

Theorem 1.2. (We already mentioned in Section I that (1.10) trivially implies (1) of Theorem 

1.2.) 

PROOF: Let Th = {t G T : a(t) > 1 - h2 } . We use (2.14) of Lemma 2.2 with T = Th and 

u = S/h for some S > 0. Since 0 = h2 for T = Th we have that for all e > 0 and h G [0, h(e)] for 

h(e) sufficiently small 

E sup X(t) < C (^log(2(£ + € ) - l ) + hS) + y/2/^h2 

ten \ ° J 

Therefore, with 6 = (21og(2(£ + e) - l ) ) 1 / 2 we get 

limsup \E sup X{t) < 2C (2 log(2(£ + e) - l ) ) 1 / 2 

/i—o h terh 

and since this is true for all e > 0 we have 

(2.30) limsup \E sup X(t) < 2C (2 log(25 - 1 ) ) 1 / 2 

The statement in (2.29) follows from (2.30) by (2.27). 

Let w(h), h G [0,/i] be a non-negative increasing real valued function that satisfies 

w(h) 

(2.31) Urn -j-^ = oo and u(h) < oo 

We define 

(2.32) h0{u) = sup j h : > u | 
Note that since w(h) is increasing it follows that for those values ho(u) defined in (2.32) 

(2.33) L 2 / . . \ ~~ U 

and, of course, limu-^oo ho(u) = 0. 

The next two Theorems are the main results of this section. 

THEOREM 2 . 4 . Let {X(t),t G T}, T some index set, be a bounded real valued separable 

centered Gaussian process with EX2(t) < 1 and such that there exists a T G T for which 

EX2(T) = 1. Suppose that 

(2.34) L(h) > w(h), VTi G [0, h] for some h>0 

where L(h) is defined in (2.5). Then for all u sufficiently large 

(2.35) P ^supX(*) > u^j > ^i>(u) (exp ^ w ( / i o ( 2 C u ) ) j + l ) 
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where C is the constant in (2.14). 

Moreover, if in addition to (2.34) 

(2.36) l i m ^ = 0 0  
v ' / i -o h 

then, Ve > 0 there exists uo(e) such that for u > uo(e) 

(2.37) P^supX(t) > u^j > i^(u) ( e x p ( ( 1 ~ ^ U u>{h0{2u)) ^ + 1 ^ 

PROOF: Let 2 \ be as given in Corollary 2.3 and note that in this case 0 = h2. We use (2.27a) 

with T = Th to get, for a > 8(1 V m) , that 

(2.38) L(h) = E sup Z(t) < C ( 2- log ( 2 P' l n * * & f

X ® > - l ) + u ^ 

or, equivalently, that 

(2.39) P ( s u p X(t) > " ) ^ ^ ( e x p ( f ( ^ - A 2 " ) ) + 1 ) * ( « ) 

(As above, to avoid trivialities, we assume e(u) > 0, Vu 6 R). Now, by (2.34) and the fact that 

Th C T, we have for all h e [0, &] that 

(2.40) P ( s u p X W > - ) > ^ ( e x p ( | ( ^ - ^ ) ) + l ) * ( « ) 

For u sufficiently large we take h = / t 0 (2Cu) . Then by (2.33) we get (2.35). 

Let us now assume that (2.36) holds in addition to (2.34). We see from (2.26) and (2.15) that 

L(h) < 2- log ( 2 P ( ^ e r X ( t ) > u ) _ i \ ^ h 

As above, this implies that 

(2.41) P ( s u p X(t) > u ) > ~ (exp ( J (u{h) - h 2 u - - j = ^ + l ^ j t/,{u) 

Setting h = h0(2u) in (2.41) and recalling (2.33) we have that (2.41) 

(2.42) 
1 

2"1 
exp 

u(h0(2u)) _ hp(u)  

2 7fa~ 

Therefore by (2.36), for all c > 0, there exists a u0(e) sufficiently large so that (2.42) 

- \ ( C X P ( ! i ^ = ^ w ( A o ( 2 « ) ) ) + 1 ) *(u) 

which is (2.37). 
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THEOREM 2 . 5 . Let {X(t),t G T}, T some index set, be a bounded real valued separable 

centered Gaussian process with EX2(t) < 1 and such that there exists a r G T for which 

EX2(T) = 1. Assume that there exists a decreasing sequence {hk}<j?=1 with l i m ^ o o hk = 0, 

such that 

(2.43) L(hk)>u(hk) V f c > l 

where u also satisfies 

(2.44) 1 S strictly decreasing V h G [0, h] 

Then, for C the constant in (2.14) 

( 2 A 5 ) 1 ™ P ^ ( u ) ( e x p ( ^ ( M 2 C u ) ) ) + l ) * 1 

Moreover, if in addition to (2.43), (2.36) holds, then for alle>0 

(2.46) limsup P { * " P r m > u ) > 1 

iV(«) (exp ( 1 1 ^ ( ^ ( 2 « ) ) ) + 1 ) 

PROOF: Condition (2.44) implies that u(h)/h2 is invertible for h £ [0,/i] and that its inverse 

is continuous on [0,/i]. Thus, in particular, h0(2Cu) takes all values in [0,/*'] for some h! > 0. 

Therefore, for all k sufficiently large we can choose uk such that 

(2.47) h0(2Cuk) = hk 

It follows from (2.40) with u = uk and h = hk and (2.47) that 

(2.48) P (suP*W > W i b ) > \ (exp ( ^u(h0{2Cuk))) + l ) rp(u) 

which gives (2.45). A similar argument applied to the second part of the proof of Theorem 2.4 

gives (2.46). 

R E M A R K 2 . 6 : In the previous results we have the expressions uj(ho(2Cu)) and u(ho(2u)). If 

u is concave we can remove the constants 2C and 2 from the arguments of /io(*)> since, for all 

k > 1 

kuu(h0(ku)) - h l { k u ) > h l [ u ) - uu(h0(u)) 

where we use the obvious fact that h(ku) < h(u). Therefore 

(2.49) u>(h0(ku)) > 

We see that (2.49) along with Theorem 2.4 gives the left side of (1.26). Finally let us note that 

when u is concave (2.44) is satisfied. Therefore (1.28) follows from Theorem 2.5. 
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I I I U p p e r B o u n d s . We continue with the notation defined in the beginning of Section II. The 

main result of this Section is the following: 

THEOREM 3 .1 . Let {X(t),t G T}, T a compact metric space, be a real separable centered 

Gaussian process with continuous covariance. Assume that there exists a unique r £ T such 

that s u p t e T EX2(t) = EX2(T) = 1. Let u{h), h G [0,/i] be a non-decreasing function with 

u(0) = 0 and (jj(h) < oo. Assume that there exists anh> 0 such that for all h G [0, h\ 

(3.1) L(h) < /3u{h) 

for some constant /?, and a number rf < y/2 such that 

(3.2) S(h) < rjh 

Then there exist constants d\ and d2 > 0 such that 

(3-3) Hmsup P C - P ^ y ( « ) > » ) x 

where Cv > 0 satisfies l i m ^ o Gn = 0, and ho is as defined in (2.32). 

PROOF: Since the covariance a(t) = EX(t)X(r) is continuous, for all 0 < a < 1 there exists a 

0 < 6 < 1 such that 

(3.4) sup EX2(t) < 1 - S 
{ t : o ( t ) < l - a 2 } 

Therefore, by (1.6) of Theorem 1.1 

P ( sup X(t)>u) <2* ( ^ ) 

for some finite number w, because {X(t),t G T} is almost surely bounded. Thus 

P ( s u P { t : a ( t ) < l - a * } > u ) 

(3.5) limsup — ^ ^ - ^ = 7 ^ L = 0 

Therefore, in order to obtain (3.3) we need only consider P ( s u p t G T a X(t) > u), where Ta is 

defined in (2.4). Following Talagrand [13], let 0 < e < 1 and consider for n = 0 , 1 , . . . 

(3.6) An = { t e T : a{t) > 1 - e 2 n a 2 } 

(3.7) Bn = A n \ A n + 1  
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(3.8) u n = 2E sup Z(t) 

(3.9) Eu = { u : X(t) < inf ( x"eZ
n2a2

 A « ) } 

Note that 

(3.9a) P ( s u p Z(t ) < Un^j > \ 

We have 

(3.10) P ( s u p X ( t ) > u^j < P{EC

U) + P ( ( s u p X(t) > u^j n ^ 

The first term on the right in (3.10) 

(3.11) P iK) = sup { V (t^+âaO V ^ ( U ) } 

Note that if 

« ^ ¡ 2 ^ 2 t h e n ! _ £ 2 n + 2 a 2 ^ * 

Therefore, in order to evaluate (3.11) we must consider 

(3-12) ? K l - w ) ! ' ^ } 

Set 
_ c j n - € 2 n + 2 a 2 u 
Fn(u) = u - 1 _ e 2 n + 2 a 2 

When u < o ; n / ( c 2 n + 2 a 2 ) we have, for u > 1 

(3.13) 
u - u n 

1 _ c 2 n + 2 a 2 
ф(и) 

1 

\ /2л 
e-''Us 

1 W n 

7 = - 2 exp 
/ 2 7 T 1 - a 2 

- V 
2 

1 + 2 — ^ 
1 — or 

exp 
1 - a 2 

where we use (2.10) at the last step. We now observe that by (3.1) and (3.8) 

(3.14) un < 2pw(aen) 

and so u < u ; n / ( e 2 n + 2 a 2 ) implies 

^ 20u>{ae") 
u < 

- £ 2 ( a e » ) 2 

Therefore by (2.32) 

(3.15) aen < Ao(0) 

1 1 0 
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Putting (3.11), (3.13), (3.14) and (3.15) together we have 

(3.16) P{El) < ф(и) ( l + -^„„(М0))е«р ( 1 ^ ? )«о;(Ло (0))) 

Let 

Щи) inf 
П I — 6 2 n + 2 Q 2 

The second term on the right in (3.10) 

(3.17) P ( ( s u p X{t) > u^j П Eu^ = j P ( s u p X(t) > и I X(T) = y^j <р(у)/ [ у<Я(«)](у) ày 

= f P f sup(Z{t) + a{t)y) > u) <p(y)I[y<H(u))(У)dy 

since Z(t) and Х(т) are mutually independent. We will designate the last integral in (3.17) as 

li + h where 

h = I and h = I 
J—oo Jo 

Obviously 

ф sup Z(t) > и 

Note that, by definition, TA = AQ, UO = 2E ( s u p t G A o Z(t)) and by (3.2) 

sup (EZ2(t))1/2 = S (a) < rja < 1 
tera 

for a sufficiently small. Therefore, by Theorem 1.1, (1.5) 

h<i> 
' U — (jjQ ^ 

U > WQ 

so that 

(3.18) Ix = о(ф(и)) as u -+ oo 

The key point in the proof is the estimation of J 2 . We have 

b<jt [ I[y<H(u)){y)P ( sup > и - y (1 - б 2 л + 2 а 2 ) ) dy 

n = 0 J ° \ * G B N / 

We set 

(3.19) an = sup ( ^ Z 2 ( * ) ) 1 / 2 < S{ena) Vn > 0 

and apply Theorem 1.1, (1.5) to get 

(3.20) i2 < £ / " w o i W ^ f " " ^ 1 " ^ ' ^ " ^ ) « , ( , ) * 
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which, by the change of variables y = u — z 

< E f W ^ l M * - z) dz 

where we set 

g(u, z, n) = u e 2 n + 2 a 2 + z ( l - e 2 n + 2 a 2 ) 

By (2.10), (3.19) and (3.2) the last line in (3.20) 

(3.21) < £ j f " I[g{u,z,n)>Un](z) (u + 1) exp ( „ - ( 9 { U ^ ! ~ ^ ) 2 ) dz 

< 20(u) fluJQ

 e x P ( « * - \(*1n + zSn - Cn)2^ dz 
where 

f n + 2 i _ 2 n + 2 - , 2 , . 

(3.22) ^ = e — ^ S ^ 1 \ a Cn = ^ -

Let us note that 
J. 

uz 
2 

И 7 п + z6n - Сп 

-\(lnU-Cnf 
1 

2 
1 - ön1n)u 1 

" 2 

1 - Snln)u > 

Substituting this into (3.21) and integrating on z from — oo to oo we get 

(3.23) I2 < 2yfal,{u) £ I exp [~\{lnu - Cnf + \ (cn + «) 

2\/2*0(u] 
u 

7 -exp 
иСп 1 

~ 2 
2 ¿ „ 7 n - 1 

By (3.22) 

(3.24) r,2(2ln6n - 1) > (2(1 - e 2 a 2 ) e 2 - r/2) = a, > 0 

That is, we choose 0 < e < 1 and 0 < a < 1 so that > 0. This means that if rj is close to 

y/2, e must be close to 1 and a must be close to zero. 

We now see that 

(3.25) — > anen a 

By (3.14) and (3.22)-(3.25) we have 

(3.26) I2 < k{a,n)xl){u) V* u£ n exp ( - \ a n a 2 u 2 € 2 n + 2^2uu(aen)) 

n=o V 2 1 _ A / 
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where 

k(a,n) = 2y/2n a T f 

1 — a2 

We write 

/ 

(3.27) I2 < k(a,n)t/j(u) X u £ n e x p ( - - a „ a 2 u 2 e 2 n ) 

+ u e n e x ? ( j ^ u u { a e a ) j = k(a,n)tl>{u)(I3 + I4) 

{ » : « < C ^ 1 } V J 

where 

(3.28) C 
a 2 ( l — a2)a„ 

In order to estimate /3 let us note that for 0 < e < 1 and 6 = ( aJ / 2 a) /2 we have 

(3.29) f > » exp ( - ( W ) 2 ) < E ™n + ~s E ( " ' " T ^ l i ^ ^ T I ^ 
n = 0 { n : u c n 5 < l } { n : u e n 5 > l } n = 0 * ' 

where we use the inequality x 2 e _ z 2 < 1. Thus we have 

(3.29a) /3 ( « % ) V 2 ( i _ f ) 

In order to estimate I4 we define 

m = mm j n : ^ > u J 

Then, obviously 

(3.30) 
e 2 m - 2 С ~ 

w(aem) 
е2т 

(Note that if m is uniformly bounded for all u then there is nothing to prove). 

By the definition of ho (u) 

(3.31) h o ^ ) > a € m 

We now see, by (3.30) and the fact that u(h) is non-decreasing, that 

n>m 

f2pCu2{oLemY 

(1 - a 2 ) 6 2 m

 t 

113 



V. DOBRIC, M. B. MARCUS, M. WEBER 

Therefore 

(3.32) IA < ( 
'u(aem) 

6 m 

exp 
2 C / 3 a ; 2 ( a 6 m )  

(1 - a 2 )e 2 "» 

Ca;(a€ m )  

(1 - e)e™ 
exp I 

2 C / f o 2 ( a € m ) >  

(1 - a2)e2m 

Furthermore, by (3.30) and (3.31) 

(3.33) 
u 

C €2m-2 

w(aem) 

e2m 

Thus 
o ; 2 ( a € m ) 

£ 2 m 

uv(aem) *"(Mc£*)) 
€2C 

Substituting this in (3.32) we get 

(3.34) 
ç v 2 

(ï^ëj 
uw(Äol 

7 а 2 ' 

1/2 
exp • 2ß / , , / « 4 4 

We can put this all together to get a bound for P ( s u p t e T a X(t) > u). Let 

(3.35) d'i = ^ A 1 

and 

(3.36) 4 
(1 - a2 

m 

and notice that since ho(u) decreases as и increases. We have 

(3.37) A 0 (jfj < M<*W) 

and 

(3.38) h0 ( ^ ) < h0{d'2u) 

By (2.6a), (3.5), (3.10), (3.16), (3.18), (3.27), (3.28), (3.29a), (3.34), (3.37) and (3.38) we have 

(3.39) 

P ( s u p X ( t ) > u ) < ф(и) (l + u,(ho(d\u)) exp и Ш ( Л 0 « « ) ) + ( 1 

+ (1 - J ^ \ ( l - t ) ( « ^ ( f e o ( 4 » ) ) ) 1 / 2 e x p g 2 ( 1

2 f q 2 ) uu(h0(d'2u)) + < # ( u ) ) j 

for u > UQ sufficiently large and 0 < a < ao sufficiently small and 0 < c < 1 large enough so 

that an = 2(1 - e2a2)e2 - rf2 > 0. 
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If we take d2 = d[ V df

2 and di large enough we get (3.3). It seems that the constant 

„ 8\/27rr? 
( 3 - W | c " ° ( 1 - » W ( i - 0 
is unavoidable. It is needed to cover the case when liminf/t-^o = 0 but l imsup^_ 0 > 0. 

If liminfn—o ^jp" > 0, ^r? can be absorbed into the exponential term by altering d\. 

R E M A R K 3 . 2 : The constants d\ and d2 in Theorem 3.1 approach infinity as r\ approaches \ / 2 . 

If rf is small these constants need not be too big. In order to obtain the upper bound in (1.26) 

from (3.3) we note that when w is concave (and not identically 0) then it exceeds bh for some 

6 > 0 for h G [0, h] for some h > 0. Therefore we can absorb the term C„ into the exponential 

term by making d\ sufficiently large. Also note that by (2.49) if d2 < 1 

(3.41) w ( M d 2 t t ) )<^M ! 4 ) 
d2 

Of course, if d 2 > l then u(h0{d2u)) < cj(h0(u)). We have already pointed out in Section I that 

Theorem 1.4 shows that (1) and (2) of Theorem 1.2 imply (1.10). 

I V . E x a m p l e s . We have several interesting applications of Theorems 1.2 and 1.4. We begin 

with a very elementary lemma which we prove for the convenience of the reader. 

L E M M A 4 . 1 . Let £ and rj be normal random variables with mean zero and variance 1 satisfying 

E£r) = a < 1. Then 

(4.1) JP(£ > u,rj > u) = o(tl>(u)) as u - * oo 

where ip(u) is given in (1A). 

PROOF: Let u > 0. We have 

(4.2) P(0 > u, rj > u) = j 0 ( jz j r ) ^ ( y ) d y 

where <p is defined in (2.7). If a < 0 (4.2) is less than or equal to r/)(u/(l — a2))rp(u). If a > 0 

(4.2) 
tt(l + q) 

2 a 

1 <p{y) dy - I 
u ( l + a ) 

2 a 

u-ay 

1 - a 2 
<p{y) dy 

' u 

,2(1 + a) 
0(u) + ip 

u(l + a)\ 

as u —• oo since a < 1 and > 1. 

The next lemma enables us to complete the proof of Corollary 1.3. 
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LEMMA 4 . 2 . Let £1, • • • , £n be normal random variables with mean zero and variance 1 such 

that Ebtj < 1, i j . Then 

(4.3) lira f ( s " P i < ; ^ > " ) = n 

u—oo 0(u) 
PROOF: The upper bound is obvious since 

P ( sup e. >u)< ]TP(& >«)= n^(u) 
\ l < * ' < n / t = 1 

Let A{ = { & > u } . Then, as is well known, 

(4-4) P{ U A ) > E - E E PU,- n Ay) 
t = l t = l t=i y=i 

The lower bound in (4.3) follows from (4.4) since for * ̂  j 

P(A{ fl Aj) — o{%l){u)) as u - * oo 

as we showed in Lemma 4.1. 

PROOF OF COROLLARY 1 . 3 , ( 1 . 1 3 ) : We consider X({bk}) as defined in (1.14a), however, 

we now see that 

sup EX2{{bk}) = l 
{hk}eT 

for the 2n sequences ±cy, j — ,n , where cy is an element of the cannonical basis of Rn, 

(i.e. cy = (0, • • • , 1,0, • • •) where 1 appears in the j - t h coordinate and all the other coordinates 

are zero). Let C2y_i = cy and e?2y = —ey, j = 1, • • • ,n . Define 

««i-(£krf 
and let 

(4.5) Tm = | {bk} e T : | | {6*} - c m | | < i J V m = 1, • • • ,2n 

Note that by continuity 

oo 

(4.6) sup ] T 6 ! < l - £ 
{»*}€T-Ul".,r,. *=1 

for some e > 0. Therefore, by Theorem 1.1 

(4.7) P f sup X({bk}) > u < 0 ( ^ ) = oty( t t)) 
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as u —> 00, where w is defined in Theorem 1.1 and is finite since { X({bk}), {&*} 6 T} is finite 

a.s. 

We now show that V m = 1, • • • , 2 n 

(4.8) lim 
s u P { M e r m * ( { & * } ) > u 

1 

Without loss of generality we can take m = 1, in this case, we see from (4.5) that 61 > 1/2 

and therefore T\ C T + for T + as defined in Corollary 1.3. It is also clear from (4.5) that T\ 

contains only one point of maximum variance of X ( { & * } ) namely t\. The rest of the proof of 

(4.8) follows the proof of (1.12) exactly since the only place that we used 02 < 1,• • • ,crn < 1 

was in (1.14b). It is now easy to obtain (1.13). We get the lower bound from Lemma 4.2 by 

considering {Xfem)}^^. For the upper bound we use (4.7), (4.8) and the obvious inequality 

(4.9) P I sup X({bk}) > n ) < ^ P [ sup X({bk}) > u) 

+ P \ sup X{{bk}) > u 
V{H}er-U^ = i r m J 

This completes the proof of Corollary 1.3, (1.13). 

When p = 2 we get the following Corollary of Theorem 1.4. 

COROLLARY 4 . 3 . Let {gk}kLi o e independent normal random variables with mean zero and 

variance o\ where 1 = 0\ > o2 > o~z > • • • and YikLi °\ < 0 0 • Then 

, , ^((Er = 1 l^l 2) 1 / 2>-) C 2 
(4.10) limsup — ^ — r J- < e ° 

u - o o 1>(u) 

where C = C'Q3jfcli (1 ~~ <J2)~1) is a reai vaiued function of { a * } ) ^ which is large when 

YlkLi ° \ zndt o r (1 ~~ 0 2 ) - 1 is large. 

PROOF: Consider the proof of Corllary 1.3, (1.12) given in Section I but with p = q = 2. In 

particular, consider 

(4.11) Pi sup X{{bk})>u) 
\{Ьк)ет+ J 

By (1.17) we have 

/ с о \ V » 

(4.12) E sup (X(t)-a(t)X(r+))=C2\y24) h 
a(t)>l-h',(bk}çT+ \ * ^ 2 / 
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Furthermore 

(4.13) 
OO 

sup (E\X[t) - a{t)X{r)\2)1/2 = sup Y] b\ < 2o2h2 + o(h2) 
a(t)>i-h*,{bk}eT+ E r ^ l ^ l 2 ^ 2 ' 1 2 ^ 2 ) ^ 2 

and, of course, EX2{T+) = 1. We can now use Theorem 1.4 applied to { X({bk}), {bk} € T + } 

since (4.13) shows that (1.22) is satisfied. We use (4.12) to define u2(h) in (1.25). Thus we get, 

from (1.26), that 

( 4 1 4 ) P ( s u p t e T + X{{bk}) > t t ) ek2uu(h2{u)) 

We use (4.14) and (1.30) to get (4.10). The remark on the size of C as a function of YlkL2al 

comes from (1.30). That C goes to infinity as (1 — c2)~l does comes from an examination of 

the constants in the proof of Theorem 3.1, (i.e. o2 —> 1 implies rj —• y/2). We must also consider 

the process for t G T " but this just adds a factor of 2 on the right in (4.14) which we absorb in 

to the exponent in (4.10). 

A sharper result than (4.10) exists in the literature [7]. When p = 2, sharp estimates for 

=i \9k\2 > w 2) can be obtained by using Laplace transforms and Tauberian Theorems. 

However, even in this case, no simple methods that we can find, such as exponential Chebysev 

inequalities or truncations, imply that the right side of (4.10) is finite. Since transform methods 

are not available when p / 2 we believe the Corollary 1.3 and Corollary 1.4 above are new 

results. 

When p = 2 our methods do not apply if 1 = o\ — o2 > o~3 • • • (as they did in Corollary 1.3, 

(1.13)) since in this case 

EX2({bk}) = 1 Vbub2 such that b\ + b\ = 1 

i.e., the maximum points of the variance of X({bk}) are not isolated. As everyone knows, in 

this case 

P ^ ( £ W 2 ) > « j > ^ + 9l)1/2 > «) ~ n^u) 

as u —• oo which is not the same as (4.10). Note, however, that in this case (1.22) is not satisfied. 

We can not apply our methods to obtain upper bounds for the probability distribution of 

Y^kLi \9k\p when 1 < p < 2, where, as above, {gkJkLi are independent normal random variables 

with mean zero and variance o\. To see why we write, as in (1.14) 

/ oo \ V P OO 

(4.15) X>*I P = S U P E6*"* 
\k=i J r = i \ % \ q < 1 k=i 
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where {tfk}kL1 are i.i.d. normal random variables with mean zero and variance 1 and l/p+l/q = 

1. However, now q > 2 and so 

(4.16) 
' oo oo 

k=l k=l * 

2/q 

f > 2 , / ( , - 2 ) 

( 9 - 2 ) / * 

with equality whenever 

N = cW / ( '~ 2 ) 

for some constant Cq depending only on q. Therefore 

sup E 
oo > 

fc=l 
f > * * / ( * ~ 2 ) 

U -2 ) /g 

whenever bk = ±Cqaq

k

/(q~2). Thus the process YlkLi bkVk has an infinite number of points of 

maximum variance and hence these points cannot be isolated. However we can obtain estimates 

of the probability distribution of Ylk=i l ^ l P * 

THEOREM 4 . 4 . Let {gk}k=i be independent normal random variables with mean zero and 

variance o\ and 1 < p < 2. Define 

/ n \ (*-2)/(2<7) 

-=(E^ / ( ,- 2 )) 
where 1/p + 1/q = 1. Then there exists a real valued function K = K(a,n,p) such that for 
u > uo(a,n,p) sufficiently large 

(4.17) P(U=iMP)1/p>«) < K n 

where K goes to infinity as p approaches 2. 

P R O O F : Let T = { {bk} : £ £ = 1 \^\* < 1} . As above we consider { X({bk}),{bk} G T} where 

X({bk}) = Ylk=i bk*lk for {rjk}k==1 i.i.d. normal random variables with mean zero and variance 

1. For simplicity we will sometimes denote the elements of T by the letter t. As in (4.15) we 

have 

/ n y/P 

(4.18) (EW) £ ™ P * M 

and, following (4.16) 

(4.19) EX^t) = < \j£ J ( E ^ / ( , _ 2 ) ) 
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Without loss of generality we can normalize EX2(t) by taking 

(4.20) f > * * / ( * ~ 2 ) = 1 
k=l 

By (4.19) and the discussion prior to the statement of this Theorem we have 

sup EX2(t) < 1 

with equality whenever bk = ±oq

k^q~2\ Vfc = 1 , - . - ,n . We see that {X(t),t G T} has T 

points of maximum variance. Let 

(4.21) 6k=el'l<-2) k = l,—.,n 

Let r = {Sk)k=i a n < * n o t e t n a t r e ^ ^ ^ 2 ( r ) = 1 implies that 

(4.22) 

n c q n 

* = 1 * * = 1 

We write 

(4.23) bk = 6 k - u k Vfc = l , . . . , n . 

Let Te be a neighborhood of r (say in the I2 metric) chosen so that 

(4.24) \uk\<eSk V * = l , - . - , n 

where 6 > 0 is small enough so that EX2(t) < 1, Vt G Te such that £ ̂  r. We will show that for 

all 0 < € < and u > u 0 (n , 6) for u 0 sufficiently large 

^ ^ E r f M ^ ( f e _ l _ ( 1 + [)„) 
One can check that (4.25) implies the upper bound in (4.17) by precisely the same argument used 

in the proof of Corollary 1.3, (1.13), which was given earlier in this Section. (We incorporate 

the factor 2 n into Kn). 

We will now obtain the upper bound in (4.25). We have 

n n 

(4.26) a{t) = EX(t)X(r) = £ Sk(Sk - «* ) = 1 - £ Skuk 

*=i fc=i 

Therefore, by (4.22) and (4.26) 

(4.27) E{X(t) - a(t)X(r))* = EX\t) - «»(«) < £ u\ 
k=l 

1 2 0 
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and by (4.26) 

n 

(4.28) 1 - h2 < a(t) < 1 if and only if 0 < ^ 6kuk < h2 

k=l 

The key point in this proof is to show that Vc > 0, there exists an h(e) such that for h 6 [0, h(e)] 

(4.29) sup E{X(t) - a{t)X{r))2 < 2 ( 1 " h2 

teTenT,a(t)>l-h* 

The point of this is that since q > 2 we can choose c such that 2(1 — e)2~q/(q— 1) < 2. Therefore 

when we later apply Theorem 1.4 to {X(t),t G T€ n T} we will have that (1.22) is satisfied. 

By Taylor's Theorem applied to \6k — uk\q where uk satisfies (4.24) Vk = 1, • • • , n we see that 

(4-3°) 1, -2^Vk -«2^-^- + —l—E ^ 
*=1 * k=l * *=1 * *=1 * 

where |c*| < eSk, VJb = 1, • • • ,n . Recalling (4.22) we see that {Sk - « * } J | = 1 € T n T,, implies 

that 

( 4 - 3 1 ) £ - i
 s H S T 

which implies by (4.21) and the bound on |cjfc| that 

n n 

(4.32) £ u 2 < ( — - ) ( l + £') £ Shuk 

k=i q k=i 

where c' = | l — e\2~q — 1 can be made arbitrarily small depending on e. 

Combining (4.32) and (4.28) we see that 

(4.33) t e T n TE n { t : a(«) > 1 - / & 2 } = T * C { { u * } : V « 1 < ( - ^ r ) ( l + € > 2 } 

(Recall that t identifies the points {£* - u * } g = 1 ) . Combining (4.27) and (4.33) we get (4.29). 

Following (2.6a) we have 

(4.34) L{h) = E sup (X{t) - a{t)X{r)) < E sup {X{t) - X(T)) + h2 

teT* teT* 

Note that 

(4.35) 

£ sup (X( t ) - X ( r ) ) = E sup V UfcHfc < sup [ T u \ \ n 1 ' 2 < - ( 1 + e')n h 

by (4.33). By Theorem 1.4 and the example immediately following it we get (4.25). An estimate 

for the constant k2 can be obtained from Theorem 3.1. It goes to infinity as 2/(q — 1) gets closer 

to 2. The lower bound in (4.25) follows from Lemma 4.2. 

To round out the picture we consider p = 1 and obtain the following simple consequence of 

Lemma 4.2. 
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THEOREM 4 . 5 . Let {<7*}£ = i be independent normal random variables with mean zero and 

variance o\. Let 

(4.36) „ = 
\k=l 

Then 

(4.37) l b n P E k M H = 2 . 

PROOF: Note that 

(4.38) X^*l = S U P Yibkgk 

fc=i h = ± i k = 1 

As usual we define the process X({bk}) = Ysk=i bk9k and consider { X({bk}) : {bk} 6 T } where 

T — { {bk} : bk = ± 1 , k = 1, • • • , n } contains 2 n points. Since 

(4.39) E X ' ( { 6 f c } ) = £ a 2

: V { 6 f c } e T 

this process has 2 n points of maximum variance. Therefore the lower bound in (4.37) follows 

from Lemma 4.2. The upper bound in (4.37) is trivial since T only contains 2 n points. 

In all the examples we have given so far we have either had L(h) ~ h or L(h) = o{h) as 

h —y 0. In these cases the function fc(u) in (1.34) can always be taken to be 1. However, the 

cosine transform portion of a stationary Gaussian process leads to examples of other types of 

behavior in (1.34). Let {W(t),t 6 [0 ,1]} and {X(t) e [0 ,1 ]} be defined in (1.32) and (1.33) 

and let 

(4.40) Y{t)=( sm\tdB'{F(\)) * G [ 0 , 1 ] 

Suppose that 

(4.41) / sin2A* dF{\) > 0 t G (0, a] 
Jo 

for some 0 < a < 1. Then { X(t),t G [0,a] } has a unique point of maximum variance at t = 0, 

where, by definition, EX2 (6) = 1. Let 

(4.42) o{u) = {E\W{t + u) - Wit)]2)1/2 

Continuing with our usual notation we see that 

(4.43) a{t) = EX{t)X{0) = EW{t)W{0) = 1 -

and so 

(4.44) a(t) > l - h 2 if and only if a2{t) < 2h2 

In order to apply Theorem 1.4 to {X(t),t G [0 ,a]} we must verify (1.22). The next Lemma 

gives conditions for this. 
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LEMMA 4 . 6 . For a and X(t) as defined above 

(4.45) liminf °2jJU) >6>0 
u—oo <72(tt) 

implies, V h £ [0,h] for h sufficiently small, that 

(4.46) sup E\X{t) - a{t)X{0)\2 < (2 - - ) h2 

a(t)>l-h* 2 

PROOF: We have 

E\X{t) - a(t)X{0)\2 = EX2{t) - a(t) + a{t)(l - a{t)) 

< EX2{t) - a{t) + (1 - a{t)) 

so that 

(4.47) sup E\X{t) - a(t)X{0)\2 < sup EX2{t) - a{t) + h 2 

a(t)>l-h* a(t)>l-h* 

By definition 

£ X 2 ( t ) = / cos 2 At dF(X) = \ (1 + a(2t)) 
Jo 2 

and so by (4.43) 

(4.48) j ^ W _ a ( 0 = ! ^ ( 0 _ £ ? M ) 

Thus we see by (4.48) and (4.44) that the left side of (4.47) 

<r 2(t)<2h* 2 \ 2 / 

which, by (4.45) gives (4.46). 

The following result is an application of Theorem 1.4. 

THEOREM 4 . 7 . Let {gk}kLo D e i-i-d- n o r m s ^ random variables with mean zero and variance 

1. Consider, for S > 1, 

oo 

(4.49) X(t) = C6^2 k~69k cos 2ht t e [0, J] 
k=o 2 

where we set 0~6 = 1 and C6 = (Z)fclo k~26)~1/2. Then there exist constants 0 < hi < k2 < oo 

such that for all u > uo(S), for uo(S) sufficiently large, 

(4.50) ^ ( t , , ^ < f ( , ~ )

y ( ' ) > ' ' ) < „ p ( t , . - / ' ) 
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PROOF: For simplicity let us set ak = Cgk 6 , Vfc > 0. As above we define 

Y(t) = C6f^k-6gf

ksm2ht t e [0, \ ) 
k=o 

where {g^^Lo i s 3 1 1 independent copy of {gk}kL0> W i t ) = X(t) + y M > * € [0>*/2] . It is 

easy to see EY2(i) > 0, V* 6 [0,7r/2] so {X ( * ) , J 6 [0,7r/2]} has a unique point of maximum 

variance 1 at t = 0. 

Let a be defined as in (4.42). It is easy to see that, at least, 

(4.51) a2{2t) > \a2{t) V*e[0 , * ] 

for some i > 0. Thus {X(t),t 6 [0,7r/2]} satisfies (1.22). (To see (4.51) note that for all t 

sufficiently small 

o>(2t) - \a*(t) = 4 £ - J - * ) - n 2 ( * ) " sin 2 ( | ) 

> 2 (-S - | « ? ) * 2 - |»g* 2 > | * a C | 

since oo = a i ) . 

Let 

(4.52) h N = [ Y , « l ) 
\k=N ) 

we will show that (see (2.5)) 

00 

(4.53) L(hN) ~ ^2 ak as N -* 00 
k=N 

By (4.44) and (2.6a) 

L{hN) < E sup \X{t) - X{0) I + h2

N 

cr(t)<V2hN 

Note that 

(4.54) 

E sup | X ( i ) - X ( 0 ) | < E sup |W(f) - W{0)\ 
<r(t)<V2h, *€[0,т/2] <T{t)<V2h, te[0,ir/2] 

<E sup | W ( * ) - W ( s ) | 
<г(в-*)<ч/2Л; e,te[0tir/2] 

< * {j^K
 (log ( [0, Ï ] , £)) <*£ + (log log 
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for some constant k independent of h, where, at the last step, we use a version of Dudley's 

Theorem (see [10, Chapter II, Theorem 3.1], and note that N( [0,7r/2],c) is the minimum 

number of open balls, in the metric d(s,t) = a(\s — t\), that covers [0,7r/2]) . 

Define m(c) = \{t G [0,7r/2] : a(t) < e} where A is Lebesque measure and set 

€ m = 5 
oo 

£•2 
k=m 

1/2 

Then, since 

(4.55) o*[t) = 4 Y > | sin' ( ^ ) < £ + 4 £ «J 

k=0 ^ ' k=0 k=m 

we see that for t e [ 0 , 2 ~ m ] , a{t) < c m and so m ( c m / 2 ) > 2 ~ m . 

Therefore, as is well known, (see e.g. [10, Chapter II, Lemma 1.1]) 

N(em) = N( [0, TT/2], e m ) < K'2m V m > 0 

for some numerical constant K1. It follows that 

(4.56) jf * " (log JV( [0, £ ] , « ) ) 1 / 2 de < f ) (log N( [0, | ] , « ) ) 1 / 2 de 

° ° 0 0 _ l / 2 _2 ° ° 

m=N m=N \^k=m Jt=^ 

for some numerical constants C and C", where we use the facts that e m — e m + i < (e^ — f ^ + 1 ) / e m 

and a* is regularly varying as k - * oo. Combining (4.54) and (4.56) we get the upper bound in 

(4.53). For the lower bound we note that for any index set T' 

oo 

(4.57) Esrxp \X(t) - X ( 0 ) | > £ sup V" a f cj/*(l - cos2*t) 

ter- ter- k ^ N 

oo OO 

> E sup ajfefir* cos 2kt - E a^* 

Also, it follows as in (4.55) that 

(4.58) c{t) < V2hN \/te[0,4-N] 

and so by (4.57) and (4.58) we have 

(4.59) L{hN) = \E sup \X{t) - X(0) | - h2

N 

x oo / oo \ V 2 

> -E sup V akgkcos2kt - y/ïfi V a2J - /ifv 

2 ' € [ 0 , 4 - " ] ktïN' \ktïN J 
oo / oo \ l / 2 / oo \ 

> c ' £ ak-y/2fi £ a * > c £ ^ 

Jfe=2JV+l \k=2N J \k=2N + l J 
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for constants c' and c independent of N, where we use the fact that the cosine series is a lacunary 

series and, of course, the nature of the {ajfej^o- Thus, taking into account the actual values of 

the {ak}%L0,we get (4.53). 

Let 
oo 

(4.60) u>{hN) = ^ a k VN > 0 
k=N 

and following (1.24) set 

_ u{hN) _ E£Ln ak 1 _ Ms 
UN — , o — V^oo 2 ~~ 1 

N 2^k=N ak aN 

as N —> oo, by regular variation. Therefore 

UNu(hflf) ~ N = uXJS as N —• oo 

This shows that 

(4.61) uu(h(u)) ~ u1/s as u -> oo 

along the sequences ujy and /i(ujv) = hjq. The proof of Theorem 4.7 follows from (4.53), (4.60), 

(4.61) and Theorem 1.4 by extrapolation. (Note that the concavity assumption is alright since 

u{hN)/hN ~ N1'2. In any case one could also use Theorems 2.5 and 3.3). 

REMARK 4 . 8 : In finding the upper bound for L(h) in (4.54) we passed to the stationary 

process, which, obviously, does not have a unique point of maximum variance. This doesn't 

seem to matter as long as the process isn't too regular. On the other hand it is clear from 

Lemma 4.2 that the stationary process can not satisfy (1.10). However, the cosine part alone 

can if the {ajk}^° = 0 go to zero fast enough. For example let ak = Cp2~k&, VA; > 0 where /3 > 2 

and Cp is chosen such that Y^k=o ak = 1 a n ^ consider the process 

oo 

(4.62) X{t) = £ ak9k cos 2kt t <E [0, | ] 
k=o 

for a as defined in (4.42). It is easy to check that 

{*:*(*)< V2*)c[0,—] 
> do 

Therefore by (2.6a) and (4.44) 

L(h) - h 2 = E sup \X{t) - a{t)X(0) \ 
A{T)<V2h 

< ^ sup f ; ak9k sin 2 ^ < ( | M 2 ' f ) a*2 2 * < Cph2 

for some constant Cp depending on /3. It follows, by Theorem 1.2, that the process in (4.62) 

satisfies (1.10). 
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